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An undirected graph G = (V, E) is a probe split graph if its vertex set can be partitioned into two sets, N (non-
probes) and P (probes) where N is independent and there exists E' C N x N such that G’ = (V, E U E’) is a split
graph. Recently Chang et al. gave an O(V*(V + E)) time recognition algorithm for probe split graphs. In this article
we give O(V?2 +V E) time recognition algorithms and characterisations by forbidden induced subgraphs both for the
case when the partition into probes and non-probes is given, and when it is not given.

Keywords: probe graphs, probe split, probe interval, graph class

In 1994, in the context of genome research, Zhang [15] introduced probe interval graphs. A graph is a
probe interval graph if its vertex set can be partitioned into two sets, probes P and non-probes N, such
that IV is independent and new edges can be added between non-probes in such a way that the resulting
graph is an interval graph. This definition can of course readily be generalized to some graph class C: A
graph is probe C if its vertex set can be partitioned into two sets, probes P and non-probes [V, such that
N is independent and new edges can be added between non-probes in such a way that the resulting graph
isin C.

In this manner probe interval [[15} (10, [12} [11], probe chordal [5, 3]}, including the intersection of probe
chordal with weakly chordal graphs [5]], the intersection of trees with probe interval graphs [14], the
intersection of 2-trees with probe interval graphs [[13], and probe interval bigraphs [2] have been defined
and investigated. Moreover, already in 1989 — before Zhang’s article — Hertz [[7]] defined what he called
slim graphs, which are in fact probe Meyniel graphs, and proved that these are perfect. Hoang and Maffray
[8] used Hertz’ construction to define probe Gallai graphs. In the recent article [3] several probe classes
are discussed, among them probe split graphs.

Given C, the new graph class of all probe C graphs clearly contains C as a subclass. And when C is a
subclass of D, then so is probe C a subclass of probe D. The general questions for new graph classes,

1. the existence of an efficient recognition algorithm, and

2. a characterisation of the structure, possibly by forbidden induced subgraphs,
exist in the case of probe C graphs in two variants: one where the partition into probes and non-probes is
given and a more general one where it is not given, resulting in four problems.

For the class of probe interval graphs, the first recognition algorithm for the partitioned case was given
in [10], and one with O(V + E log V') running time in [L1]], while recently the unpartitioned case has been
solved [1]]. Probe chordal graphs (unpartitioned) can be recognized in O(VQE ) time [3]]. A characteri-
sation by forbidden induced subgraphs is open for both classes. A characterisation by forbidden induced
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subgraphs is known for the intersection of trees with probe interval graphs [14]], both partitioned and un-
partitioned, but for 2-trees it already seems to be a difficult problem [13]]. The forbidden induced subgraph
characterisation for the intersection of trees with probe interval graphs leads to a polynomial recognition
algorithm, both partitioned and unpartitioned. Probe interval bigraphs can be recognized in polynomial
time [2l], a characterisation by forbidden subgraphs is unknown. Concerning probe split graphs, in [3]] a
polynomial recognition algorithm is sketched that can be implemented to run in time O(V*(V + E)), but
the characterisation problem is not tackled.

From these results it is clear that neither recognizing nor characterising probe C graphs is a straight-
forward matter; in fact there is no positive characterisation result on any probe C class at all — the only
positive result is on a subclass of probe interval graphs, the intersection of trees with probe interval graphs.
In this article we will solve both the recognition and the characterisation problem for unpartitioned and
partitioned probe split graphs.

All graphs considered are finite, undirected and simple. Given a graph H and a positive integer n,
nH denotes the graph consisting of n disjoint copies of H. C),, P, and K,, denote the chordless cycle,
chordless path, and complete graph, respectively, on n vertices. A chordless cycle on at least five vertices
is called hole. Its complement is a anti-hole. An odd hole is a hole of odd length.

For two disjoint sets of vertices X and Y, X @ Y (X @ Y') means that every vertex in X is adjacent
(nonadjacent) to every vertex in Y. Occasionally, when such use is clear from context, we may use (1), ()
as graph-valued operators: For graphs X and Y, X (0) Y is the disjoint union of X and Y and X (D Y
results from X (0) Y by adding all possible edges with one endpoint in X and the other in Y. We often
identify a subset of vertices with the subgraph induced by that subset, and vice versa. A set of vertices is
called independent or stable if the vertices are pairwise non-adjacent and it is called a clique if they are
pairwise adjacent. Adjacency of two vertices x,y in a graph G = (V, E) is written xy € E or x ~ y.
The (open) neighbourhood N (v) of a vertex v is the set of its neighbours, the closed neighbourhood
N[v] = N(v) U {v} and the non-neighbourhood N (v) = V \ Nv]. Given a set of vertices X C V, the
subgraph induced by X is written G[X]. The complement of G is written G.

Recall that a graph is a split graph [4, 6] iff it can be partitioned into a clique and an independent set,
and that the split graphs are precisely the (2K2, Cy, Cs)-free graphs.

Definition 1 A graph G = (V, E) is a probe split graph if its vertex set V' can be partitioned into two
sets, N (non-probes) and P (probes) where N is independent and there exists £/ C N x N such that
G' = (V, EU E') is a split graph.

As mentioned before, all split graphs are probe split. Bipartite graphs G = (X UY, E) are probe split
aswell: Take N = X,P=Y and E' = N x N.

Theorem 2 G = (V, E) is a probe split graph iff its vertex set can be partitioned into three, possibly
empty, sets C, S, I, such that C'is a clique, S, I are independent sets and C' () S.

Proof: (=) Let G = (V, E) be a probe split graph with probes P and non-probes N (V = P U N). Let
G' = (V,EUE’), where E' C N x N, be a split graph with clique K and independent set U. Now, let
C=KNP,S=KNNandI=U.InG clearly C'is a clique, S and I are independent, and C' (1) S.

(<) Let G = (V, E) be a graph with a partition (C, S, I') of V into a clique C and independent sets S, I



Probe split graphs 209

such that C' () S. Now, let P=CUI, N = Sand E' = N x N, then obviously G’ = (V,EUE’)isa
split graph. Thus, G is probe split. O

From Th. 2] we see that probe split graphs are (1,2)—colourable and P,—brittle (every P4 has an endpoint
in I) and therefore P,—bipartite, perfectly orderable and perfect. (Definitions and references for all these
classes can be found in ISGCI [9].)

Definition 3 A partition (C, S, I) of the vertex set of a graph G such that C' is a clique, S and I are
independent sets and C' (1) S is called a valid probe split partition of G.

By Th. [2]a graph is probe split iff it has a valid probe split partition. This fact will be used often and
without further reference.

1 Unpartitioned probe split graphs - An overview

As every induced subgraph of a probe split graph is again a probe split graph, probe split graphs can
characterized by forbidden induced subgraphs. In this section we will outline the proof that a graph is
a probe split graph iff it has no induced subgraph from Fig. [T] on page 210] This will also give rise to
a polynomial recognition algorithm for unpartitioned probe split graphs. The long and technical proof
follows in the next section.

Theorem 4 A graph is a probe split graph iff it has no induced subgraph isomorphic to a graph in Fig.

Proof: (=) By Lem.[3
(<) The proof is given in this and the next section. O

Although the necessity of forbidding the graphs in Fig. |l can easily be checked by brute forc the
discussion in the next lemma will provide the reader with more insight in the structure of probe split
graphs.

Lemma 5 The graphs in Fig. [T|are not probe split.

Proof: The key lies in the probe split partition from Th. [2| From this theorem we immediately get the
following observations:

1. Every clique has at most one /-vertex, at most one S-vertex, the rest are C-vertices. In particular,
every triangle contains at least one C'-vertex.

2. Every Cj consists either of alternating .S and I vertices, or of two non-adjacent S-vertices, with the
other two vertices being one C' and one I-vertex.

3. Combining these two, every house has an I-vertex as the roof, with one neighbour a C'-vertex. From
this the other vertices follow.

4. Every path on at least six vertices consists of alternating S and I vertices. If a path has even length,
then precisely one of the end-vertices is an S-vertex.

® In fact, we verified by computer that the graphs in Fig. are minimal non probe split graphs.
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A S /&ﬁ“‘

A1 (k> 2) As (k> 3) Az (k> 3) Ay (Ko UK3) s (longhorn) g (eiffel-
tower)
Ag (Ca U Pa) Qg (co-fish) 11 12 (co- A13 (Cq) A1q
(antenna) domino)
26 A7 g Aoy Az (3K2) Aoz
Ay (2P3) RICE as (Ps)

Fig. 1: Forbidden subgraphs for probe split graphs (continued on next page).
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5. Every P; either consists of alternating S and [-vertices, or the middle vertex is a C-vertex, its
neighbours S- and the outer vertices I-vertices.

6. If the non-neighbourhood of a vertex contains an edge, then that vertex cannot be a C-vertex.

Obs. [T] gives as forbidden subgraph, and together with Obs. f]f; (Tonghorn)] If we take

two triangles and unite one vertex of each triangle, we get a so-called butterfly. The vertex of degree four
must be a C-vertex, while each wing consists of an S and an I-vertex. This gives l;] Obs. [2] gives [
to Rloo (3K5) and oy (2P5)l Obs. P gives to to and
Obs. [] gives and odd cycles of length at least 7. Additionally a C5 is forbidden because it
cannot consist solely of S and I vertices, but if it contains a C' vertex, then its two non-neighbours in the
Cs, which must be I-vertices, are adjacent to each other. This gives odd holes (2(,)). Note that
forbids odd anti-holes of lenght at least 7, so probe split graphs are (odd hole, odd anti-hole)-free. Obs. 3]
gives

Now consider the graph formed by with the vertex of degree one deleted. Since every vertex of
degree two has two different non-neighbours in the K4, and the K4 has at most one S and at most one
I-vertex, it follows that the vertices of degree two must be [-vertices. This implies that the K4 does
not contain an I-vertex, and in particular that at least one of the lower two vertices of the K4 must be a
C'-vertex. Hence every neighbour of the highest vertex of degree two must be adjacent to this C-vertex.
This gives

From Obs. |Z| we have that a vertex v that is universal to a Cy is a C-vertex. Vertices that are non-
adjacent to v then must be I-vertices, and their neighbours in the Cy are in S or C. This leads to
B2} Rla] to R4l Rlzq] to Pl and [y, to Rl

Finally to graphs to A vertex that is not part of the P; (I) Ps must be an I-vertex (Obs. |§| - it
is easy to see that they cannot be S-vertices), and thus the Pss do not contain any I-vertices. But every
Pj3 contains at least one non-C-vertex, i.c. an S-vertex. These S-vertices are adjacent. d

The sufficiency of Th.[d]is proved inductively. Let G have no induced subgraphs isomorphic to a graph
listed in Fig.[T] Set

B ={v e V(G)| N(v) is not a stable set},
C ={v e V(G) | N(v) does not induce a split graph}.

Proposition 6 Assuming G = (V, E') does not contain any graph listed in Fig.|l|as an induced subgraph,
then

a) BNC =0;

b) C is aclique;

¢) G[B] is bipartite.

Proposition 7 Assuming G = (V, E) does not contain any graph listed in Fig.|l|as an induced subgraph,
then for every nontrivial (i.e. with at least two vertices) connected component B’ = (X UY, E') of G[B],

X@OCoY(QC.

The basis of the induction is the case that V' = B U C. In this case, the Prop.[7| states how to define a
valid probe split partition (C, S, B \ S) of G: For every non-trivial component B’ = (X UY, E’) of B,
let S(B') € {X,Y} with S(B’) (D C and define S = |Jz, S(B’).
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Fig. 1: Forbidden subgraphs for probe split graphs (continuation of previous page).

The induction step occurs when V' # B U C. According to Prop. [8] we can remove a vertex v €
V' \ (B U C) and inductively build a probe split partition on a valid partition of G — v:

Proposition 8 Assuming G = (V, E') does not contain any graph listed in Fig. as an induced subgraph,
then for every vertex v € V' \ (B U C): If G — v is a probe split graph, then so is G. Moreover, a valid
partition of G can be obtained from a valid partition of G — v in linear time.

Using Prop. [6] [7]and [§] we can give Alg.[I]to recognize probe split graphs.

Theorem 9 Algorithm |I| correctly recognizes probe split graphs, and can be implemented with running
time O(V2 + VE).

Proof: Correctness follows from Lem. [} Prop.[6] Prop.[7]and Prop.[8] It is obvious that calculating B and
C and verifying Prop.[6|and Prop.[7|(first if-statement) can be done in the desired timebound. The next two
if-statement form a recursive algorithm. Note that in the recursion we do not need to calculate B, C', nor
to verify Prop.[6]and Prop.[7] Let n = |V \ (BUC), then the basis of the recursion (second if-statement)
can be executed in time 7'(0) = O(V + E), and the third if-statement takes T'(n) = T'(n—1)+ O(V + E)
by Prop. [8| Solving the recurrence gives O(V? + V E). O
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Algorithm 1 Give a valid partition of G = (V, F) iff G is a probe split graph.
Compute the subsets B and C'
if BN C # 0 or G[B] is not bipartite or G[C] is not a clique or there is a non-trivial connected
component B’ = (X UY, E’) of G[B] such that neither X (1) C' nor Y (1) C then
FAIL
end if
if V = BUC then
For each non-trivial connected component B’ = (X UY, E’) of G[B], let S(B’) € {X,Y} with
S(B") (D C (incase both X () C and Y () C, choose S(B') € {X,Y } arbitrarily)
S:=Up SB'); I:=B\S
SUCCESS: return (C, S, 1)
end if
if V # B U C then
Choose an arbitrary vertex v € V \ (BUC)
Recursively compute a valid partition (C’, S’, I") for G — v
Compute a valid partition (C, S, I) for G from (C’,S’,I’)
SUCCESS: return (C, S, T)
end if

2 Unpartitioned probe split graphs - The proof of Prop. [6], [7]and

In this section we prove Prop. @ Prop. and Prop. We assume that G = (V, F) has no induced subgraph
from Fig. and that B, C C V are as defined in the previous section.

2.1 The proof of Proposition|6
Lemma 10 (Prop.[6.a) BN C = 0.

Proof: Assume to the contrary that there exists a vertex v € BN C. As v € B, there exist adjacent
vertices 7,y € N(v). Asv € C and G is Cs-free, there exist vertices vy, v2,v4,v4 € N(v) such that
{v1, v2, v3,v4} induces a 2K5 with edges v1v5 and v3vy, or the Cy = (vy, V2, V3, V4, V7).

We consider the first case. In this case, each of z, y is adjacent to at most two of the vertices vy, va, V3, V4
otherwise x or y together with vy, v, v3,v4 and v would induce a or Moreover, x
(respectively, y) cannot be adjacent to both vy, vs, or to both vs, v4. For, if z is adjacent to both v, vy
then z, y, v, v4 and v would induce a [y (K3 U K3)| (if y o v3,v4), or y, z,v1,v and vs or vy would
induce a C5 (if y ~ v3 or y ~ v4). So, let without loss of generality, x be nonadjacent to v; and vs.

Now, if y is nonadjacent to all v;, i = 1,2, 3,4, then x,y, v, v, v, v3, vy induce a[lyg| (if  ~ va,vy),
or {z,y,v,v1,v2} or {z,y,v,vs,vs} induce a(otherwise).

If y is adjacent to exactly one of the v;, then we may assume without loss of generality that y is
nonadjacent to v1, v2. Then 2 must be adjacent to v, otherwise x, y, v, vy, v2 would induce afdl; (KoUK3)l
Hence y and vs are nonadjacent otherwise x, y, v, v2, v3 would induce a Cj. It follows that y is adjacent
to vy, and z, y, v, V9, vy4 induce a Cy (if = £ vy), or 2, Yy, v, v1, V2, V4 induce a

Finally, let y be adjacent to (exactly) two of the v;. If y is adjacent to v; and v3 then x, y, v1, V2, V3, Vs
and v induce a[;g|(if  # va,v4), OF T, Yy, v, v1, V4 OF T, Y, v, V2, v3 induce a Cs (if x ~ vy Or T ~ v3). If
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y is adjacent to v; and vy then xz,y, v, vy, V2, v3, v4 induce a(ifx % v, v4), O T, Y, v, U2, Vg induce
aCs (if x ~ vy, o vy), OF T,y,v,v1,v2,vs,vy induce a i3 (co-domino)| (if x # va,z ~ v4) or
x,Y,v,v1, V2, V4 induce a The first case is settled.

We consider the case of the Cy = (v1, v2, v3,v4,v1). In this case, each of x,y is adjacent to at least
two of the vertices vy, v2, v3, v4 otherwise there would be a[l; (K3 U K3)|or a Cs, but to at most three of
the v; otherwise there would be a

Let « be adjacent to vy, va,v3. If y is also adjacent to vy, v, vs then z,y, v, v1,v3,v4 induce a [y
If y is adjacent to vy, v2, v4 Or t0 Vg, v3,v4 then x,y, v, v1,v3,v4 induce a [Aog (ﬁ;)l If y is

adjacent to v, vs, v4 then z, ii, v, va,v4 induce a Cs. If y is adjacent to (exactly) vy, vg, oOr to vo, v then

x,Y,v,v1,vs, vq induce a If y is adjacent to (exactly) ve, v4 then x, y, v, v1, V2, v4 induce a
If y is adjacent to vy, v4 (or to v, vy) then z, y, v, va, vy induce a C5. Thus, x, and by symmetry, y must
be adjacent to exactly two of the v;.

We first consider the case that at least one of z,y is adjacent to (exactly) two non-neighbours in
{v1,...,v4}. Without loss of generality, assume z is adjacent to vy, vs. If y is adjacent to vq, v4 then
there is a and if y is adjacent to vy, v3 then x,y, v, vy, v3, v4 induce a If y is adjacent
to v1, vy Or to vo,vs, then z,y, v, vy, vs, v4 induce a and if y is adjacent to v3, v4 oOr to v4, v1, then
T,y,v,v1, V2, v3 induce a4}

Finally, consider the case that each of z, y is adjacent to two neighbours in {v1, ..., v, }. Without loss
of generality, let x be adjacent to vy, vs. If y is adjacent to vy, vy oOr to ve,vs, then x,y, ve, vs, vg OF

x,,v1, V3, Vg, Tespectively, induce a Cs, and if y is adjacent to vz, v4, then x,y, vy, v2, v3, v4 induce a
h@h O

Lemma 11 (Prop.[6.b) C is a clique.

Proof: Assume to the contrary that there exist two nonadjacent vertices ¢y # ¢ in C. By Prop. N(c1)
and W(cz) are independent. This implies that every vertex that is (not) adjacent to c; is also (not) adjacent
to ¢z and vice versa. Thus, N(c;) = N(cz2). Now, as ¢; € C and because G is Cs-free, GIN(c1)]
contains an induced 2K, or Cyy. But then G[N(c;) U {c2}] contains a[lg (Cy U Py)|or aRlos (3Ko) O

Lemma 12 (Prop.[6.d) G[B] is bipartite.

Proof: Assume to the contrary that B does not induce a bipartite graph. As G is odd hole-free, B contains

a triangle v1vovs. As v; € B, there exist adjacent vertices x;, y; in N(vz) 1 = 1,2,3. In the following

claims, 4, j, k are arbitrarily chosen with {i, j, k} = {1,2,3}.

CLAIM 1 N(v;) N{xj,y;, zx, yu} # 0.

PROOF: Assume to the contrary that N (v;) N {z;,;, x, yx} = 0. As G has no induced Rl; (K3 U K3)|
Vj ~ Tk OF v; ~ Y, but not both otherwise v;, vy, Tk, yx would induce a 2K, in N(v;) and v,
would belong to C, contradicting Prop. @ Likewise, vy, is adjacent to exactly one of x;, y;.

Let, without loss of generality, v; ~ xj and v, ~ x;. Then z; & {xk,yr} and zp & {z;,y,}.
Moreover, y; # yi otherwise v, vk, T, y;, T would induce a Cs (if x; o x) or vy, vy, Uk, Tj, Yj, Tk
would induce a[Rl;5 (co-domino)| (if x; ~ x). Hence y; 7 yi otherwise y;, yx, vi, vj, vx, would
induce afly (Ko UK3)| and y; o 2, yx 7 x; otherwise there would be a Cs or a1 (co-domino)]
Now, vi, vj, Uk, T, Y5, Tk, yx induce afly5| (if z; ~ x4) or al5 (Tonghorn)] (otherwise). O
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CLAIM 2 4,9, v, vy do not induce a Cjy.

PROOF: Assume to the contrary that x;, y;,v;, v, do induce a Cy, say v; ~ x4, v ~ y; and v; % y;,
vk ¢ x;. We first prove some observations.

N(vi) \ N(v;) € N(vr) \ N(yi). (M
Proof of (I): Let v € N(v;) \ N(v;). First assume v o¢ vj,. Then v ~ y; or v ~ x; (otherwise there
would be a , but not both (otherwise there would be a . Now, v, zi, yi, v
and v; (if v ~ y;) or v, (if v ~ x;) induce a Cs. Thus, v ~ vy. Next, assume v ~ ¥;. Then v ~ x;,
too (otherwise there would be a C's). Hence v;, vj, vk, 5, ¥;, v induce a Thus, v £ y;,
and () follows.

By symmetry, we have:
N(vi) \ N(vg) € N(vj) \ N(;). 2

We next show:

N(vi) \ N(vj) #0 = N(vx) € N(v;). 3)
Proof of (3): Let v € N(v;) \ N(v;). By (1), v ~ vy, v ¢ y;. Consider a vertex u € N (vy), and
assume u ~ v;. Then, by @), u ~ vj, u % x;. Moreover, v o u otherwise v; would belong to C,
contradicting Prop. [6.a]
Now, if v ¢ y; and v o x; then v;, v;, v, %4, Yi, u, v induce a If u ~ y; and v ~ x; then
V4, Tj, Yi, w, v induce a Cs. If u ~ y; and v ¢ x; (or u ¢ y; and v ~ x;) then vy, x4, ¥4, u, v and v;

(respectively, vy,) induce a1 (antenna)l Thus, u ¢ v;, and (3) follows.

By symmetry, we have:

N () \ N(og) # 0 = N(v;) € N(w). @

Now, by Claim [I]and symmetry, v; is adjacent to a vertex v € {z;,y;}. By (I), v ~ vg, v
y;. In particular, v ¢ {xy,yr}. By (), zx and y; are nonadjacent to v;, hence v; ~ xj or

v; ~ yy. otherwise there would be a[fly (K3 U K3)} but not both otherwise v; would belong to C,
contradicting Prop. [6.a]

Let, without loss of generality, v; ~ x. Then v ~ x;, otherwise v;, Uy, v, Zx., yx Would induce a2l
[(K UK3)|(if v o yi) or v;, v, v, 21, yr would induce a Cs (if v ~ yx). Now, v;, v, U, v, Tk, Yk
induce a[ly (co-fish)] (if v 7 y,) or af14] (if v ~ yy). This final contradiction proves Claim[2} O

CLAIM 3 Ifz;,y; € N(v;) then N(vg){zj,y;} # 0, |N(vi) {2, y:}| = 1, and N (v;) N {z;,y;} = 0.
PROOF: Note first that x;,y;,x;,y,; are pairwise distinct, since z;,y; € N(v;). From v; € B and
Prop. [6.a]it follows that N (vgx) N {z;,y;} # 0. Let vy ~ x;, say.
Suppose that [N (vg) N {z;,y;}| # 1. If 2; ~ vg, and y; ~ vy, then G[N (vy)] contains an induced
Cs, Cy, or 2K, hence vy, € C, contradicting Prop. Thus, N (vg) N{z;,y;} = 0. Thenv; ~ x;
or v; ~ y; (otherwise v;, v;, Vg, T, y; would induce a [l (K3 U K3)), but not both (otherwise v,

would belong to C, contradicting Prop.@. Letv; ~ @x;, say. Also, x; ~ x; or x; ~ y; (otherwise

Tj, Vi, Vi, T, y; would induce ay (Ko U K3)), but not both (otherwise v;, vj, vy, i, ¥i, 2; would



216

Van Bang Le and H.N. de Ridder

induce a[14). Now, if z; ~ x; then v;, v;, vk, 2, y;, ¢; induce a [y (co-fish)] and if x; ~ y; then
i, Vj, Ty, Yi, ¢ induce a Cs. It follows that | N (vy) N {z;,y; }| = 1.

Let, without loss of generality, z; ~ v;. Next we suppose that N (v;) N {z;,y;} # 0. If 2; ~ v;
then x; o x; (otherwise v, would belong to C, contradicting Prop. , and y; 7 x; (otherwise
V4, Vj, Uk, T4, Ys, T; would induce a(if Yi ~ Uj) OF Ty, Y, Tj, V3, vj induce a Cs (if y;
v;)). Now, if y; o x; and y; o y; then vy, x;,ys, x5, y; induce a2y (Ko U K3)| If y; ~ x; and
y; ~ yi then v, vy, i, Y, x5, y; induce aflig} If y; ~ x; and y; o y; then vy, vk, i, yi, T4, Y;

induce afdy (co-fish)| and finally, if y; o z; and y; ~ y; then x;, y;, x;, y;, v induce a Cs. Thus,
x; 7 v;. By Claim 2| therefore, y; 7 v;, and it follows that N (v;) N {z;, y;} = 0. O

CLAIM 4 |N(v;) N{z;,y;}| <1
PROOF: Assume to the contrary that x; ~ v; and y; ~ v;. By Claim N(v;) N {z;,y;} = 0 and we

may assume that vy, ~ 2, v, ~ %;, and v % y;.

By Claim[1} N (v;) N {zk,yx} # 0. If 24, yr € N(v;) then, by Claim[B} N(vi) N {z;,y;} = 0,
a contradiction. Thus, |N(v;) N {zk,yx}| = 1, say v; ~ x and v; # yi. Moreover, |N(v;) N
{zk,yr}| < 1, otherwise, by Claimagain, N(v) N {zi,y:} = 0, a contradiction.

Suppose |N(v;) N {zy,yx}| = 1. Then by Claim[2] v; ~ . In particular, 2 & {z;,y:},
and xp ~ x; or x3 ~ y; otherwise v;, v;, Tk, T;, y; would induce a 2l4 (f{3 U K3)| but not both

otherwise v;, v;, vk, Tk, i, y; would induce a4l Now, ., i, s, vk, v; induce a Cs (if 1, % x;)
Or Vj, Vj, Uk, Tk, T4, Y; induce afly (co-fish)| (if xy, ~ ;).
Thus, N(v;) N {xk,yr} = 0. Then x; & {zk,yr}, and the same arguments above applied for

Vi, Vj, Uk, Tj, Tk, Y, show again that there exists a [, (K U K3)] or a4} or a Cs, or a[kly (co
Claim[]is proved. O

Now, as G has no induced and because of Claims [2]and [ we have the following two

cases with a suitable choice of i, j, k.

Case 1 N(v;) N {z;,yi} = N(v) N {zi, y:} and N(v) 0 {x5,y;} = N(vi) 0 {z;, 5}

Then we may assume that N (v;) N {z;, v;} = N(vi) N{xs,y:} = {2;} and N (v) N {z;,y;} =
N(vi)n{z;,y;} = {x;}. It follows that z; & {x;,y;}, ; & {xs,yi}. As vy € B and because of
Prop.@ x; % xj. Moreover, z; ¢ y; (otherwise z;,y;, z;, v;, v; would induce a C5), z; % y;
(otherwise x5, y;, x;, v;, v; would induce a Cs). In particular, y; # y;.

Now, if y; ~ y; then y;, y;, T;, Vg, z; induce a Cs. If y; o y; then vy, vy, vk, T4, ¥4, T4, y; induce

aRl;] Casel[l]is settled.

Case 2 N(vj) N{xs,yi} = 0 and N(vy) N {x;,y;} = 0.

Then |N(vi) N {z;,y:}| = 1, say vg ~ x4, and [N (v;) N {x;,y;}| = 1, say v; ~ x;. It follows
thatz; & {x;,y;} x; & {zi, yi}.

Suppose x; ~ y;. Then x;,y;, £, v;, vy induce a Cs (if x; # x;) or z;3, x5, Y5, Vs, V4, vy induce
a1y (co-domino)] (if x; ~ ;). Thus, z; ¢¢ y;. Likewise, x; o y;. In particular, y; # y;, and
Yi 7 y; otherwise y;, y;, vi, v, v would induce aRly (K, U K3)}

Now, v;, vj, U, T3, Yi, T, y; induce aflls (Tonghorn)| (if x; 2 ;) or afl 5| (otherwise). Case[2]is
settled, completing the proof of Prop.
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2.2 The proof of Proposition|[7]

Before we prove Prop.[7] we need some auxiliary results. The next three lemmas deal with the situation
when
foreveryce C:c(D Xorc(DY. 5)

Let ¢; # ¢o € C such that
a@DX, a@y,
Co @ Y7 CQ@X.

Lemma 13 Assume C' )X and C Q)Y Letu € X and v € Y such that ¢2 o wand ¢; ¢ v. If w and v
are adjacent, then, for all adjacent vertices z € X \ {u}andy € Y \ {v}, c1 £ yorcs o .

Proof: For contradiction, assume there are adjacent vertices z € X \ {u},y € Y \ {v} suchthat¢; ~ y
and ¢y ~ z. Then x ~ v or y ~ u, but not both (otherwise ¢1, ¢, u, v, z,y would induce a[l53]or a5
(2P5)). By symmetry, we may assume

r~v and ¥y u,

Cam 1l z(DC
PROOF:_Assume o ¢ for some ¢ € C'\ {c1,c2}. By @), ¢ @D Y. Then u,v, ¢, c1,y,z induce a 2y
(if ¢ ~ u), or u, v, ¢, ¢y, co, x, y induce a(ifc AL ). O

As x € B, there exist adjacent vertices 2/,y’ € N(x). As z () C, we may assume that 2’ € X \ {z},
y €Y\ {v,y}.
Suppose y' ~ u. Then z,y, c1, c2,u,y’ induce aRlas| (if Y’ # 1), or u, v, ¢1, co, z,y’ induce afRly4] (if
y' ~ c1). Thus,
Y .

In particular, =’ # u.

Suppose ©’ ~ y. Then 2’ ~ ca, otherwise x, 2, y, ¢1, ¢2,v would induce a4 (2P3)|(if ' ~ v), or
z,2',y, c1, ca,u,v would induce aRlas| (if 2’ £ v). Now, 2/, y, ¢1, c2, u, v induce a Rlzg| (if 2" £ v), or
x,x’,y,c1,co,u,vinduce aflyg|(if ' ~ v). Thus,

' Ay

Therefore, ' ~ ¢y or 3y ~ ¢ (otherwise x,y, c1, co, x’, 3y’ would induce a [Rl>3). Now, if ' ~ co and
y' ~cithenx’ )y, c1,co,u,vinduce afos|(if 2" £ v), or z,y, 2’3y, c1, ca, u, v induce a|Ay4|(if 2 ~ v).

If 2/ ~ ez and y' % cp then x,2,y,y', c1, c2, u, v induce aRl;o| (if 2’ £ v), or aRlys| (if 2’ ~ v). If
i

x’ % coand y' ~ c; then z, 2,9, c1, c2, v induce afRog (Pg)| (if ' ~ v), or z,2',y', c1, c2, u, v induce

aRly](if 2’ # v). m

Lemma 14 Assume C @X and C @Y. Let v1v2v3v4, be an induced path in B connecting v; € X and
vy € Y. If ¢1 o0 vgand co o vy then ¢1 7 vs OF ¢ £ v3.
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Proof: For a contradiction, assume that ¢; ~ v and c2 ~ v3. We will show that vo () C and v3 () C.
As a first step we prove:

CLAIM 1 vo (D Corvs (D C

PROOF: Suppose vy # ¢} and vg £ ¢ for some ¢}, cy € C\ {c1,c2}. By @), ¢; (D X and ¢, (D
Y. In particular, ¢| # c5. Moreover, ¢; ~ vy or ¢j ~ vy (otherwise ¢y, ca, ¢}, ¢ , U1, V2, V3, Vg
would induce a, but not both (otherwise ¢}, ¢}, v1,va, v3,v4 would induce a[ss (Pg)). Now
V1, V2, U3, Vg, €y, Ch, and ¢1 (if ¢} 7 vg) or eg (if ¢}, % v1) would induce afl;g a

Let, without loss of generality,

V2 @ C.
As vy € B, there exist adjacent vertices x,y € N(vs). As vy (D C, we may assume that z € X \ {vy, vz},

y € Y\ {v2}. Moreover,
T 76 V4, (6)

otherwise vy, va, V3, V4, ¢1, ¢z and  would induce a 55| (if ¢z % x) or alag| (if ¢2 ~ ). In particular,
Y # va.

Suppose y 7 vs. Then y o¢ vy otherwise vy, v2, v3, V4, €1, ¢2 and y would induce a o3| (if ¢1 # y) or
aflag|(if ¢1 ~ y). Moreover, ¢ ~ y or ¢y ~ x otherwise ¢1, ¢2, 2, y, v2, v3 would induce a[y3] But now

¢1,Ca, T, Y, V1, V2, 3, vg induce a3 (if ¢; ~ y and ¢ ~ z) or al3q] (if ¢1 % y or c2 7 z). Thus,
y ~ v3. (7

Hence also
Yy ~cr, ()

otherwise vy, va, vs, 1, C2, y would induce a(if Y ~ V1), Of V1, V2, Vs, C1, C2, X,y would induce
aflos|(if y £ vi, @ £ o) or aflag| (if y o vi, @ ~ ¢2).
‘We next show:
CLamM 2 v3 (D C
PROOF: Suppose vs o ¢, for some ¢4, € C \ {c1,c2}. By @), ¢4 D Y. By Lem. [13] ¢§, # vy
(co := ch,u := v3,v := V4,2 1= v1,y := va) and ¢y & x (ca := ch,u = U3,V = Vg, T =
x,y = y). Moreover, y # v otherwise vy, vs, U3, vy, 1, C2, ¢y and y would induce a Now
V1, Vg, U3, Vg, C1, C2, Ch, x and y induce a(if co o x) or a(if Cy ~ T). Claimollows. O
As v3 € B, there exist adjacent vertices 2/, € N(v3). As vz () C, we may assume that y/ €
Y\ {y,v2,v4} and 2’ € X \ {v3}. Now, by symmetry, we obtain from (&), (7), and (8):

y Av,x’ ~vy, and 2’ ~ ca.
In particular, 2’ € X \ {z,v1, v3}. Moreover,
/
oty
otherwise c1, ¢a, v2, v3, x,7’ would induce a (f z # co and 3y # 1), or c1,co,v1,V2,V3, V4, T, Y

would induce a[Rz;|(if z ~ c2 and y’ ~ c1), or a[Rlzg| (otherwise).
Suppose y ~ x’. Then y ¢ vy (otherwise vy, va, v3, V4, €1, C2, Yy, ' would induce a(if ' ~ vy), or

v1, V2, V3, Vs, €1, Ca, Y, @',y would induce aRly7| (if 2" £ v4,y’ # c1) or aRlug|(if 2’ o vy, y" ~ ¢1)), and,
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by symmetry, 2’ % v4. Now vy, v2,v3,v4, €1, C2, 7, y, ',y induce aRly0| or aRl5o| (if © £ co ory £ 1)
or aRls1|(if  ~ ¢y and y ~ ¢1). Thus,
/
yFa

Furthermore,
Yy 76 U1,
otherwise v1, v3, v4, C1, C2,Yy, 2 would induce a Gf 2’ ~ wvy), or v1,vs3,v4, C1,C2, Yy, 2,y would

induce aRlzo| (if 2’ £ va, ¥’ # c1) or aRlz1] (if 2 £ v,y ~ c1). By symmetry,

' o vy
Suppose x 7 2. Then v, v4, ¢1, 2, z,y, 2,y induce a[Azo| (if v’ # 1) or aRls1| (if y’ ~ ¢1). Thus,
T ~ Ca,
and by symmetry,
Y ~cr.
Now v1, vg, V3, V4, €1, C2, T, Y, 7',y induce aRlso] O

Lemma 15 Let vivs - - - Vo 102k, & > 2, be an induced path in B connecting v; € X and vo, € Y. If
C1 7év2kanch 75111 thencl@ {1}21' |7:= 1,...,/<J}OI'CQ© {Ugj_1 |j: 1,...,k}.

Proof: The proof is by induction on k. In case k = 2, Lem. [15|follows from Lem.
Let k > 2. First, suppose ¢ 7 va_2. Then, by induction (applied to v1vg - « - Vog_2),

Cl©{’l}2i‘i:1,...,k’—1}, (9)

or
C2©{02j—1|j:13"'7k71}' (10)

As c¢1 % vgp, we are done in case (E[) Also, if ¢ # vop_1 then we are done in case (]ED So, let us assume
that (9) does not hold, hence (I0) does hold, and c3 ~ vaj,_1. Let ¢; ~ vy, for some i € {1,...,k — 2}.
NOW, if i = k — 2 then V2k—4,UV2k—3, V2k—2,VU2k—1, C1,C2 induce a Ifi <k-— 2, V2i—1, V24,
Vak—3, V2k—2, U2k—1, C1, C2 induce a[a7] Thus, the case ¢1 o vap—_2 is settled.

Now suppose ¢; ~ vgr—2, and by symmetry, co ~ wvs. Then ¢; ~ vy because otherwise vy, va,
V2k—2,U2k—1, C1,C2 would induce a(1f Co ~ 1)2]671), or vy, v2, U3, U2k—2, U2k—1, C1,C2 would induce
a7 (if ¢z o var—1).

NOW, if C1 76 V4 then V1, V2, U3, V4, V5, C1,C2 induce a(if Co 7(‘ U5) or a(if Co ~ ’U5). If C1 ’74 V2;
for some 3 < i < k — 1, then by induction (applied to vy vy - - - v9;), ¢1 7 v Or co 7% v3, a contradiction.
Hence,

Cl®{’l)2i‘i:1,...,k—1}.

By symmetry we have

CQ@{UQj_l |]:2,7k}
But then ¢1, ¢ and vy, . . ., vgy, induce a[s] |
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Lemma 16 (Prop.[7) For every non-trivial connected component B’ = (X UY, E’) of G[B], X () C or

Y Q) C.

Proof:

CLAIM 1 For every induced path v1vg - - - Vo _1V2k, K > 3, in B and for every vertex v € C: v ~ v; or

v~ Vo,

PROOF: The proof is by induction on k. First, let &k = 3. If v o vy and v % vg then, as v € C and
because of Prop. v ~ v9,v ~ v5. Discussing the adjacencies between v and vs, v4 we conclude
that there is an induced C5, or aRl;; (antenna)] or a5} Thus, v ~ v; or v ~ vg, and Claim [T]is
proved for k = 3.

Next, let k& > 4, and assume that v 74 vy and v o voy. By Prop.[6.a] v ~ vg, v ~ vo_1. Let i,

3 < i < 2k — 2, be the smallest index such that v ¢¢ v;; such an 7 exists otherwise v, vy, ...,V
would induce a Note that, by the choice of 4, v ~ v;, j = 2,3,...7 — 1, and by Prop. @
v ~ v;y1. Moreover, ¢ must be odd otherwise v, vy, vs, ..., v; would induce a @ifi > 6) or

v, 1, V2, Vg, V4, v5 would induce a[; (antenna)|(if i = 4).
Now, if ¢ < 2k — 5 then, by applying the induction hypothesis for the path v;, v;11 - - - Vg, v ~ v;
or v ~ vgg, a contradiction. Thus, ¢ > 2k — 3, hence i = 2k — 3. Then v, vog_4, Vor_3, Vok_2,

Vok_1, ok induce a[l;; (antenna) o

Let B’ = (X UY, E(B’)) be a nontrivial connected component of B, and assume to the contrary that
X@C and Y ()C. We distinguish two cases.

Case 1: There exists a vertex ¢ € C non-adjacent to a vertex a € X and non-adjacent to a vertexb € Y.
As ¢ € C and because of Prop. a 3¢ b. Hence, by Claim every shortest path in B’ connecting

a and b must consist of exactly four vertices (including a, b); let v1vovgvy With v1 = a and v4 = b be a

shortest path in B’.

As ¢ € C and by Prop. ¢ ~ vg, ¢ ~ v3. We will show that ve (I) C and v3 () C'. As a first step, we

prove va (1) C or vs () C:CLAIM 2 vo (1) C orvs (D C.

PROOF: Suppose vy 4 ¢ and vz # ¢’ for some ¢/, ¢” € C \ {c}. Then ¢ is adjacent to vy, v3 and ¢
is adjacent to vo, v4 because of Prop. In particular, ¢’ # ¢”. Moreover, ¢/ ~ vy or ¢’ ~ vy
(otherwise ¢, ¢/, ¢, v1, va, v3, v4 would induce aRla0)), but not both (otherwise vy, va, v3,v4, ¢, ¢’
would induce a. Now, ¢, ¢, c’, vy, va,v3, v4 induce a regardless whether ¢’ ¢ vy or
" # vy, and Claimfollows. O

By symmetry, we may assume that

’UQ@C.

As vy € B, there exist adjacent vertices ,y € N(v2). As v2 (1) C, we may assume that x € X \ {vy,vs},

y €Y\ {va}.
Suppose that  ~ vy. Then ¢ ~ z (as ¢ € ('), and ¢, vy, v2, v3, V4, z induce a1, (antenna)] Thus,

x 7 vy. (11)

In particular, y # vy. Moreover,
Yy~ 12)
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otherwise ¢ ~ z (by Prop. @ and therefore y 4 vy (else y,v1, v, ¢,z would induce a Cs), imply-
ing that either vq,v2,v3, ¢, z,y induce a[2;1 (antenna)| (if y ~ wv3), or vy, V2, v3, Vs, ¢, z, y induce a [Ug|
Furthermore,

y ~ vs, (13)

otherwise v1, v2,v3, vy, ¢,y would induce a [l;; (antenna)| (if y ~ wvy1), or vy, v2,vs, vy, ¢, x,y wWould
induce a Rl (eiffeltowen)| (if y ¢ vy and z £ ¢), or a2l7](if y # vy and z ~ ¢).

‘We next show:

CLAaM 3 v3 (D C
PROOF: Suppose vz o ¢ for some ¢’ € C\ {c}. Then by Prop.[6.a] ¢ ~ vy and ¢ ~ y. Moreover,

y + vy otherwise vy, v2,v3, vy, ¢, ¢, y would induce a Rl (if ¢/ # v1) or a1 (if ¢/ ~ v1). Now,
v1, V2, V3, V4, ¢, ¢, x and y induce a forbidden subgraph H as follows:

e Auv,cd Ax,cbx Hisallzgl ec ~wvy,c 4z, ¢z Hisallsg
e A, ~z,ctx Hisaflzg| ¢ ~vy, ¢ ~x, ¢z His alRlzg|
e ¢ v, Ax,c~x: Hisafllsy ec ~wv,cd Lx,c~x: Hisallys

"t " Hisafd ! s H

e Aduv,d ~z, e~z HisaRly| ec ~vy,cd ~x,c~x: HisalRlys

Claim 3 follows. O

Asvs € B, there exist adjacent vertices 2, y’ € N(v3). As v3(D) C, we may assume that 2’ € X\ {v3},
y' €Y \ {v2,v4}. By symmetry, we obtain from (TI)), (I2)), and (I3):

y Awv, 2’ ~ec and 2’ ~ vo.

In particular, ' # vy, and x, y, ', 3y’ are pairwise distinct.

Suppose & ~ 3’. Then c is adjacent to precisely one of x,y’: otherwise either vy, vo, v3, v4, ¢, , 9’
would induce a Rl (if ¢ ~ ,y"), or va,v3, ¢, 2,y would induce a Rl (K3 U K3)|(if ¢ # x,y'). By
symmetry we may assume that ¢ % « and ¢ ~ y'. Then vs, vy, ¢, 2, y, ' induce a[;; (antenna)| Thus,

x by

Suppose y ~ @’. Then 2’ ~ vy or y ~ vy (otherwise v1, va, v3,v4, ¢, 7, y, ',y would induce a [R5
or a[lz3] or a[Rlz4), but not both (otherwise vy, v2, vs, v4, ¢, y, ¥’ would induce a[Rla)). By symmetry we
may assume that =’ 4 v4 and y ~ vy. Then vy, vo, v3, vy, ¢, y, 2,y induce a(ifc +y'), or a(if
¢ ~vy'). Thus,

y At

Then ¢ ~ x or ¢ ~ 3y (otherwise vs, vy, ¢, x,y,x’ would induce a (f ' ~ wvy), or
v3,v4, ¢, 7, y, ',y would induce a[Rlg (eiffeltower)] (if 2" £ v,)), but not both (otherwise vy, v2, v3, v4, ¢,
z,y, 2,y would induce aRlz5| (if y # v1, 2" £ vy), or v1,v2,v4, ¢, y, 2’ would induce a[Rl;; (antenna
(f y ~ v1, 2" ~ vg), Or v1, V3,4, ¢, Y, 2, y" would induce aRl] (if y ~ vy, 2’ % v4); the case y £ vy,
x' ~ vy is symmetrical to the last one). By symmetry we may assume that ¢ ~ z and ¢ ¢ y’. But then
v1, 2, ¢, y, ',y induce aRly; (antenna)| (if y ~ v1), or vy, v, ¢, z,y, 7',y induce a7 (if y £ vy).

Case 1 is settled.
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Case2: Foreveryvertexce C,c() Xorc@Y.

In this case, since it is assumed that C' ({) X and C' ()Y, there exist vertices ¢ # ¢ € C' such that

DX, @Y and DX, (DY
Observe that the prerequisites for Lem. [T3] [I4] [T3]hold. We distinguish two subcases.

Case 2.1: Foralla € X,be Y, ifco ot aand cy + bthena ~ b.
Since ¢1, ¢z € C, there exist a neighbour 2 € X of ¢, and a neighbour y € Y of ¢;. By Lem. [13]
x o y. Consider an induced path (x = vy,v9, -+ ,V9p_1,02r = y) in B connecting = and y, k > 2.

By Lem. again, c1 % v and Ca 7° Vag—1. As we are in Case 2.1, vy ~ vop_1, hence K = 2. Now

v1, V2, U3, U4, C1, Co induce a
Case 2.1 is settled.

Case 2.2: There exist a € X,b € Y such that ca # a,c1 # b, and a 4 b.
Leta € X and b € Y be two such vertices, and consider an induced path (a = v1,ve, - - ,Vak—1, V2 =
b) in B connecting a and b. As a # b, k > 2. By Lem. we may assume without loss of generality,

01©{1}2i|1§i§k}.
As ¢y € C, ¢1 has aneighboury € Y \ {va, v4, ..., 02 }.
Case22.1: ¢ (0) {voj—1|1<j <k}
As co € C, ¢o has a neighbour x € X \ {vy,vs,...,v25-1}. By Lem.

x % y.

CLAM 4 z () {ve |1 <i<k}ory (@ {ve;—1]1<j <k}

PROOF: Suppose & ~ wvg; for some 1 < i < k. Then y % vg;_1, and if ¢ < k, y + v9;11, otherwise
c1,C2,x,Y, Ve, and vg; 1 (and if ¢ < k, ve;41) would induce a hence if v € {vgj,l |
1 < j < k} were a neighbour of y, then ¢y, cq, 2, y, v, v9;, v2;—1 would induce a [s7l Thus,
y (@ {v2j—1 |1 <j < k}. By symmetry, if y @{va;—1 | 1 < j <k}, thenx Q) {ve; | 1 <7 < k}.
O

By symmetry we may assume that
z 0 {ve | 1 <i <k}

As B is connected, z therefore has a neighbour y' € Y \ {y, va, vy, ..., v }. By Lem. 13| (applied to
u = v1,v = v, x and y),
C1 f/J y/.
Moreover,
Yy © {voj—1 |1 <7 <k}

For, if y ~ vg;_1 for some 1 < j < k, then 3y 7 vg;_1 otherwise c1, c2, , y, v2j—1,y" would induce
aflss (Ps)l Now cq, ca, x, ), vgj_l,y/ and vy; induce am
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As B is connected, y must have a neighbour 2’ € X \ {z, v1,v3,...,v2,_1}. By Lem.|13|again,
co Al
Hence
T

otherwise c¢1, ¢, x, y, ',y would induce a[sg (Ps)l Now c1, ¢a, x, y, &', 7, and vy (if y’ ~ v1) or vy (if
#' ~ vy) induce aRlsy7] or ¢y, ca, 2, y, ', Y, v1, v induce aRlyo| (if ¥’ £ vy and 2 £ vo).
Case 2.2.1 is settled.

Case 2.2.2: co ~ Vgj_1 for some 1 < j < k.
Fix such an index j. Since cs ¢ v1, j > 1. By Lem.(applied to u = v1,v = v, T = vgj_1 and y),

Yt V25—-1-
Suppose y ~ va;/_1 for some 1 < j' < k, j # j. Then, by Lem.again,

Co 7(‘ V257 —1-

If j/ = 7 — 1 then C1,C2, Y, V2;j—1,V2j—2, V2;—3 induce a2z (Ps)l If 7/ = j + 1 (implying j < k) then
€1, €2, Y, V2j—1,V2j, Voj41 induce afflag (Po)} If 7 # j+1, c1, c2,y, v2-1, vaj, V2jr—1, V2 induce a
Thus,

Yy @ {UlaUSa cee ,’Uzk—l}-
As B is connected, y has a neighbour x € X \ {v1,vs,...,v2,—1}. By Lem.[13|again,

co .

NOW, if x ~ V252 then C1,C2,,Y,V25—-2,V25—-3 induce a 9’[26 (?6) and if x ’// V252 then C1,C2,2,Y,
V25—1,V25-2,V25-3 induce a
Case 2.2.2, hence Case 2, is settled, and the proof of Prop. |Z] is complete. O

2.3 The proof of Proposition[§

Letv € V \ (BUCQ), thatis, N(v) induces a split graph and N (v) is independent. Assume that G' — v is
probe split and let (C, S, I) be a probe split partition of G — v. Create subpartitions of S and [ as:

S =SNN(),
Sy =8\ Sy,
I =INN(v),
I=1I\1.

As N(v) is an independent set, Sy (0) I and [CN N (v)| < 1. Moreover, C () Sz and Sy € N (v) implies
that if Sy # (), then |C' N N (v)| = 0, thatis v () C.

Lemma 17 If S; (0) [ then G is probe split.
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Proof: We split the proof into two cases.

1. v (D C. We may assume S1 (@) [2 (otherwise (C, S U{v}, I USy) is a valid probe split partition of
G), I @S2 (otherwise (C' U{v}, S1,IUS>) is a valid probe split partition), and C' # () (otherwise
({v}, S1UI, S UIL) is a valid probe split partition). In particular Iy, 2, S, Ss all are non-empty.

Define
Iy = LN N(S1),
Iy = Iz \ I,
I = I N N(Ss),
Ly =1\ I11.

Note that I, and Ir; are non-empty. We show that Io; () C or I1; () C. Letiy; € I1; with a
neighbour so € S5 and a non-neighbour ¢ € C and let 127 € I5; with a neighbour s; € S; and

a non-neighbour ¢’ € C. If ¢ = c then vciy1ie1 5152 induce a and if ¢ # ¢’ then
ved'ityizns182 induce a[as] Thus either Ioy @) C or Ity (D C. If Iy D) C, then (C, {v} U S2 U
Iy, I UI52USy) is a valid probe split partition and if I;1 (1) C then (CU{v}, S1UI11, [12US3Ul)
is a valid probe split partition.

2. v @C. Because N(v) is independent, v is non-adjacent to precisely one vertex c of C. Then, for
the same reason, Sy = () and ¢ (0) I>. Define

I11 = 11 n N(C),

Lo =1\ Ii.
We may assume 17 to be non-empty, because otherwise (C' — ¢ + v, S1, I + ¢) would be a valid
probe split partition. We may also assume that I;; (1) (C' — ¢) because otherwise (C' — ¢ + v, I11 U

Sy, 12 U I15 U {c}) would be a valid probe split partition. Let i1; € I1; and ¢1; € C — ¢ such that
i11¢11 € F (note that i11¢c € E). Partition I as:

Iglz{xelg | |N(m)051| 22}7
A={zeL||N@@)nSi|=1AzD (C -0},
B={zeL|IN@)NS|=1Az@D(C - )},
R:IQ\(IglLJAUB).

Note that by this definition R (0) S1 and A (1) (C' — ¢). We first show that
_[21 @ (C — C). (14)

Let x € I5; with two neighbours u, v’ € S; and a non-neighbour ¢, € C — ¢. If i11¢, ¢ E then
vuu'cxiqic, induces aRlagl if zc11 ¢ E then vun/cwiiicry induces a and if both are edges
then vun/czeyiqicrr induces afRlyg) This proves (T4).

We now may assume that B # () because otherwise (C'— ¢, 1oy U AU {c,v},[; URU Sy) is a
valid probe split partition. We next show that precisely one vertex sp € 57 exists such that sp is
the unique neighbour in S; of every vertex in B, that is

N(B)N S, = {sp}. (15)
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Assume there are by, by € B with unique neighbour s1, so € S, respectively (b # ba, 51 # S2).
Then c11b1 and c11b2 are both edges, because otherwise by s1b252vci11¢11 would induce a or
a According to the definition of B, a vertex ¢; € C' — c exists that is a non-neighbour of
b1. c1i11 € F, because otherwise we again have a or a (b1s1basavciiicy). But now
b1s1basavciyiciic induces a(if c1by € E) or a(if c1be € F). This proves s; = s, and
thus (T3).
Finally we show that

SB® (IQ1UA). (16)

Let z € I3; U A be a non-neighbour of sp and let s; € Sy be a neighbour of x. Let b € B with
non-neighbour ¢, € C' — ¢. By (14) and the definition of 4, z (T) (C' — ¢). Both i11¢, and c¢11b are
edges because otherwise 711 cvs; sgbxcy, and i11cvsy sgpbacyy, respectively, induce a But then
i11cvs18gbrericy, induce aRlyg] (T6) follows.

We claim that (Q), U, J) with

Q =C—-c+ SB;
U =1 UAU{cv},
J211URUBU(51—SB)
is a valid probe split partition: Independence of U and .J is clear by definition of A, B, R and sp
and Q (D U follows from (T4) and (16).
O

We turn to the case when S1 (@) I1. Letx € S1,y € I1 withay € E such that [N ()N 11|+ |N(y)N.Sy|
is maximum. Partition I; — y and S; — x as:

For some of the following lemmas it is important to recall that G[N (v)] is assumed to be a split graph and
therefore (2K, Cy, Cs)-free.

Lemma 18 (511 U 512) @ (111 U [12)

Proof: First, there cannot be an edge between S1; and I1; or between S12 and 75, because together with
x,y this edge would induce a Cy4 or 2K, respectively, in N (v). Secondly, suppose an edge x’y’ exists,
with 2’ € S11,9" € I15. Then I1; = (), because otherwise x, 2, 3" and a vertex from I;; would induce a
2K5 in N (v), which implies that [N (z') N I |+ |N(y) NS1| > |N(x) N I1| 4+ |N(y) N S1|, contradicting
the choice of x, y. Similarly, there is no edge between I7; and S15. O

Lemma 19 If S1; # 0 then y (D) (C N N (v)).
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Proof: If y is non-adjacent to some ¢ € (C' N N(v)) then z,y, ¢ and a vertex from S;; induce a Cy in
N(v). O

Lemma 20 Either S2 (0) I11 or I> (0) S11.

Proof: Assume there are edges soi11 and io511 With so € So, 411 € 111,19 € Io, 811 € S11. If xis € For

yss € E then vsqiasiq411 together with z or y, respectively, induce a[2;1 (antenna)} if neither are edges
then vs2ias11i112y induce a[l3] O

Lemma 21 a) Either SQ @ 112 or SQ @ (111 + y) or 12 @ (Sll + l’)
b) Either IQ @ 512 or IQ @ (511 + {E) or SQ @ (111 + y)

Proof: We prove the first statement; the second is symmetrical. Assume there are edges s2112, s52 and iot
with s2, 85 € S, i12 € I12, iz € I3, 2 € I1 +y, t € S11 + 2. By Lem.20] z = y or t = =, implying
that z and ¢ are adjacent. If zso € F or i1285 € F then vztis together with sq or sb, respectively, induces

af;1 (antenna)} if neither are edges then vztiiaizsesh induces a g (eiffeltower) O

Lemma 22 If I, )5S then (112 N N(S2)) (D C.

Proof: Seeking a contradiction, assume i15 € I15 N N(S2) is non-adjacent to ¢ € C. Let sy € S be a
neighbour of i12. We distinguish two cases matching the partition of S;.

1. L@®(S11+2)
Consider an edge io2z with i5 € I,z € S11 + «. Then 2z is adjacent to ¢, v, y and non-adjacent to
$2,412. Thus v must be adjacent to ¢ because otherwise vi1os2cz would induce a C5. Furthermore, y
is non-adjacent to s, (otherwise vyzs2isii2 would induce a[2;; (antenna)) and hence non-adjacent
to ¢ (otherwise vyzsai2c would induce al53). But now either vezsaizigo induces a
(if ioc & F) or vczsqisiioy induces a(if ioc € F).

2. IQ @512
Consider an edge is512 With is € o, 519 € S12. We may assume that zio ¢ F, because otherwise
the previous case applies. vc € E because otherwise viissocsi2 would induce a Cs and hence
isc € E because otherwise vij2$2¢s12i2 would induce a2l (antenna)] Now, if yc ¢ E then either
vzycsaiasiaiie induces alig| (if yso & E) or vaycsaizsi2 induces afly7] If ye € E then either
vxYcsaiio induces a(if ysa &€ F) or vrycsaissiaiie induces a(if yss € F).

Lemma 23 If Sy @) 112 and Io @ (S11 + ) then G is probe split.
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Proof: We show that (@, U, J) with

Q=CH+v,
U=5U{z}U([12NN(S2)),
J=SUI\ (I12 N N(S2))

is a valid probe split partition. By assumption Sy # (), therefore v (T) C' and @ is a clique. By Lem. 1 U
is independent and by Lem. . U (D Q. Finally, by Lem. [21.a] J is independent.

Lemma 24 If 5 (§)S12 and So @) (111 + y) then G is probe split.

Proof: We show that (Q, U, J) with

Q=C+v,
U= (111 + y) U (112 n N(Sg)) U 5127
= (S\ S12) U (L12 \ N(S2)) U I

is a valid probe split partition. Again is by assumption Sy # () and thus @ a clique. By Lem. U is
independent and by Lem. 2T.b] J is independent. First we show that

((Iu —‘ry ﬂN Sg @O (17

Let z € (111 + y) N N(S2) be non-adjacent to ¢ € C' and adjacent to sy € Sy. Let iy € I and s12 € S19
be neighbours, and note that by Lem. igx € E. But now either vczsasigis induce af2] (antenna)

or vezsas12i2x induce alz7} This proves (17).
Next we show that

(11 +y) \N(S2)) @ C. (18)

Let z € (I11 + y) \ N(S2) be non-adjacent to ¢ € C. Let iy € I and s12 € S12 be neighbours, and
let s, € So and t € 111 + y be neighbours as well. Note that ¢ # z and that by (I7) tc € E. But now
vexztsss1aio induce either afRzg| (if cia & E) or aflg| (if iy € E). O

Lemma 25 If I, @) S12 and Sz (0) (111 + y) then G is probe split.

Proof: We distinguish two cases:

Lv(@DC
We show that (Q, U, J) with
Q=C+v,
U=5U (112 N N(SQ)),
= (I\N(SQ)) U Sy

is a valid probe split partition. By assumption v (I) C' and thus @ is a clique. By Lem. (18] U is
independent and by Lem. U (D Q. Finally, by assumption J is independent.
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2. v@C

By the discussion after the definition of S5, we have thatng = () and that v is non-adjacent to
precisely one vertex ¢ € C. Furthermore, ¢ () I2, because N (v) is assumed to be independent. We
start by showing that

ifC@(Ill +y) then « @ (IQ n N(Slg)) A\ (C — C) @ (IQ n N(512)) A 511 = @ (19)

Let z € N(c) N (111 + y), and io € I> with a neighbour s12 € Si2. Then xis € F, and thus

z (D (12N N(Si2)), because otherwise cvzzizsi2 induces aflg (co-fish)} Next, assume ¢ € C' — ¢

is non-adjacent to i». But then cvzzizsioc’ induce either aRlyo|(if z¢’ & E) or aRlyg| (if ¢’ € E).

Thus (C —¢) D (IoNN S12)). Finally, assume a vertex sy; € Sy exists. If yc & E theny # z
leo‘ ()

and xyvczsi; induce a If yc € E then either xyvcsiiissio induce a (if s11i9 € F)
or yvcs11i2512 induce aflg (co-fish)|(if s11i2 & F). Thus S1; = (), finishing the proof of @)

Next we show that
if (C — C)@(I12 N N(C)) then 511 = @ N IIJ@ (IQON(Slg)) A\ (C—C)@(IQON(Slz)) (20)

By (19), we may assume that ¢ (0) I11 + y. Let 12 € (I12 N N(c)) be non-adjacent to ¢’ € C' — c.
First, assume a vertex s;; € Sy exists. Then cc'vxyiiasi; induce either a (f yd' € E)
or a(if yc & E). Thus S;; = (). Consider now neighbours iy € I3 and s15 € Sip. If
wiy ¢ E then vec'zyiyaiasie induce alzg| if ¢'is, 'y ¢ E), aRly| (if iz € E,c'y ¢ F) ally]
(if iy € E,c'y € E) or a (if g,y € E). Thus (D (Iz N N(S12)). It follows that
¢ (D Iz N N(Si2) because otherwise cc’vrsioiiaia induce a Finally, assume that a vertex
"’ € C\ {c,c'} is non-adjacent to a vertex i, € Io N N(S12). Let s|5 € Si2 be a neighbour of ),
(note that i, = iy or s}, = sy is possible). /i, € E because ¢’ () I N1 N(S12) and ’i13 € E
because otherwise cc” vas},i12i5 would induce aRlagl But then cc’¢’vas yiy24h induce aflyq] This
finishes the proof of (20).

We are now ready to prove the lemma. If ¢ (@) (111 +y) or (C—c) @ (112NN (c)) then by (T9), (20),
(Q,U, J) with

QR=C—-c+uzx,

U= {C,U} U (.[2 N N(Slg)),

J = I\ (12 ﬂN(Slg)) U Sia

is a valid probe split partition. Otherwise (@, U, J) with

Q=C—-c+uv,
U=5SU(l12NN(c)),
J=1I\(I12NN(c))U{c}

is a valid probe split partition.

Lemma 26 If I (0) S12 and So @) (I11 + y) then G is probe split.
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Proof: Let

A = (Ill +y) ON(SQ)7

By assumption, A # () and Sy # () and thus v (I) C'. We first show that
Either A() Cor3ley € C:ca (0 AN(C —ca) D A. 2D
Letz € (I + L]V(Sg) be non-adjacent to ¢, co € C' (¢1 # ¢2), then zxvc o and a neighbour of z in
&9‘24 (2P5)

Sy induce a This proves that every vertex in (111 +y) NN (.S2) has at most one non-neighbour
in C. Consider two vertices z, 2’ € (I11 +y) N N(S2) and ¢ € C such that zc € E'but 2’c ¢ E. If z and
z' have a common neighbour s € Sy then vzz’cas induce a4 (2Ps3)|and if they have private neighbours
s, s', respectively, then vzz’crss’ induce a[Rlas} This proves that every two vertices in A have the same
neighbours in C, thereby implying the validity of (21)).
We now distinguish two cases:
1. Sg @ 112
If S11 = 0 then (Q, U, J) with
Q= (CNN(A) U{v,z},
U=AU(C\N(A)),
J=I\NA)U(S—x)
is a valid probe split partition: It is clear that @ is a clique. By 1) U is an independent set and
Q (D U. Since it is assumed that I15 (0) Sz and Ss (0) 12, J is an independent set.

So, assume that S11 # (. Since v () C, by Lem. y (D C. If A = {y}, then Sy (0) 11 and thus
(Q,U, J) with

Q=CU{v,y},
U= 511 +=z,
J:(Ify)USuUSQ

is a valid probe split partition.

So, assume that A — y # (), then, by Lem. I5 (0) S11- Note that A () C both when y € A and
when y ¢ A: If y € A then this follows from y () C and ZI)); if y ¢ A and a € A is non-adjacent
to ¢ € C and adjacent to s € Sy then avcys together with a vertex from S1; induce a3} Now we
can show that (Q, U, J) with

Q=CU{v,z},
U=A+y,
J=(S-2)U\(A+y))
is a valid probe split partition (note that y may or may not be in A): We have demonstrated that

A Cand y(Q) C and thus Q (D U. By assumption I5 (0) S12 and S5 (0) I12, we have demonstrated
that I (0) S11, and thus J is an independent set.
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2. SQ @112

By Lem.we may assume that I () (S11 + ). We first show
Vi12 € I1a N N(SQ) Vzeli1+y: N(ilg) NnC C N(Z) NnC. 22)

Letiio € I19, 2 € I11 + ¥y, ¢ € C and assume i1o¢ € E but z¢ € E. Let s5 € Sy be a neighbour
of i19. First consider the case z € A and let s, € S be a neighbour of z. Then either vcxziio and
s or s, induce a (if zs9 € E or ij28h € FE) or vexziiasasy induce a (otherwise).
Next consider the case z ¢ A. Let a € A with a neighbour s, € S5 (by assumption A # (}), then
by the previous case ac € E. But then either vczaziis and so or s} induce a (if as; € E or
Q1285 € E), or vczaziiasash induce a(otherwise). Thus 22) holds.

Next we show
B@ C\N(4),
B® CNN(A), (23)
I #0 — (L2 N N(S2)) @ (CNN(A)).

Suppose z € B is adjacent to ¢4 (remember that C'\ N(A) = {ca}). Leta € A and let so € S,
i12 € I12 be neighbours. By 22), cai1z ¢ E and thus vcxziqgss induce a3l This proves the
first statement.

Leta€ A,be B,c€ C —cy and assume ¢b ¢ E. Let s, € S5 and 415 € I12 be neighbours. If
i12¢ € E then either vzcaii2 s induce a (if ash ¢ E) or vrcabiias, induce a (ifash € E).
If i15¢ € E then vzcabiiash induce af ash € E) or vxcabiiashs, induce (if ash ¢ E
and with so € S3 a neighbour of a). This proves the second statement.

Finally assume i12 € I13 N N(S2) with neighbour so € S5 is non-adjacent to ¢ € C'N N(A).
We will show that I;; = (. Let i;; € I11, then, by the second statement, yc € F and i11¢ € E.
If ys;, € E ori1; € E then vacsaiiay or vrcssiiaiyg, respectively, induce a otherwise
vIesaiioyig induce afligl This finishes the proof of (23).

Note that @) implies that all vertices in I1; + y are adjacent to C' — ¢4 and non-adjacent to c4.
The last intermediate result we need is

either (Ilg N N(Sz)) @ (C n N(y)) or (Sg N N(Ilg)) @ Yy NC @ Y. (24)

Assume i12 € I35 N N(S2) is non-adjacent to ¢ € C' N N(y), and let s € S5 be adjacent to i15.
First we show that So N N(I12) (D y. Assume s, € Sp N N([12) is non-adjacent to y and let
il5 € I12 be a neighbour of s},. Now ysy € E, i{5¢ € F and i1285 ¢ E, because otherwise vcry
and, respectively, i1252, 11555, 11255 would induce a But this implies so # sb,412 # i}, and
thus vexy sy shiiail, either induce aRlyg| (if i,52 & E) or aRls|(Gf if,s2 € E). Next we show that
C (1) y. Assume not, then y¢’ ¢ E for some ¢’ € C (¢’ # ¢). If i1o¢ ¢ E then vxycc'i1ase induce
a if i1o¢ € E then vzyc'iyasy induce afRlys (Po)l This finishes the proof of (24).

For the remainder of the proof of the lemma we consider two cases:

(a) 112 QN(SQ) @ C*CA
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We show that (@, U, J) with

Q=C—cy+w,
U= (I1 +y)U(LiaNN(S2)) U{ca},
J=8U(I12\ N(S2))UI,

is a valid probe split partition (note that c4 might not exist). It is clear that ) is a clique
and that J is independent. By 1)), (22) and 23)), U is independent and by (23)) and the case
distinction U () Q.

(b) 112 N N(SQ)@(O — CA)
By 23), I11 = 0, and by 24), (S2 N N(I12)) @D y and C' (D) y. Thus (Q, U, J) with

Q =C+ Y,
U ={v}U(S2nN N(I12)),
J=1LU(S\ (S2NN(L2)))

is a valid probe split partition.

Lemma 27 If I (0) S12 and S2 (0) (I11 + y), then G is probe split.

Proof:

1. I1o @ So
We may assume v () C' because otherwise (C' + v, S\ Sa,1 U S3) is a valid probe split partition.
So let ¢ € C be the single non-neighbour of v in C. Then Sy = @ and ¢ Q) I2. We may also assume
that S11 # 0 because otherwise (C' — ¢+ z, {c, v}, I U S12) is a valid probe split partition. We start
by proving
ifyc ¢ Ethenc@ I A (C —c¢) D (12N N(c)). (25)

First, let 11 € S11. If ¢ is non-adjacent to 411 € I 1, then vxyciiis1; induce a[Aog (Pg)l Next,
if there are neighbours s1; € Si1, 112 € I1o such that ¢’i;o ¢ F, for some ¢ € C — c, then

vrycc'iigsiy induce a This proves (23).

By 3), (Q,U, J) with
Q=C—-c+w,
U=5U (Ilg ﬂN(C)),
J:I\(IlgmN(C))—i-C

is a valid probe split partition if yc ¢ E. So assume yc € E. We may then also assume I () S11
because otherwise (C' — ¢+ x + y, {c,v}, I U S) is a valid probe split partition. We prove that

ifIll #@thenc@ (Ill UI12)/\512 :(Z) (26)
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Let i € Iy and s1; € Si11 be neighbours. First, consider a vertex i1; € [7; that is adjacent

to c¢. Then either vzcsyiiaii; induce a (if iy &€ E) or vrycsiiiziiy induce a g

(otherwise). Next, assume i15 € I is adjacent to ¢. Letiy; € 11, then ciy; € E. Now either
vIycii1S11i2i12 induce a[Uzg| (if zia ¢ E) or vaycsiiizsi induce afyg] (if 22 € E). Finally
assume s1o € Spo exists. Let i17 € I11, then ciy; € E. Now either vryciiiS1142512 induce a [Usg]
(if zis € E) or vrycsiyiasie induce a(if xio € F). This finishes the proof of @)
By 26), (C —c+v+y,S,I —y+ c) is a valid probe split partition if /17 # (). Now we assume
[11 = @

If Sio 7é (Z)thenx@fg. 27

Let s12 € Sio. First, if io € Io N N(Sy;) with neighbour s;; € Si; is adjacent to ¢, then
vxYcs12i2511 induce either a (if ciy € F) or a (if cio € F). Next, let i € I be adjacent
to s11 € Sy; and assume i}, € I is non-adjacent to x. But then vzycsaiasyib induce either a[As6
(if cia, ciy & E) or aRlz| (if cig, cihy € E) or a[ss| (otherwise). This finishes the proof of (27).

If S1o U (,[12 n N(C)) =+ () then Jls; € S11: S11 N N(IQ) = {S,} (28)

We already know we may assume [S1; N N(I3)| > 1. Lett € S12 U (12 N N(c)) and s,5" €
S11 N N(Iy). If s, s" have a common neighbour i € I then vyctss'is induce a if they have
private neighbours iz, i, € I, respectively, then vyctss'iai} induce a3l This finishes the proof

of (28).

We are now ready to prove the first case of the lemma, distinguishing two cases:

(@) Si2 #0
We claim that (Q, U, J) with

Q:C_C+y+8i7
U:{”U,C},
JZ(I—y)U(SH—Si—FQ?)USlg

is a valid probe split partition. By Lem.[T9] @ is a clique and by assumption U is independent.
By (27), « is non-adjacent to J — z and by (28), S11 — s; is non-adjacent to I, thus J is
independent.

(b) S12=10
If 1o N N(c) =0, thenis (C —c+v+y,S11 —x,I —y + ¢) avalid probe split partition.
Otherwise (Q, U, J) with

Q:070+y+sia
U = {v,c},
J:(I—y)U(Su—si—i-x)

is a valid probe split partition.
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2. s @S2
Since Sz # 0, v (D C. We may assume I (Q) (S11 + ), because otherwise by Lem.[22] (Q, U, J)
with
Q=C+v,
U= (S\52)U(l12NN(S2)), (29)

J:I\(IlgﬂN(Sg))USQ
is a valid probe split partition. Furthermore, if S1; # (), then by Lem.[19] y (D C. Then C (D) ({12 N
N (S3)), because otherwise vryciiose, with neighbours 415 € I15 and sy € So such that cijo & E,
would induce a and again (Q, U, J) from (29) is a valid probe split partition. Thus, we may
also assume S11 = 0 and C' @) (112 N N(S2)).

First, observe that
Vee C:ec(D(l12NN(S2) —cy ¢ E - (30)

If i19 € I12 N N(S2) with neighbour so € S and non-neighbour ¢ € C, then vayziiass induce a

We now prove

dleec C: (C—C)@ (IlgﬂN(Sg)) N C@ (111 +y) A C@ (112 ﬂN(SQ)) N C—C@ (111 +y)
(3D
Let i12 € I12 N N(S2) with neighbour sy € Sy and non-neighbour ¢ € C. By (30), yc &€ E. If
d € C — cexists such that ¢/ @) (I12 N N(S2)), then 'y € E and vzycc'iyas; either induce a3
(if di12 & E), or aflgs|(if 'tz € E). Thus, (C' —c) @ (I12 N N(S2)). Next, assume c is adjacent
to 417 € I11. Let i35 € I15 be non-adjacent to ¢ with neighbour so € S5. But then vzcii1ii282
induce a So ¢ © I11, and by B0), ¢ (0) y. Now assume i}, € I35 N N(S3) exists such that
ciy € E. Let sh € Sy be adjacent to i}, (possibly s = s5). If so = s} then zyvcii2i],se induce a
otherwise zyvciiai,sosh induce aflig] Thus ¢ Q) I12 N N (S2). Finally, assume z € I11 +y
is non-adjacent to ¢’ € C — c. Then vazzcc'ii2s2 induce aRlzs] Thus (C'—¢) @ (111 +y), finishing
the proof of (3T).
We claim that (Q, U, J) with

Q=C—-c+uv,

U= (I1+y+c)U{l12NN(S2)),

J=8SULU(I2\ N(S2))
is a valid probe split partition. It is clear that @ is a clique. By (1), U is independent and U () Q
and by assumption J is independent.

a

Lemma 28 (Prop.|8) If G — v is a probe split graph, then so is G. Moreover, a probe split partition of G
can be obtained from a probe split partition of G — v in linear time.

Proof: Lem. @ to |2;7| cover all possible relations between I and S5 and between Sy and 717, + y and
therefore prove that if G — v is probe split, then so is G. The proofs of those lemmas also show how a
probe split partition of G can be calculated from a probe split partition of G — v. It is straightforward that
this can be done in linear time using suitable data structures. a
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3 Partitioned probe split graphs

In this section we investigate graphs G = (N, P, E') with a given partition of its vertex set into probes P
and non-probes N, with G[N] an independent set.

Definition 29 A graph G = (N, P, F), with N an independet set, is a partitioned probe split graph (with
respect to the partition V(G) = N U P) if there exist E' C N x N suchthat G’ = (NUP,EUE")isa
split graph.

First we prove a characterisation by 10 forbidden induced subgraphs for partitioned probe split graphs,
and then we give a polynomial recognition algorithm.

In this section we shall write X v, X p for the intersection of a vertex set X with N, P, respectively in
a partitioned probe split graph (N, P, F)).

Lemma 30 If G = (N, P, E) is a partitioned probe split graph and (C, S, I) is a valid probe split partition
for G, then for all z € [ either [SN N(z)| < 1,orz (D) Cp,orx € N ASpNN(z)=10.

Proof: Let = € I be adjacent to s1, s3 € S and non-adjacent to ¢ € Cp. Then = ¢ N because otherwise
xes1 s would induce a[B4] and s; and s, are both in IV, because otherwise zcs s2 would induce a[B3]or

alB O

N oo tr oW i
B Bo B3 By Bs B Br

Bg By Bio

Fig. 2: Forbidden subgraphs for partitioned probe split graphs (black vertices probes, white vertices non-
probes).

Theorem 31 G = (N, P, F) with N an independent set is a partitioned probe split graph iff G has none
of the graphs of Fig. 2] as an induced subgraph.

Proof: It is clear that if G is probe split, then G’ does not contain any of the graphs of Fig.[2]as an induced
subgraph. For the other direction it is easy to verify that if G’ does not contain any of the graphs in Fig.[2
then G does not contain any of the graphs in Fig. |1 either, and thus G is probe split. Let (C,S,I) be a
probe split partition of G. We distinguish two cases.

1. Sp@ Ip
Let

A={velIynN(Se) | v@D Crl,
B:INQN(SP)\A.
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Suppose B = (). If we add all edges between vertices in N’ = Sy U A U Cy then we get a split
graph with clique @ = N’ U Cp and independent set V(G) \ Q. As N’ C N, it follows that G is
probe split with respect to the partition (N, P).
So assume B # (). Then
SN @ Ip : (32)

Letn € Sy be adjacentto: € Ip and let b € B with neighbour s € Sp and non-neighbour ¢ € Cp.
Then bscni induce either a[Bg| (if ic ¢ E) or a[B1(|(if ic € E).
Moreover

|Sp NN (B)| < 1. (33)

To see this, note first that by Lem. [30] and definition of B, every vertex in B has exactly one
neighbour in Sp. Suppose now that vertices s, s’ € Sp N N(B) exist (s # s’), with neighbour
b,b' € B (b # V), respectively. Let ¢ € C'p be non-adjacent to b. Then b’s’csb induce either a
(if t'c & F) or a[B1|(if b'c € E). Contradiction.
Let {sg} = Sp N N(B). Then

SB @ A (34)

Suppose sp is non-adjacent to a € A. Let b € B be non-adjacenttoc € Cp and let s € Sp be a
neighbour of a. Then bsgcsa induce a[B1}

Now, if we add all edges between vertices in N’ = A U Cy then we get a split graph with clique
Q = N'UCp + sp and independent set V(G) \ Q. As N’ C N, it follows that G is probe split
with respect to the partition (N, P). This settles the first case.

2. Sp@[p
Letx € Sp,y € Ip with zy € E such that |N(z) N Ip| 4+ |N(y) N Sp| is maximum. Partition
Sp—xand Ip — y as:

S1=(Sp—z)NN(y),
So = (Sp —x) \ S,
Iy = (Ip —y)N N(x),
Ip=(Ip—y)\ I

Then Sy () 11 (otherwise there would be a[B3)) and Sy (©) 1o (otherwise there would be a[B1)).
Moreover, S; @ Iy: If 1 € S is adjacent to yg € Iy, then I; = ) (otherwise there would be a
[B1), which implies that [N (z1) N Ip|+ |N(y) N Sp| > |[N(z) N Ip|+|N(y) N Sp|, contradicting
the choice of x, y. Similarly, I; (0) So. Let

A={velIynN(z)|[v®D Cp},
B=1Iy\A.

Then
AQ@S1T AN BO®Soe AN Sv© Lo (35)
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because if a € A were adjacent to s; € S; then zyas; induce a if b € B were adjacent to
so € Sp, then by Lem. [30]and definition of B, bz ¢ E and thus zybs, induce a[Ba} if s € Sy were
adjacent to i € I then zysi induce a[B,] Furthermore,

[(S1+2)NNB) <1 A |(i+y)NN(Sy)| < 1: (36)

If b € B has two neighbours s, s’ € Sy + z, then ybss’ induce a[B4} Andif s,s' € S1 +z (s # §')
have different neighbours b, b’ € B, respectively, then bsys’b’ induce a[Bs] The proof of the second
statement is similar.

We now consider three cases.

(@) B@5S:
By (36), we let S; N N(B) = {sg}, then B (0) S1 + = — sp. Let b € B be adjacent to sp.
Then
A= (Z), Il = @, Yy @ C,
because otherwise axyspb, with a € A, would induce a@ xi18gb, with i1 € I, would
induce a[B} and zycsp, with ¢ € C non-adjacent to y, would induce a[B3|or a[B4]
Then G is a split graph with clique C + sp + y and independent set (S — sp) U (I —y), and
thus trivially probe split.
) BOSIASN@® (1 +y)
By (B6), we let (I1 +y) " N(Sy) = {is}, then Sy (0) I +y — is. Then

A@© So, is(DC,

because otherwise sigxasg, with a € A adjacent to sg € Sy and s € Sy adjacent to ig,
would induce a and xcsig, with s € Sy adjacent to and ¢ € C non-adjacent to ig, would

induce a[B4]

Then G is a split graph with clique C + ig + 2 and independent set (S — x) U (I — ig) and
thus trivially probe split.

() BO S1ASy© (I1+v)
First assume that S7 # (. Let s; € Sp, then

A©S()7 y®C7

because otherwise asgs1y, with a € A and sy € Sy neighbours, would induce a and
zyesy, with ¢ € C non-adjacent to y, would induce a[B3|or a[B4]

Then G is a split graph with clique C 4 x + y and independent set (S — x) U (I — y) and thus
trivially probe split.

Next assume .57 = (). If we add all edges between vertices in A then we get a split graph with
clique C' + 2 U A and independent set (S —z)U (I'\ A). As A C N, if follows that Q) is probe
split with respect to the partition (N, P).

This settles the second case, and Th. [31]is proved.
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a

Together, Lem. [30]and Th. [3T|prove that partitioned probe split graphs can be recognized in polynomial
time:

Theorem 32 Given G = (N, P, E) with N an independent set, it can be decided in O(V?2 + VE) time
whether G is probe split.

Proof: First check with Alg. that G is probe split and, if so, calculate a valid partition (C, S, I). Next
check that Lem. 30| holds and work through Th. This can be done in the desired timebound. o
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