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Clique cycle transversals in graphs with few P4’s
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A graph is extendedP4-laden if each of its induced subgraphs with at most six vertices that contains more than two inducedP4’s
is {2K2, C4}-free. A cycle transversal (or feedback vertex set) of a graph G is a subsetT ⊆ V (G) such thatT ∩ V (C) 6= ∅

for every cycleC of G; if, in addition,T is a clique, thenT is a clique cycle transversal (cct). Finding a cct in a graphG is
equivalent to partitioningV (G) into subsetsC andF such thatC induces a complete subgraph andF an acyclic subgraph. This
work considers the problem of characterizing extendedP4-laden graphs admitting a cct. We characterize such graphs by means
of a finite family of forbidden induced subgraphs, and present a linear-time algorithm to recognize them.
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1 Introduction
A cycle transversalor feedback vertex setof a graphG is a subsetT ⊆ V (G) such thatT ∩ V (C) 6= ∅ for

every cycleC of G. In other words, the removal of a cycle transversal leaves a graph without cycles. The problem
of finding a minimum cycle transversal in an arbitrary graphG is a classical NP-hard problem [6, 9, 12] which
has been extensively studied in several fields related to algorithms and complexity. It has first appeared within the
context of combinatorial circuit design, and has applications in deadlock prevention in operating systems, database
systems, genome assembly, constraint satisfaction, and Bayesian inference in artificial intelligence. We refer to
the survey by Festa, Pardalos, and Resende [4] for further details on the algorithmic study of cycle transversal
problems in a variety of areas, including approximation algorithms, linear programming and polyhedral combi-
natorics. In [1], the authors extend the NP-hardness of finding minimum cycle transversals in general graphs to
bipartite graphs with maximum degree four. Algorithmic issues involvingCk transversals (for fixedk) in graphs
with bounded degree, whereCk denotes a chordless cycle withk vertices, are discussed in [8].

If a cycle transversalT is also a clique, we say thatT is a clique cycle transversal, or simplycct. A graph
admits a cct if and only if it can be partitioned into a complete subgraph and a forest; by this reason such a graph
is called a(C,F)-graph. Clique cycle transversals are studied in the more general context of graph partitions,
especiallysparse-dense partitions[3]: if T is a cct in a graphG thenG[T ] is the ‘dense’ part, andG − T the
‘sparse’ part. In [1], the authors describe a polynomial-time algorithm for recognizing graphs with cct, and a
linear-time algorithm for cographs with cct based on a characterization of such cographs in terms of forbidden
induced subgraphs. Distance-hereditary graphs with cct have been investigated in [2].

Denote byP4 a graph with four verticesa, b, c, d and edgesab, bc, cd. This work considers a class of graphs
with few P4’s, the extendedP4-laden graphs. We say that a graph is extendedP4-laden if each of its induced
subgraphs with at most six vertices that contains more than two inducedP4’s is {2K2, C4}-free. This class strictly
contains the class ofP4-sparse graphs e, consequently, cographs. Our main result is a characterization of extended
P4-laden graphs with cct in terms of a family of twelve forbidden induced subgraphs. We also describe a linear-
time algorithm for recognizing this class of graphs as a consequence of the given characterization. These results
extend the previous ones for the class of cographs.
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2 Background
For standard definitions and notation in graph theory, see [11].
ExtendedP4-laden graphs were characterized by [7] in terms of a decomposition technique and special graphs,

calledquasi-spidersandpseudo-split graphs. ExtendedP4-laden graphs can be represented by a tree decomposi-
tion; the resulting tree is called theprimeval tree.

We say that a graphG is p-connectedif for every partition ofV (G) into nonempty disjoint setsA andB there
exists a crossingP4, that is, aP4 containing vertices from bothA andB. Thep-connected components, or simply
p-components, of a graph are the maximal induced subgraphs which are p-connected. It is worth mentioning that
a p-component has either one vertex or at least four vertices[7]. A p-connected componentH of a graphG is said
to betrivial if |H | = 1; otherwise,H is nontrivial.

A p-connected graphG is said to beseparableif there exists a partition ofV (G) into nonempty disjoint setsV1

andV2 such that eachP4 which contains vertices from both sets has its endpoints inV2 and its midpoints inV1. In
this case, we say thatG has aseparation(V1, V2).

The following theorem gives us information on the structureof extendedP4-laden graphs.

Theorem 1 [10] LetG = (V,E) be a graph. Then exactly one of the following statements holds:

1. G is disconnected;
2. G is disconnected;
3. There exists a unique separable p-componentH with separation(H1, H2) such that every vertex

outsideH is adjacent to all vertices inH1 and to no vertex inH2;
4. G is p-connected.

Let G1 = (V1, E1) andG2 = (V2, E2) be disjoint graphs. Theunionand thejoin of G1 andG2 are graphs
resulting, respectively, from the following operations:

• G1 ∪G2 = (V1 ∪ V2, E1 ∪ E2)

• G1 +G2 = (V1 ∪ V2, E1 ∪ E2 ∪ {xy | x ∈ V1, y ∈ V2})

Operations∪ and+ are related to the first two cases of Theorem 1.
Let G1 = (V1, E1) be a separable p-connected graph with separation(V 1

1 , V
2

1 ) andG2 = (V2, E2) be an
arbitrary graph disjoint fromG1. The third case of Theorem 1 is represented by the following operation:

• G1 P G2 = (V1 ∪ V2, E1 ∪ E2 ∪ {xy | x ∈ V 1

1 , y ∈ V2})

As described by Jamisonet al. [10], every graphG is either a p-connected graph or can be uniquely obtained
from its p-components and its weak vertices (i.e, those vertices that are not contained in any nontrivial p-component
of G) by a finite sequence of operations∪,+, andP . Moreover, Theorem 1 suggests a way to represent an arbitrary
graphG by the primeval treeTG, which is unique up to isomorphism. Each internal nodeq of TG receives a label
i ∈ {∪,+,P}. Such a label indicates that the subgraph associated with the subtree rooted atq is obtained by
performing ani-operation on the children ofq. The leaves of the tree are the p-components ofG.

Figure 1 represents a graphG and its primeval treeTG.
We say thatG is aspiderif V (G) can be partitioned into three subsetsS,K, andR such thatS is an independent

set,K is a clique,|S| = |K| ≥ 2, and there exists a bijective functionf : S → K such that eitherNG(v) = {f(v)},
for everyv ∈ S (thin spider), orNG(v) = K−{f(v)}, for everyv ∈ S (thick spider); in addition, every vertex in
R is adjacent to every vertex inK and non-adjacent to every vertex inS. We say thatS andK are, respectively,
the legsandbodyof the spider, andR is theheadof the spider. Figure 2 depicts a thick and a thin spider.

A graphG = (V,E) is split if V can be partitioned into a cliqueK and an independent setS (with no restrictions
on the edges betweenS andK), i.e.,G = (S ∪K, E). For simplicity, we writeG = (S,K) when the edge setE is
irrelevant for our purposes. It is worth observing that sucha partition is not necessarily unique. It has been proved
[5] that a graphG is split if and only it does not containC5, C4, orC4 = 2K2 as an induced subgraph.

Given a split graphG = (S,K), we say thatG is original if every vertex ofS has a non-neighbor inK and
every vertex ofK has a neighbor inS.

A graphG is pseudo-splitif its vertex set has a partition(S,K,R) such thatS is an independent set,K is a
clique, and every vertex ofR is adjacent to every vertex ofK and non-adjacent to every vertex ofS, andS ∪ K
induces a split graph. As for the spider,S, K, andR can be seen, respectively, as the legs, body and head ofG; if
R is empty, thenG is said to be aheadless pseudo-split graph.

Observe that the complement of a pseudo-split graph is also apseudo-split graph. Moreover, every spider is
a pseudo-split graph. Aquasi-spideris either a spider or a graph obtained from a spiderS = (S,K,R) by
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Fig. 1: A graphG and its primeval treeTG.
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Fig. 2: G is a thin spider andG is a thick spider.

replacing exactly one vertexv ∈ S ∪K by a graphH isomorphic toK2 orK2, where vertices ofH have the same
neighborhood asv ∈ S ∪K. The vertexv that has been replaced by aK2 or I2 is called aq-vertex. A quasi-spider
is a thin quasi-spiderif it is originated from a thin spider, otherwise it is athick quasi-spider. Figure 3 shows two
examples of quasi-spiders: a thin one, with a vertex from setS replaced byK2, and a thick one, with a vertex from
setK replaced byK2.

The following theorem characterizes extendedP4-laden graphs.

Theorem 2 [7] A graphG is an extendedP4-laden graph if and only if for every induced subgraphH ofG exactly
one of the following statements holds:

1. H is disconnected;
2. H is disconnected;
3. H is a quasi-spider whose head induces an extendedP4-laden graph;
4. H is a pseudo-split graph whose head induces an extendedP4-laden graph;
5. H is isomorphic toC5, P5 or P5;
6. H is a trivial graph.

3 Characterization
Now we are ready to present the main result of this work.

Theorem 3 An extendedP4-laden graphG admits a clique cycle transversal if and only ifG does not contain any
of the graphs depicted in Figure 4 as an induced subgraph.

PROOF: By testing all possible cliques in each graphH of Figure 4, we can see that none of them meets all the
cycles inH . Below we apply this argument to each graph in Figure 4:
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Fig. 3: G is a thin quasi-spider andH is a thick quasi-spider.

• 2C3: by removing any clique from this graph, there still remainsa connected component which is a cycle;
this argument also applies to the graphs2C4, 2C5, C3 ∪ C4, C3 ∪ C5, andC4 ∪C5.

• I2 + I2 + I2: in this graph, any cliqueC is formed by choosing at most one vertex of each independent set
of size2; thus, the vertices not chosen induce a graph that contains aC3 as a subgraph.

• 2K2 + I2: any clique in this graph is formed by taking one or two vertices from a copy ofK2, plus at most
one vertex lying outside that copy; thus, the remaining graph still contains aC3.

• I3 + I3: since this graph is bipartite, any clique contains at most two vertices; by removing any vertex or
edge, it is easy to see that there still remains anI2 + I2 (i.e., aC4) as a subgraph.

• C5 + I2: any clique in this graph is formed by choosing a vertex or an edge from theC5, plus at most one
vertex outside theC5; after removing such a clique, the remaining graph containsaC3 formed by an edge
of theC5 plus a vertex outside theC5.

• I3 +P4: the argument for this graph is similar as above: cliques areformed by choosing a vertex or an edge
from theP4, plus at most one vertex outside theP4; vertices not chosen induce a graph containingI2 +K2

or I2 + I2 as a subgraph.

• P4 + P4: in this graph, any cliqueC is formed by taking a vertex or an edge of eachP4; thus, the removal
of C still a graph containingK2 +K2, K2 + I2, or I2 + I2 as a subgraph, and all of them contain at least
one cycle.

Hence, ifG contains some subgraphH listed in Figure 4 as an induced subgraph thenG admits no cct. Con-
versely, suppose thatG contains no induced subgraphH listed in Figure 4 as an induced subgraph, and suppose
thatG admits no cct. In this case,G contains a minimal induced subgraphG′ with no cct, i.e., for every vertex
v ∈ V (G′), G′ − v admits a cct. Without loss of generality, assumeG′ = G. Consider the following three cases,
according to Theorem 2:
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2C3 2C4 2C5 C3 ∪ C4 C3 ∪ C5 C4 ∪ C5

I2 + I2 + I2 2K2 + I2 I3 + I3 C5 + I2 I3 + P4 P4 + P4

Fig. 4: Minimal forbidden subgraphs for extendedP4-laden graphs with cct.

CASE 1:G is disconnected.
Write G = G1 ∪ G2 ∪ . . . Gk, with k ≥ 2 and eachGi connected. By minimality ofG, eachGi admits a cct.

Moreover, eachGi is not a tree, otherwiseG′ = G −Gi would admit a cct, as well asG = G′ ∪ Gi. Then, each
Gi must contain a cycle (C3, C4, orC5, since extendedP4-laden graphs contain no inducedCh for all h ≥ 6). It
follows thatG contains one of the following graphs as an induced subgraph:C3 ∪C3, C3 ∪C4, C3 ∪C5, C4 ∪C4,
C4 ∪C5, orC5 ∪C5. This is a contradiction.

CASE 2:G is disconnected.
Write G = G1 + G2 + · · · + Gk, wherek ≥ 2 andGi is connected for1 ≤ i ≤ k. If someGi is a complete

subgraph, by minimality ofG the graphG − Gi admits a cct, as well asG. Contradiction. Hence, assume that
everyGi contains a pair of non-adjacent vertices. Ifk ≥ 3 thenG containsI2 + I2 + I2 as an induced subgraph, a
contradiction. Ifk = 2, we consider three possibilities:

• CASE 2.1:BothG1 andG2 containI3. ThenG containsI3 + I3 as an induced subgraph, a contradiction.

• CASE 2.2:Exactly one ofG1, G2 containsI3.

Without loss of generality, suppose thatG1 containsI3. SubgraphG2 cannot containC5, otherwiseG
containsI2 + C5 as an induced subgraph. In addition,G2 cannot containP4, otherwiseG containsI3 + P4

as an induced subgraph. Therefore,G2 does not containC3, C5, andP4, i.e.,G2 is a triangle-free connected
cograph, which implies thatG2 is complete bipartite. We conclude thatG2 is a union of two disjoint,
nonempty cliquesC andC′. Assume that|C| ≥ |C′|. If |C′| ≥ 2 thenG containsI2 + 2K2 as an induced
subgraph. Thus|C| ≥ |C′| = 1.

If G1 is a split graph thenV (G1) can be partitioned into an independent setS1 and a cliqueC1; henceG
admits cctC ∪ C1, a contradiction. Therefore,G containsI2 + C5 (if G1 containsC5), or I2 + 2K2 (if
G1 contains2K2), or I2 + I2 + I2 (if G1 containsC4) as an induced subgraph; hence, all these cases are
contradictory.

• CASE 2.3:BothG1 andG2 do not containI3.

If G1 orG2 containsC5 thenG containsI2 +C5 as an induced subgraph. Therefore bothG1 andG2 do not
containC5. If bothG1 andG2 containP4 thenG containsP4 +P4 as an induced subgraph, a contradiction.
Without loss of generality, suppose thatG2 does not containP4. SinceC5 andP4 are self-complementary
graphs, note thatG2 does not containC3, C5, andP4; hence,G2 is a triangle-free connected cograph, as in
Case 2.2. From this fact, we derive exactly the same contradictions as in that case.

CASE 3:G andG are connected. By Theorem 2, the analysis of this case is as follows.
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If G is trivial orG = P5 orG = P5 orG = C5 thenG admits a cct, which is a contradiction.
If G is a pseudo-split graph whose vertex set has a partition(S,K,R), whereR is the head and induces an

extendedP4-laden graph, then, by minimality ofG, G[R] admits a cct, namelyC1. In this case,G also admits a
cct, namelyK ∪ C1, which is again a contradiction.

If G is a quasi-spider whose headR induces an extendedP4-laden graph, we analyze three subcases:

• CASE 3.1:G is a quasi-spider with a q-vertexs ∈ S replaced by either anI2 or aK2 with verticesu, v.
In this case, the subset(S − {s}) ∪ {u, v} ∪ K induces a subgraph with cctK. Notice that, by minimality,
G[R] admits a cct, sayC1. Consequently,G admits a cctK ∪ C1, since(S − {s}) ∪ {u, v} ∪ (R − C1)
induces a forest. Contradiction.

• CASE 3.2:G is a quasi-spider with a q-vertexk ∈ K replaced by aK2 with verticesu, v. In this case, the
subsetS ∪ (K−{k}∪ {u, v} induces a subgraph with cct(K−{k})∪ {u, v}. By minimality,G[R] admits
a cctC1. Consequently,G admits cct(K − {k}) ∪ {u, v} ∪ C1, which is a contradiction.

• CASE 3.3:G is a quasi-spider with a q-vertexk ∈ K replaced by anI2 with verticesu, v. We analyze two
additional possibilities:

• G[R] = (C, I) is a split graph, whereI is an independent set andC is a clique. Then,G admits a cct
(K − {u}) ∪ C, becauseS ∪ I ∪ {u} induces a forest. This is a contradiction.

• G[R] is not a split graph, i.e., contains2K2, C4, orC5 as an induced subgraph. ThenG contains one
of the following graphs as an induced subgraph:I2 + 2K2, I2 + I2 + I2, or I2 + C5. Contradiction.
This concludes the proof of the theorem.✷

4 Recognizing extended P4-laden graphs with cct in linear time
The proof of the previous theorem directly gives a linear-time recognition algorithm for extendedP4-laden

graphs with cct (Algorithm 1, described below).
The linear-time complexity is justified by the following facts:

(i) the primeval tree can be computed in linear time [10];

(ii) all the if-conditions in the algorithm can be checked in linear time.

In order to prove (ii), it suffices to show that theif-conditions based on recursive calls (lines 7, 13, 38, and 42)
can be checked in linear time. (The remaining if-conditionsare all easily checkable in linear time.) We use an
inductive argument. First, it is clear that for a trivial graph one can check in linear time whether it admits a cct.
Now we consider how recursive calls are made as Algorithm 1 traverses the primeval tree of the input graphG. In
line 7 of the algorithm, a recursive call for each subtree associated with child subgraphGi of G is made. In line
13, a recursive call is made only for the subtree associated with child subgraphG1. Finally, in lines 38 and 42, a
recursive call is made only for the subtree associated with child subgraphG[R]. In any case, the recursive calls are
made on subtrees corresponding to vertex-disjoint subgraphs ofG. Assuming by induction that for graphsH with
fewer thann vertices (wheren = |V (G)|) one can check whetherH admits a cct in time linear in the size ofH ,
we conclude that all theif-conditions in lines 7, 13, 38, and 42 can be checked in time linear in the size ofG.

5 Conclusions
In this work, we use the structure of the extendedP4-laden graphs and its primeval tree decomposition to provide

a characterization by forbidden subgraphs of extendedP4-laden graphs which admit clique cycle transversal, or,
alternatively, which can be partitioned into a complete graph and a forest (acyclic graph). As a consequence, we
develop a linear time recognition algorithm for this class of graphs.
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Algorithm 1: Checking a cct in an extendedP4-laden graphG

Input: Primeval treeTG of G, whereG1, G2, . . . , Gk are the children of root nodeG
Output: YES and a cct ofG, or NO and a forbidden induced subgraph
if G is disconnectedthen1

if Gi is acyclic for alli = 1, . . . , k then output YES and cct∅;2

else if there existGi, Gj(i 6= j) containing cyclesBi, Bj , respectivelythen3

output NO and forbidden subgraphBi ∪ Bj4

else if there is exactly oneGi containing a cyclethen5

if Gi recursively admits a cctCi then output YES and cctCi;77

else output NO and forbidden subgraphHi of Gi8

else if G is disconnectedthen9

if Gi is trivial for all i = 1, . . . , k then output YES and cctV (G);10

else if there is exactly one nontrivialGi, sayG1 then11

if G1 recursively admits a cctC1 then output YES and cctC1 ∪ V (G2) ∪ · · · ∪ V (Gk);1313

else output NO and forbidden subgraphH1 of G114

else if there are nontrivialGi, Gj , Gk (for distincti, j, k) then output NO and forbidden subgraphI2 + I2 + I215

else if there are exactly two nontrivial subgraphsGi, Gj (sayG1, G2) then16

if bothG1 andG2 containI3 then output NO and forbidden subgraphI3 + I3;17

else if exactly one of the subgraphsG1, G2 containsI3, sayG1 then18

if G2 containsC5 then output NO and forbidden subgraphI2 +C5;19

else if G2 containsP4 then output NO and forbidden subgraphI3 + P4;20

else21

LetC,C′ be cliques s.t.V (G2) = C ∪ C′ with |C| ≥ |C′|;2323

if |C′| ≥ 2 then output NO and forbidden subgraphI2 + 2K2;24

else if G1 is split withV (G) = S1 ∪ C1 then output YES and cctC ∪ C1;25

else output NO and forbidden subgraphI2 +H , whereH ∈ {2K2, C4, C5}2727

else if bothG1 andG2 do not containI3 then28

if G1 or G2 containsC5 then output NO and forbidden subgraphI2 + C5;29

else if G1 andG2 containP4 then output NO and forbidden subgraphP4 + P4;30

else31

suppose thatG2 does not containP4;32

perform the same code in lines 23–2733

else if G andG are connectedthen34

if G is trivial or G = P5 or G = P5 or G = C5 then output YES and a corresponding cct:∅, ∅, C3, orK2;35

else if G is a pseudo-split graph withV (G) = (S ,K,R) then36

if G[R] recursively admits a cctC1 then output YES and cctK ∪ C1;3838

else output NO and forbidden subgraphH of G[R]39

else if G is a quasi-spider with a q-vertexs ∈ S replaced byI2, or a q-vertexs ∈ S replaced byK2, or a q-vertex40

k ∈ K replaced by aK2 with verticesu, v then
if G[R] recursively admits a cctC1 then4242

output YES and the corresponding cct:K ∪ C1, K ∪ C1, or (K− {k}) ∪ {u, v} ∪ C143

else output NO and corresponding forbidden subgraphH of G[R]44

else if G is a quasi-spider with a q-vertexk ∈ K replaced by aI2 with verticesu, v then45

if G[R] is split withG[R] = (I, C) then output YES and cct(K− {u}) ∪ C;46

else output NO and forbidden subgraphI2 +H , whereH ∈ {2K2, C4, C5}47
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