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A graph is extended,-laden if each of its induced subgraphs with at most six @estithat contains more than two indudeds

is {2K., C4 }-free. A cycle transversal (or feedback vertex set) of aly@ps a subset” C V(G) such thatl' NV (C) # 0
for every cycleC of G; if, in addition, T is a clique, therl" is a clique cycle transversal (cct). Finding a cct in a grépts
equivalent to partitionind’ (&) into subsetg and.F such that induces a complete subgraph afidn acyclic subgraph. This
work considers the problem of characterizing extenBedaden graphs admitting a cct. We characterize such graphsehns
of a finite family of forbidden induced subgraphs, and presdimear-time algorithm to recognize them.
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1 Introduction

A cycle transversabr feedback vertex seff a graphG is a subsef” C V(G) such thatl’ N V(C) # 0 for
every cycleC of G. In other words, the removal of a cycle transversal leavesplgwithout cycles. The problem
of finding a minimum cycle transversal in an arbitrary graplis a classical NP-hard problem [6, 9, 12] which
has been extensively studied in several fields related twrithgns and complexity. It has first appeared within the
context of combinatorial circuit design, and has applaaiin deadlock prevention in operating systems, database
systems, genome assembly, constraint satisfaction, apelsBan inference in artificial intelligence. We refer to
the survey by Festa, Pardalos, and Resende [4] for furthtailslen the algorithmic study of cycle transversal
problems in a variety of areas, including approximatioroathms, linear programming and polyhedral combi-
natorics. In [1], the authors extend the NP-hardness ofrfindiinimum cycle transversals in general graphs to
bipartite graphs with maximum degree four. Algorithmiaiiss involvingC), transversals (for fixed) in graphs
with bounded degree, whe€g, denotes a chordless cycle withvertices, are discussed in [8].

If a cycle transversdl’ is also a clique, we say that is aclique cycle transversalbr simplycct A graph
admits a cct if and only if it can be partitioned into a comelstibgraph and a forest; by this reason such a graph
is called a(C, F)-graph Clique cycle transversals are studied in the more genergkxt of graph partitions,
especiallysparse-dense partitionf8]: if 7' is a cct in a grapl thenG[T] is the ‘dense’ part, and® — T the
‘sparse’ part. In [1], the authors describe a polynomialetialgorithm for recognizing graphs with cct, and a
linear-time algorithm for cographs with cct based on a cttarization of such cographs in terms of forbidden
induced subgraphs. Distance-hereditary graphs with a&t heen investigated in [2].

Denote byP, a graph with four vertices, b, ¢, d and edgesb, bc, cd. This work considers a class of graphs
with few Py's, the extended’s-laden graphs. We say that a graph is extenBedaden if each of its induced
subgraphs with at most six vertices that contains more tanrtducedP,’s is {2K», C, }-free. This class strictly
contains the class d?;-sparse graphs e, consequently, cographs. Our main resuthiaracterization of extended
Py-laden graphs with cct in terms of a family of twelve forbiddaduced subgraphs. We also describe a linear-
time algorithm for recognizing this class of graphs as a equsnce of the given characterization. These results
extend the previous ones for the class of cographs.
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2 Background

For standard definitions and notation in graph theory, s¢g [1

ExtendedP,-laden graphs were characterized by [7] in terms of a decsitipo technique and special graphs,
calledquasi-spiderandpseudo-split graphsExtendedP,-laden graphs can be represented by a tree decomposi-
tion; the resulting tree is called tipgimeval tree

We say that a grapi’ is p-connectedf for every partition oflV(G) into nonempty disjoint setd and B there
exists a crossing’,, that is, aP, containing vertices from botH and B. Thep-connected components simply
p-componentof a graph are the maximal induced subgraphs which are pexbed. It is worth mentioning that
a p-component has either one vertex or at least four velfffi¢ed p-connected compone#i of a graphG is said
to betrivial if |H| = 1; otherwise H is nontrivial.

A p-connected grapty is said to beseparabldf there exists a partition of (G) into nonempty disjoint setg;
andV; such that eacl?; which contains vertices from both sets has its endpoints iand its midpoints if/;. In
this case, we say thét has aseparation(Vy, 12).

The following theorem gives us information on the structfrextendedP,-laden graphs.

Theorem 1 [10] LetG = (V, E) be a graph. Then exactly one of the following statementsshold

1. G is disconnected;

2. G is disconnected;

3. There exists a unique separable p-compoténtith separation(H,, H») such that every vertex
outsideH is adjacent to all vertices il/; and to no vertex irf{s;

4. G is p-connected.

Let G; = (V4, Eq) andGy = (Va, E») be disjoint graphs. Thanionand thejoin of Gy and G are graphs
resulting, respectively, from the following operations:

° G1UG2:(V1UV2,E1UE2)
. G1—|—G2:(V1UV2,E1UE2U{:cy|erl,yGVQ})

OperationsJ and+ are related to the first two cases of Theorem 1.
Let G; = (V4, E1) be a separable p-connected graph with separdlighV;?) and Gy = (Va, E;) be an
arbitrary graph disjoint frond7,. The third case of Theorem 1 is represented by the followpegation:

° G1PG2:(V1UV2,E1UE2U{xy|x€V11,y€V2})

As described by Jamisaat al. [10], every graphG is either a p-connected graph or can be uniquely obtained
from its p-components and its weak vertices (i.e, thoseoasthat are not contained in any nontrivial p-component
of ) by afinite sequence of operations+, andP. Moreover, Theorem 1 suggests a way to represent an agbitrar
graphG by the primeval tre€, which is unique up to isomorphism. Each internal ngaé 7 receives a label
i € {U,+,P}. Such a label indicates that the subgraph associated vétsithtree rooted at is obtained by
performing ani-operation on the children @f The leaves of the tree are the p-components.of

Figure 1 represents a graphand its primeval tre&.

We say that7 is aspiderif V(&) can be partitioned into three subs&tdC, andR such thatS is an independent
set,Kisaclique|S| = |K| > 2, and there exists a bijective functign S — K such that eitheN¢ (v) = {f(v)},
for everyv € S (thin spide), or Ng(v) = K — {f(v)}, for everyv € S (thick spide); in addition, every vertex in
R is adjacent to every vertex ik and non-adjacent to every vertexsh We say thatS andC are, respectively,
thelegsandbodyof the spider, an®R is theheadof the spider. Figure 2 depicts a thick and a thin spider.

AgraphG = (V, E) issplitif V can be partitioned into a cliqué and an independent s8t(with no restrictions
on the edges betweehandK), i.e.,G = (SUK, E). For simplicity, we writeG = (S, K) when the edge sét is
irrelevant for our purposes. It is worth observing that sagartition is not necessarily unique. It has been proved
[5] that a graplG is split if and only it does not contaifis, C,, or C;, = 2K, as an induced subgraph.

Given a split graptG = (S, K), we say that7 is original if every vertex ofS has a non-neighbor it and
every vertex ofC has a neighbor iis.

A graph@ is pseudo-spliif its vertex set has a partitiofS, £, R) such thatS is an independent sef; is a
clique, and every vertex 0® is adjacent to every vertex & and non-adjacent to every vertex®f andS U K
induces a split graph. As for the spidér, XC, andR can be seen, respectively, as the legs, body and he@dibf
R is empty, ther(G is said to be deadless pseudo-split graph

Observe that the complement of a pseudo-split graph is afseado-split graph. Moreover, every spider is
a pseudo-split graph. Auasi-spideris either a spider or a graph obtained from a spider= (S, X, R) by
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S={s¢,s"}
K={k,k K}
R ={r}

Fig. 2: G is a thin spider and is a thick spider.

replacing exactly one vertexe S U K by a graphil isomorphic tok, or K, where vertices off have the same
neighborhood as € S U K. The vertex that has been replaced by or I, is called ag-vertex A quasi-spider
is athin quasi-spideif it is originated from a thin spider, otherwise it igfsick quasi-spiderFigure 3 shows two
examples of quasi-spiders: a thin one, with a vertex fronsseplaced byK», and a thick one, with a vertex from
setK replaced byi,.

The following theorem characterizes extendgedaden graphs.

Theorem 2 [7] A graphG is an extended;-laden graph if and only if for every induced subgrafitof G exactly
one of the following statements holds:

1. H is disconnected;

2. H is disconnected;

3. H is a quasi-spider whose head induces an exterfgieldden graph;

4. H is a pseudo-split graph whose head induces an extefjddden graph;

5. H is isomorphic toCs, Ps or Ps;

6. H is a trivial graph.

3 Characterization
Now we are ready to present the main result of this work.

Theorem 3 An extended’;-laden graphG admits a clique cycle transversal if and onlydfdoes not contain any
of the graphs depicted in Figure 4 as an induced subgraph.

PROOF: By testing all possible cliques in each grafihof Figure 4, we can see that none of them meets all the
cycles inH. Below we apply this argument to each graph in Figure 4:
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Fig. 3: G is a thin quasi-spider anHl is a thick quasi-spider.

e 2(C5: by removing any clique from this graph, there still remansonnected component which is a cycle;
this argument also applies to the graghig, 2Cs5, C3 U Cy, C3 U C5, andCy U Cs.

e [o + Io + I5: in this graph, any cliqu€’ is formed by choosing at most one vertex of each indepenéént s
of size2; thus, the vertices not chosen induce a graph that cont&iilsaa a subgraph.

e 2K, + I: any clique in this graph is formed by taking one or two vessiérom a copy o5, plus at most
one vertex lying outside that copy; thus, the remaining lyistpl contains aCs.

e [3 + I3: since this graph is bipartite, any clique contains at maestyertices; by removing any vertex or
edge, it is easy to see that there still remainga I (i.e., aCy,) as a subgraph.

e C5 + I5: any clique in this graph is formed by choosing a vertex or @gesfrom theC’s, plus at most one
vertex outside th&'s; after removing such a clique, the remaining graph contaifig formed by an edge
of theCs plus a vertex outside thes.

e I3+ P,: the argument for this graph is similar as above: cliguesaraed by choosing a vertex or an edge
from the P, plus at most one vertex outside tRg; vertices not chosen induce a graph containing K»
or I, + I, as a subgraph.

e Py + P, in this graph, any cliqgu€’ is formed by taking a vertex or an edge of edeh thus, the removal
of C still a graph containind<s + K2, K5 + I, or I + I> as a subgraph, and all of them contain at least
one cycle.

Hence, ifG contains some subgrah listed in Figure 4 as an induced subgraph tii&admits no cct. Con-
versely, suppose tha&t contains no induced subgraphlisted in Figure 4 as an induced subgraph, and suppose
that G admits no cct. In this casé; contains a minimal induced subgragh with no cct, i.e., for every vertex
v € V(G"), G’ — v admits a cct. Without loss of generality, assu@fe= GG. Consider the following three cases,
according to Theorem 2:
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AT A A

I+ 1o+ I 2K9 + I I3 + I3 OS"'IQ I3+ Py P+ Py
Fig. 4. Minimal forbidden subgraphs for extendéd-laden graphs with cct.

CASE 1:G is disconnected.

Write G = G1 UG U.... Gy, with k£ > 2 and each@; connected. By minimality of7, eachG; admits a cct.
Moreover, eaclt’; is not a tree, otherwis@’ = G — G; would admit a cct, as well a8 = G’ U G;. Then, each
G,; must contain a cycle({s, Cy, or C5, since extended;-laden graphs contain no inducég] for all h > 6). It
follows thatG contains one of the following graphs as an induced subg@phiCs, C3 U Cy, C3UCs, Cy U Cy,
C4 U5, orCs U Cs. This is a contradiction.

CASE 2:G is disconnected.

Write G = G1 + Gy + - - + G}, wherek > 2 andG; is connected foi < i < k. If someG; is a complete
subgraph, by minimality o€z the graphG — G; admits a cct, as well a§. Contradiction. Hence, assume that
everyG, contains a pair of non-adjacent verticesk I# 3 thenG containsl, + I + I> as an induced subgraph, a
contradiction. Ifk = 2, we consider three possibilities:

e CASE 2.1:BothG; andGs containls. ThenG containsls + I3 as an induced subgraph, a contradiction.

e CASE 2.2:Exactly one ofGG;, G, containsls.

Without loss of generality, suppose th@i contains/s. SubgraphG, cannot contairC’s, otherwiseG
containsl; + C5 as an induced subgraph. In additié#y cannot contairP,, otherwise containslz + P,

as an induced subgraph. Therefakg,does not contaif’s, Cs, andPy, i.e.,G is a triangle-free connected
cograph, which implies thati, is complete bipartite. We conclude th@t is a union of two disjoint,
nonempty clique€’ andC’. Assume thatC| > |C’|. If |C’| > 2 thenG containsl; + 2K as an induced
subgraph. ThugC| > |C'| = 1.

If G, is a split graph thev’ (G1) can be partitioned into an independent Setand a cliqueC,; henceG
admits cctC' U C4, a contradiction. Therefor&; containsls + C5 (if G containsCs), or Iy + 2K, (if

G contain2K), or I, + I + I, (if G containsCy) as an induced subgraph; hence, all these cases are
contradictory.

e CASE 2.3:Both G; andG> do not contain’s.

If G or G, containgC; thenG containsl,; + Cs as an induced subgraph. Therefore b@ihandG2 do not
containCs. If both G; andGs containP, thenG containsPy + P, as an induced subgraph, a contradiction.
Without loss of generality, suppose th@ does not contaiP,. SinceCs and P, are self-complementary
graphs, note tha®, does not contaid’;, Cs, andP,; hence G5 is a triangle-free connected cograph, as in
Case 2.2. From this fact, we derive exactly the same cowtiads as in that case.

CASE 3:G andG are connected. By Theorem 2, the analysis of this case idla&$o
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If Gis trivial or G = P; or G = P or G = C5 thenG admits a cct, which is a contradiction.

If G is a pseudo-split graph whose vertex set has a partitioiC, R), whereR is the head and induces an
extendedPy-laden graph, then, by minimality @¢f, G[R] admits a cct, namelg. In this case(F also admits a
cct, namelylC U C1, which is again a contradiction.

If G is a quasi-spider whose he®&dinduces an extende#d,-laden graph, we analyze three subcases:

e CASE 3.1:G is a quasi-spider with a g-vertaxe S replaced by either af, or a K> with verticesu, v.
In this case, the subséf — {s}) U {u, v} U K induces a subgraph with ckt. Notice that, by minimality,
G[R] admits a cct, sag’;. ConsequentlyF admits a cctC U C4, since(S — {s}) U {u,v} U (R — Cy)
induces a forest. Contradiction.

e CASE 3.2:G is a quasi-spider with a g-vertéxe K replaced by &, with verticesu, v. In this case, the
subsetS U (K — {k} U {u, v} induces a subgraph with c@€ — {k}) U {u, v}. By minimality, G[R] admits
a cctCy. Consequentlyy admits cct(}C — {k}) U {u, v} Uy, which is a contradiction.

e CASE 3.3:G is a quasi-spider with a g-vertéxc K replaced by ads with verticesu, v. We analyze two
additional possibilities:

e G[R] = (C,I) is a split graph, wheré is an independent set addis a clique. Then¢G admits a cct
(K —{u})uUC, becaus& U I U{u} induces a forest. This is a contradiction.

e G[R] is not a split graph, i.e., contaird(s, Cy, or C; as an induced subgraph. Théncontains one
of the following graphs as an induced subgraph:+ 2K, Iy + I + I, or Is + C5. Contradiction.
This concludes the proof of the theorem.

4 Recognizing extended P;-laden graphs with cct in linear time

The proof of the previous theorem directly gives a linearetirecognition algorithm for extendd@,-laden
graphs with cct (Algorithm 1, described below).
The linear-time complexity is justified by the following tac

(i) the primeval tree can be computed in linear time [10];
(ii) all the if-conditions in the algorithm can be checked in linear time.

In order to prove (ii), it suffices to show that tifeconditions based on recursive calls (lines 7, 13, 38, and 42
can be checked in linear time. (The remaining if-conditiars all easily checkable in linear time.) We use an
inductive argument. First, it is clear that for a trivial ghaone can check in linear time whether it admits a cct.
Now we consider how recursive calls are made as Algorithravietises the primeval tree of the input graphin

line 7 of the algorithm, a recursive call for each subtre@eisted with child subgrap&’; of G is made. In line
13, a recursive call is made only for the subtree associaitbdohild subgraph;. Finally, in lines 38 and 42, a
recursive call is made only for the subtree associated wild subgraphG[R]. In any case, the recursive calls are
made on subtrees corresponding to vertex-disjoint sulbgrafiz. Assuming by induction that for graplig with
fewer thann vertices (where: = |V (G)|) one can check whethéf admits a cct in time linear in the size &f,

we conclude that all th#-conditions in lines 7, 13, 38, and 42 can be checked in tiresli in the size of;.

5 Conclusions

In this work, we use the structure of the extendgdaden graphs and its primeval tree decomposition to peovid
a characterization by forbidden subgraphs of extenethden graphs which admit clique cycle transversal, or,
alternatively, which can be partitioned into a completgofgrand a forest (acyclic graph). As a consequence, we
develop a linear time recognition algorithm for this claggm@phs.
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Algorithm 1: Checking a cct in an extendd®}-laden graptG

1
2
3
4
5
7
8

9
10
11
13
14

15
16
17
18
19
20
21
23
24
25
27

28
29
30
31
32
33

34
35
36
38
39

40

42
43

44

45
46
47

Input: Primeval tre€l; of G, whereG1, G2, ..., Gy are the children of root nodé
Output: YES and a cct of7, or NO and a forbidden induced subgraph
if G is disconnectedhen
if G; is acyclic foralli = 1,. .., k then output YES and cdf;
elseif there existy;, G; (i # j) containing cycles3;, B;, respectivelythen
L output NO and forbidden subgragh U B;

elseif there is exactly onéf; containing a cycleéhen
if G; recursively admits a caf’; then output YES and cof;
else output NO and forbidden subgragh; of G;

eseif G is disconnectedhen

if Gy is trivial forall = 1, ..., k then output YES and ccV (G);

elseif there is exactly one nontrividl;, sayG: then

if G, recursively admits a caf’; then output YES and co€’y U V(G2) U --- U V(Gi);
else output NO and forbidden subgragh; of G

elseif there are nontrivialG;, G;, G, (for distincti, 7, k) then output NO and forbidden subgragh + I + I»
elseif there are exactly two nontrivial subgraphis, G; (sayGi, G2) then
if bothG1 and G2 containis then output NO and forbidden subgragh + Is;
eseif exactly one of the subgraplds; , G2 contains/s, sayG; then
if G2 containsC's then output NO and forbidden subgragh + Cs;
dseif G2 containsP, then output NO and forbidden subgragh + Px;
else
Let C, C’ be cliques s.tV (G2) = C U C’ with |C| > |C'|;
if |C’| > 2 then output NO and forbidden subgragh + 2K>;
eseif G is split withV (G) = Sy U C; then output YES and cof’ U C1;
else output NO and forbidden subgrapgh + H, whereH € {2K2,C4,Cs}

elseif bothG; and G> do not contain/s then
if G1 or G4 containsC’s then output NO and forbidden subgrapgh + Cs;
elseif G1 and G- contain P, then output NO and forbidden subgragh + Px;
else

suppose that’z does not contaitks;

perform the same code in lines 23-27

eseif G andG are connectedhen
if G is trivial or G = Ps or G = Ps or G = Cj then output YES and a corresponding c@t:0, C, or Ko;
eseif G is a pseudo-split graph with' (G) = (S, C, R) then

if G[R] recursively admits a caf'; then output YES and cck U C';

else output NO and forbidden subgragh of G[R]

elseif G is a quasi-spider with a g-vertexe S replaced byl», or a g-vertexs € S replaced byK>, or a g-vertex
k € K replaced by aK» with verticesu, v then
if G[R] recursively admits a caf'; then

| output YES and the corresponding cktJ C1, K U C1, or (K — {k}) U {u,v} U C:

| elseoutput NO and corresponding forbidden subgraplof G[R]

elseif G is a quasi-spider with a g-vertex € K replaced by al» with verticesu, v then
if G[R] is splitwithG[R] = (I, C) then output YES and cctk — {u}) U C;
| elseoutput NO and forbidden subgragh + H, whereH € {2K2,C4,Cs}
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