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We survey multivariate limit theorems in the framework of the contraction method for recursive sequences as arising in

the analysis of algorithms, random trees or branching processes. We compare and improve various general conditions

under which limit laws can be obtained, state related open problems and give applications to the analysis of algorithms

and branching recurrences.
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1 Introduction

We survey multivariate limit laws for sequences of random vectors which satisfy distributional recursions

as they appear under various models of randomness for parameters of trees, characteristics of divide-

and-conquer algorithms, or, more generally, for quantities related to recursive structures or branching

processes.

While the area of probabilistic analysis of algorithms, since its introduction in the 60s of the last century

by Knuth [25, 26, 27] has been dominated by analytic techniques based on generating functions, over the

last decade, among other probabilistic techniques, the so called contraction method has been developed.

This method was first introduced for the analysis of Quicksort in Rösler [45] and further on developed

independently in Rösler [46] and Rachev and Rüschendorf [43], and later on in Rösler [48] and Neininger

and Rüschendorf [40, 41], see also the survey article of Rösler and Rüschendorf [49].

In this survey we discuss multivariate aspects of the approach of the contraction method. In particular

we study various conditions, under which multivariate limit laws can be established, mention applications

to the probabilistic analysis of algorithms and connections to other areas as branching processes, and

indicate as to which extend a multivariate point of view may also add flexibility to univariate studies.
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Throughout this note we study sequences of d-dimensional vectors (Yn)n≥0, which satisfy the distri-

butional recursion

Yn
D
=

K
∑

r=1

Ar(n)Y
(r)

I
(n)
r

+ bn, n ≥ n0, (1)

with (A1(n), . . . , AK(n), bn, I
(n)

), (Y
(1)
n ), . . . , (Y

(K)
n ) independent, A1(n), . . . , AK(n) random d × d-

matrices, bn a random d-dimensional vector, I(n) a vector of random cardinalities I
(n)
r ∈ {0, . . . , n}

and (Y
(1)
n ), . . . , (Y

(K)
n ) identically distributed as (Yn). The

D
= denotes equality in distribution and we

have n0 ≥ 1. Note that we do not define the sequence (Yn) by (1), we only assume that (Yn) satisfies

recurrence (1). The number K ≥ 1 is, for simplicity of presentation, considered to be fixed in our

discussion. However, extensions to random K depending on n have also been studied.

We will indicate below how various problems form the area of analysis of algorithms and other areas

fit into this general scheme by taking special choices for the parameters A1(n), . . . , AK(n), bn, I
(n)

, K,

and n0.

We normalize Yn by

Xn := Σ−1/2
n (Yn − Mn), n ≥ 0, (2)

where Mn ∈ R
d and Σn is a positive-definite square matrix. If first or second moments for Yn are

finite the natural choices for Mn and Σn are the mean vector E Yn and the covariance matrix Cov(Yn)
respectively. The Xn satisfy

Xn
D
=

K
∑

r=1

A(n)
r X

(r)

I
(n)
r

+ b(n), n ≥ n0, (3)

with

A(n)
r := Σ−1/2

n Ar(n)Σ
1/2

I
(n)
r

, b(n) := Σ−1/2
n

(

bn − Mn +

K
∑

r=1

Ar(n)M
I
(n)
r

)

(4)

and independence relations as in (1).

The contraction method provides transfer theorems, which state that, under various conditions, conver-

gence of the coefficients A
(n)
r → A∗

r , b(n) → b∗ implies weak convergence of the parameters (Xn) to a

limit X . The limit distribution L(X) satisfies a fixed-point equation obtained from (3) by letting formally

n → ∞:

X
D
=

K
∑

r=1

A∗
rX

(r) + b∗. (5)

Here (A∗
1, . . . , A

∗
K , b∗), X(1), . . . , X(K) are independent and X(r) ∼ X for r = 1, . . . ,K, where X ∼ Y

denotes equality of the distributions of X, Y .
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In the context of the contraction method, the fixed-point equation (5) is used to define a map T from

the space Md of all Borel measures on R
d to itself by

T : Md → Md (6)

µ 7→ L
(

K
∑

r=1

A∗
rZ

(r) + b∗
)

,

where (A∗
1, . . . , A

∗
K , b∗), Z(1), . . . , Z(K) are independent and Z(r) ∼ µ for r = 1, . . . ,K. Clearly, a

random variable X satisfies (5) if and only if its distribution L(X) is a fixed-point of the map T .

Usually, maps of type T have multiple fixed-points in Md, but once restricted to appropriate subspaces

of Md such fixed-points become unique. The name of the method refers to the fact that such unique

fixed-points are obtained by showing that the restriction of T to suitable subspaces of Md, which are

endowed with complete metrics, form a contraction in the sense of Banach’s fixed-point theorem and that

these fixed-point measures are the distributional limits of the rescaled quantities Xn as given in the basic

recurrence (3).

Various probability metrics have been proposed to obtain Lipschitz properties for the maps T . It turned

out that different classes of recursive problems of type (3) necessitate different metrics. Two classes of

probability metrics are of particular importance in this respect, the minimal Lp metrics and the Zolotarev

metrics.

In section 2 we recall these probability metrics together with Lipschitz properties of the map T , then,

in section 3, we collect multivariate limit laws, discuss the various conditions needed, give some im-

provements and state an open problem. In section 4 applications of the general framework are given.

First, we discuss some known applications from the area of algorithms and random trees, then we develop

asymptotic results for branching processes, that can also be covered by the general framework.

2 Probability metrics

The minimal Lp metric ℓp, p > 0, is defined for µ, ν ∈ Md
p := {σ ∈ Md :

∫

‖x‖pdσ(x) < ∞} by

ℓp(µ, ν) = inf{( E ‖X − Y ‖p)1∧(1/p) : X ∼ µ, Y ∼ ν}, (7)

where ‖ · ‖ denotes Euclidean norm. The metric space (Md
p, ℓp) is complete. The metric ℓp has frequently

been used in the analysis of algorithms since its introduction in this context by Rösler [45] for the analysis

of Quicksort, see, e.g., [31, 39, 37]. An advantage of this metric is that for estimates it is convenient

to work with optimal couplings of measures, i.e., with choices of random variables X, Y such that the

infimum in (7) becomes a minimum.

Another important class of metrics are the Zolotarev metrics ζs, s > 0, see [53], defined for µ, ν ∈ Md,

with X ∼ µ and Y ∼ ν, by

ζs(µ, ν) = sup
f∈Fs

|E (f(X) − f(Y ))|,

where for s = m + α, 0 < α ≤ 1, m ∈ N0, and

Fs := {f ∈ Cm(Rd, R) : ‖f (m)(x) − f (m)(y)‖ ≤ ‖x − y‖α},
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where Cm(Rd, R) denotes the space of m times differentiable functions and f (m) the mth derivative of

a function f . A nontrivial issue is to decide whether ζs(µ, ν) is finite or not. Subsequently we will only

need that for finiteness of ζs(L(X),L(Y )) it is sufficient that X and Y have identical mixed moments up

to order m and both a finite absolute sth moment. Since ζs is of main interest for s ≤ 3, we introduce

the following special spaces of measures to ensure finiteness. For 2 < s ≤ 3 we have to control the mean

and the covariances in order to obtain the finiteness of the ζs metric. We define for 0 < s ≤ 3, a vector

m ∈ R
d, and a symmetric positive semidefinite d × d matrix Σ the spaces

Md
s(m,Σ) := {µ ∈ Md

s : E µ = m,Cov(µ) = Σ}, 2 < s ≤ 3

Md
s(m,Σ) := Md

s(m) := {µ ∈ Md
s : E µ = m}, 1 < s ≤ 2,

Md
s(m,Σ) := Md

s , 0 < s ≤ 1.

Then ζs is finite on Md
s(m,Σ) × Md

s(m,Σ) for all 0 < s ≤ 3, m ∈ R
d, and symmetric, positive

semidefinite Σ. Note that for s < 2 the Σ in Md
s(m,Σ) has no meaning as has the m for 0 < s ≤ 1.

The most important property of ζs for the contraction method is that it is (s,+) ideal, i.e., we have

ζs(X + Z, Y + Z) ≤ ζs(X, Y ), ζs(cX, cY ) = |c|sζs(X, Y ), (8)

for all Z independent of X, Y and c ∈ R \ {0}, valid, whenever these distances are finite.

Note that both, convergence in ℓp for some p > 0 or in ζs for some s > 0, imply weak convergence.

From the perspective of the contraction method it is crucial under which conditions on (A∗
1, . . . , A

∗
K , b∗)

and on which spaces the map T defined in (6) is a contraction. We have the following estimates on Lips-

chitz constants for T : For 0 < s ≤ 3 restricted to the metric space (Md
s(m,Σ), ζs) we have

ζs(T (µ), T (ν)) ≤
(

K
∑

r=1

E
∥

∥Ar‖s
op

)

ζs(µ, ν), µ, ν ∈ Md
s(m,Σ),

where, for a matrix A, we denote ‖A‖op := sup‖x‖≤1 ‖Ax‖. On the metric space (Md
p, ℓp) for p ≥ 1 we

have

ℓp(T (µ), T (ν)) ≤
(

K
∑

r=1

∥

∥

∥

∥

∥Ar‖op

∥

∥

∥

p

)

ℓp(µ, ν), µ, ν ∈ Md
p,

where, for random variates, ‖ · ‖p denotes the Lp norm. On (Md
2(0), ℓ2) we have

ℓ2(T (µ), T (ν)) ≤
∥

∥

∥

∥

∥

K
∑

r=1

E
[

(A∗
r)

tAr

]

∥

∥

∥

∥

∥

1/2

op

ℓ2(µ, ν), µ, ν ∈ Md
2(0),

where At denotes the transposed of a matrix A. See, for references [6, 37, 40].

3 Multivariate limit laws

In this section we state some general limit laws that transfer convergence of the coefficients A
(n)
r → A∗

r ,

b(n) → b∗ to the quantities itself, cf. (3) and (5), and discuss the various conditions needed from the point

of view of the probability metric used. We denote by
Ls−→ convergence in the Ls norm. The following

theorem can, in part, be found in [37, 40]:
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Theorem 3.1 Let (Xn) be s-integrable, 0 < s ≤ 3 and satisfy the recurrence (3), where the Xn are

centered if s > 1 and have the identity matrix Idd as covariance matrix if s > 2. Assume that, as

n → ∞,
(

A
(n)
1 , . . . , A

(n)
K , b(n)

)

Ls−→
(

A∗
1, . . . , A

∗
k, b∗

)

, (9)

E

K
∑

r=1

∥

∥A∗
r

∥

∥

s

op
< 1, and (10)

E

[

1
{I

(n)
r ≤ℓ}∪{I

(n)
r =n}

‖A(n)
r ‖s

op

]

→ 0 (11)

for all ℓ ∈ N and r = 1 . . . , K. Then we have

ζs(Xn, X) → 0, n → ∞,

where L(X) is the in Md
s(0, Idd) unique fixed-point of T .

In the case s = 2 and (10) replaced by

K
∑

r=1

E
∥

∥(A∗
r)

tA∗
r

∥

∥

op
< 1, (12)

we have

ℓ2(Xn, X) → 0, n → ∞.

Note that the cases 0 < s ≤ 1, 1 < s ≤ 2, and 2 < s ≤ 3 are substantially different from the perspective

of applications. For the case 2 < s ≤ 3 the condition L(Xn) ∈ Md
s(0, Idd) requires that an original

sequence (Yn) is scaled in (2) by its exact mean Mn and covariance matrix Σn. For the verification of

the convergence of (A
(n)
1 , . . . , A

(n)
K , b(n)) in (9) one has to draw back to the representations of A

(n)
r and

b(n) given in (4) that contain Mn and Σn. Hence, for the application of Theorem 3.1 with 2 < s ≤ 3 one

needs to know E Yn and Cov(Yn) in advance. This is different for s ≤ 2. For 1 < s ≤ 2 we only need

L(Xn) ∈ Md
s(0), thus by the same argument, Mn = E Yn needs to be known in advance but Cov(Yn)

may be unknown. Moreover, in the case s = 2, convergence in ζ2 or ℓ2 both imply convergence of all

second (mixed) moments, i.e., convergence of the covariance matrix Cov(Xn) to Cov(X). This fact will

be exploited in the applications in sections 4.1 and 4.2. If Theorem 3.1 is applied with s ≤ 1 there are no

conditions on the first two moments of Xn, only ‖Xn‖s < ∞ is needed. Similarly, for s = 1, convergence

in ζ1 = ℓ1 implies convergence of the expectations, E Xn → E X .

By ‖(A∗
r)

tA∗
r‖op ≤ ‖A∗

r‖2
op we obtain that condition (12) is weaker than condition (10) for s = 2.

However, the map T is a contraction on (Md
2(0), ℓ2) under the even weaker condition

∥

∥

∥

∥

∥

K
∑

r=1

E
[

(A∗
r)

tA∗
r

]

∥

∥

∥

∥

∥

op

< 1, (13)

cf. Burton and Rösler [6, Theorem 1], for K = 1, and Neininger [37, Lemma 3.1]. Since, intuitively, such

an underlying contraction may be sufficient to obtain a convergence result as in Theorem 3.1 we are led

to the following open problem:
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Problem 3.2 Weaken condition (12) in Theorem 3.1, so that the assertion ℓ2(Xn, X) → 0 remains true.

Can one replace condition (12) by condition (13)?

Note that weakening (12) towards (13) has the additional advantage that the norm in (13) in applications

typically is easy to compute since only the norm of a fixed matrix has to be computed, whereas for the

expectation in (12) one has to do an integration over the possibly complicated norm there, see (30) and

(31) in section 4.2 for an example.

We will show in Theorem 3.3 below that we can replace (12) by the weaker condition

lim sup
n→∞

K
∑

r=1

E

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
A(n)

r

]∥

∥

∥

op
< 1, (14)

where A(n)
r is the σ-algebra generated by I

(n)
r , A(n)

r = σ(I
(n)
r ) ⊂ A, with an underlying probability

space (Ω,A, P). Note that (14) with A(n)
r = A for all n ≥ 1 and r = 1, . . . ,K coincides, under (9), with

condition (12), whereas (14) with the trivial σ-algebra A(n)
r = {∅,Ω} for all n ≥ 1 and r = 1, . . . ,K is

almost condition (13), only the sum being outside the norm. The smaller A(n)
r is, the weaker is condition

(14).

In the special case of diagonal matrices (A
(n)
1 , . . . , A

(n)
K ) the assertion of Theorem 3.1 remains true

when (12) and (11) are replaced by

lim sup
n→∞

n
∑

i=0

max
1≤k≤d

E

K
∑

r=1

(

1
{I

(n)
r =i}

(

A(n)
r

)2

kk

)

< 1,

lim
n→∞

∑

i∈{0,...,ℓ}∪{n}

max
1≤k≤d

E

K
∑

r=1

(

1
{I

(n)
r =i}

(

A(n)
r

)2

kk

)

= 0,

see Neininger [37, Corollary 4.2]. Here, the expectation inside the maximum corresponds to the expecta-

tion inside the norm in (13). By (A)ij we denote the ijth entry of a matrix A.

In the case of branching recurrences discussed in section 4.3, that is when I
(n)
r = n−1 for r = 1, . . . ,K

and general (A
(n)
1 , . . . , A

(n)
K , b(n)) not depending on n, we are able to replace (12) by (13), see Theorem

4.4 below.

Theorem 3.3 Let (Xn) be square integrable and satisfy the recurrence (3), where the Xn are centered.

Assume that, as n → ∞,
(

A
(n)
1 , . . . , A

(n)
K , b(n)

)

L2−→
(

A∗
1, . . . , A

∗
k, b∗

)

, (15)

lim sup
n→∞

K
∑

r=1

E

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

]∥

∥

∥

op
< 1, (16)

E

[

1
{I

(n)
r ≤ℓ}∪{I

(n)
r =n}

∥

∥

∥
(A(n)

r )tA(n)
r

∥

∥

∥

op

]

→ 0, (17)

for all ℓ ∈ N and r = 1 . . . , K. Then we have

ℓ2(Xn, X) → 0, n → ∞,

where L(X) is the in Md
2(0) unique fixed-point of T .
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Proof: By Jensen’s inequality (16) implies ‖∑ E [(A∗
r)

tA∗
r ]‖op < 1. By the definition of b(n) we have

E b(n) = 0 for all n ≥ n0. Thus, the L2-convergence of (b(n)) implies E b∗ = 0. Therefore, by

Lemma 3.1 in Neininger [37], T has a unique fixed-point L(X) in Md
2(0). Let X

(r)
n ∼ Xn, X(r) ∼

X so that (X
(r)
n , X(r)) are optimal couplings of (Xn, X) for all n ∈ N and r = 1, . . . ,K and that

(A
(n)
1 , . . . , A

(n)
K , b(n), I(n)), (X

(1)
n , X(1)), . . . , (X

(K)
n , X(K)) are independent. The first step is to derive

an estimate of ℓ22(Xn, X) in terms of ℓ22(Xi, X) with indices i ≤ n−1. This reduction inequality, cf. (21),

for the sequence (ℓ22(Xn, X)) will be sufficient to deduce ℓ2(Xn, X) → 0. We use the representations

(3) and (5) of Xn and X respectively. For the X
(r)
n and X(r) occurring there we use optimal couplings to

keep the arising distances small. For n ≥ n0,

ℓ22(Xn, X) ≤
∥

∥

∥

∥

∥

K
∑

r=1

(

A(n)
r X

(r)

I
(n)
r

− A∗
rX

(r)
)

+ b(n) − b∗

∥

∥

∥

∥

∥

2

2

=

K
∑

r=1

∥

∥

∥
A(n)

r X
(r)

I
(n)
r

− A∗
rX

(r)
∥

∥

∥

2

2
+
∥

∥

∥
b(n) − b∗

∥

∥

∥

2

2

+

K
∑

r,s=1
r 6=s

E

〈

A(n)
r X

(r)

I
(n)
r

− A∗
rX

(r), A(n)
s X

(s)

I
(n)
s

− A∗
sX

(s)
〉

+ 2

K
∑

r=1

E

〈

A(n)
r X

(r)

I
(n)
r

− A∗
rX

(r), b(n) − b∗
〉

. (18)

The third and fourth summand in (18) are zero by independence and E X(r) = E X
(r)

I
(n)
r

= 0. By our

assumption we have ‖b(n) − b∗‖2
2 → 0 for n → ∞, so we only have to care about the first summand:

K
∑

r=1

∥

∥

∥
A(n)

r X
(r)

I
(n)
r

− A∗
rX

(r)
∥

∥

∥

2

2

=

K
∑

r=1

∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)

+
(

A(n)
r − A∗

r

)

X(r)
∥

∥

∥

2

2

=

K
∑

r=1

(∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)∥

∥

∥

2

2
+
∥

∥

∥

(

A(n)
r − A∗

r

)

X(r)
∥

∥

∥

2

2
(19)

+ 2 E

〈

A(n)
r

(

X
(r)

I
(n)
r

− X(r)
)

,
(

A(n)
r − A∗

r

)

X(r)
〉)

.

By (15), independence, and ‖X‖2 < ∞ we obtain

∥

∥

∥

(

A(n)
r − A∗

r

)

X(r)
∥

∥

∥

2

2
→ 0, n → ∞,
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for all r = 1, . . . ,K. The third summand in (19) can be estimated by

E

〈

A(n)
r

(

X
(r)

I
(n)
r

− X(r)
)

,
(

A(n)
r − A∗

r

)

X(r)
〉

≤ E

[∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)∥

∥

∥

∥

∥

∥

(

A(n)
r − A∗

r

)

X(r)
∥

∥

∥

]

≤
∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)
∥

∥

∥

2

∥

∥

∥

(

A(n)
r − A∗

r

)

X(r)
∥

∥

∥

2

≤
∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)∥

∥

∥

2
o(1)

≤ max

{

1,
∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)∥

∥

∥

2

2

}

o(1)

≤
∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)∥

∥

∥

2

2
o(1) + o(1),

where the non-trivial factor in the latter display is the same as the first summand in (19). For this we

estimate, by conditioning on I
(n)
r , and using that conditioned on I

(n)
r the random variates (A

(n)
r )tA

(n)
r

and X
(r)

I
(n)
r

− X(r) are independent,

∥

∥

∥
A(n)

r

(

X
(r)

I
(n)
r

− X(r)
)∥

∥

∥

2

2
(20)

= E

〈

X
(r)

I
(n)
r

− X(r), (A(n)
r )tA(n)

r

(

X
(r)

I
(n)
r

− X(r)
)〉

= E

[

E

[〈

X
(r)

I
(n)
r

− X(r), (A(n)
r )tA(n)

r

(

X
(r)

I
(n)
r

− X(r)
)〉 ∣

∣

∣
I(n)
r

]]

= E

[

E

[〈

X
(r)

I
(n)
r

− X(r), E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

] (

X
(r)

I
(n)
r

− X(r)
)〉
∣

∣

∣
I(n)
r

]]

≤ E

[

E

[

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

]∥

∥

∥

op

∥

∥

∥
X

(r)

I
(n)
r

− X(r)
∥

∥

∥

2 ∣
∣

∣
I(n)
r

]]

= E

[

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

]∥

∥

∥

op
E

[

∥

∥

∥
X

(r)

I
(n)
r

− X(r)
∥

∥

∥

2 ∣
∣

∣
I(n)
r

]]

= E

[

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

]
∥

∥

∥

op
a

I
(n)
r

]

,

where we define the sequence (ai) by ai := ℓ22(Xi, X) and use that X
(r)
i and X(r) are optimal couplings

of Xi and X . Subsequently, by o(1) we denote a generic deterministic sequence tending to zero as

n → ∞, that may be different at different occurrences. Putting the estimates together and denoting

A((n))
r :=

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

]∥

∥

∥

op
(1 + o(1)),
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we obtain

ℓ22(Xn, X) = an ≤
K
∑

r=1

E

[

A((n))
r a

I
(n)
r

]

+ o(1)

=

K
∑

r=1

E

[

n
∑

i=0

1
{I

(n)
r =i}

A((n))
r ai

]

+ o(1)

=

n
∑

i=0

(

K
∑

r=1

E

[

1
{I

(n)
r =i}

A((n))
r

]

)

ai + o(1).

With the abbreviations

pn :=

K
∑

r=1

E

[

1
{I

(n)
r =n}

A((n))
r

]

, η := lim sup
n→∞

K
∑

r=1

E

∥

∥

∥
E

[

(A(n)
r )tA(n)

r

∣

∣

∣
I(n)
r

]∥

∥

∥

op

this implies the reduction inequality

(1 − pn)an ≤
K
∑

r=1

E A((n))
r sup

0≤i≤n−1
ai + o(1) (21)

= (η + o(1)) sup
0≤i≤n−1

ai + o(1).

By (17) we have pn → 0, thus the assumption η < 1 in (16) implies that (an) is a bounded sequence.

We define a := lim sup an. Now, there is a η < η+ < 1 such that for all ε > 0 there is an n1 ∈ N with

an ≤ a + ε for all n ≥ n1 and such that the pre-factor in (21) satisfies
∑

E [A
((n))
r ] ≤ η+ for n ≥ n1.

Then from (21) we deduce

an ≤ 1

1 − pn

[

n1−1
∑

i=0

(

K
∑

r=1

E

[

1
{I

(n)
r =i}

A((n))
r

]

)

ai

+

n−1
∑

i=n1

(

K
∑

r=1

E

[

1
{I

(n)
r =i}

A((n))
r

]

)

(a + ε) + o(1)

]

≤ 1

1 − pn

(

η+(a + ε) + o(1)
)

,

where (17) has been used. The o(1) depends on ε. Since ε > 0 is arbitrary we conclude with n → ∞ that

a = 0. ✷

4 Applications of the multivariate framework

4.1 Quicksort

In this section as a first application of the multivariate transfer theorems of section 3 the analysis of the

median-of-(2t + 1) version of Hoare’s Quicksort algorithm is given. The problem is to sort an array of n
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distinct numbers. The Quicksort algorithm chooses one of the elements (the so-called pivot) and compares

all the other elements with the pivot. The elements smaller than the pivot are written in the array to the left

of the pivot, the elements larger are written right to the pivot. Then Quicksort is applied recursively to the

sub-arrays left and right of the pivot, for details see, e.g., Mahmoud [30]. For measuring the performance

of Quicksort algorithms several parameters have been considered, the most important being the number

of key comparisons and key exchanges.

We assume that the initial numbers’ ranks are given as a random permutation, each permutation being

equally likely and that the splitting into the sub-arrays is done while preserving randomness in and inde-

pendence between the sub-arrays. For the number of key comparisons Cn a huge body of probabilistic

results is available even for the median-of-(2t+1) version of Quicksort, a version, where the pivot element

is chosen as the median of a sub-sample of 2t + 1 elements taken uniformly at random from the num-

bers to be sorted. These results include in particular asymptotic expressions for the means and variances,

as well as limit laws for the scaled quantities, and large deviation inequalities, see Hennequin [17, 18],

Régnier [44], Rösler [45, 48], McDiarmid and Hayward [11], Bruhn [5], and for a detailed survey the

book of Mahmoud [30]. For the number of key exchanges Bn executed while creating the sub-arrays (in

standard implementations, see Sedgewick [50]), the mean and variance were for general t ≥ 0 studied in

Hennequin [18], Chern and Hwang [7] refined the analysis of the mean, and Hwang and Neininger [20]

gave a limit law for the standard case t = 0.

Here we sketch a bivariate asymptotic analysis for the joint distribution Yn := (Cn, Bn) for general

t ≥ 0, as given in Neininger [37]. From a practical point of view linear combinations Cn + wBn with

w > 0 are of interest. These model the cost of the algorithm assuming that a key exchange has w times

the cost of a comparison. Here, naturally the covariance of Cn and Bn arises that drops automatically out

in the bivariate approach below.

The number of key comparisons Cn for median-of-(2t + 1) Quicksort satisfies the recursion

Cn
D
= C

(1)
In

+ C
(2)
n−1−In

+ n − 1 + Sc
n, n ≥ n0,

where In+1 is the order of the pivot element of the first partition stage. Furthermore, (C
(1)
n ), (C

(2)
n ), (In, Sc

n)

are independent, C
(1)
n ∼ C

(2)
n ∼ Cn, and (Sc

n) is a sequence of uniformly bounded random variables

which models the number of key comparisons for the selection of the median in the 2t + 1 sample.

No further conditions on Sc
n are required. To initialize the algorithm some (random) bounded costs

C0, . . . , Cn0−1 have to be given with a n0 ≥ 2t + 1 denoting the maximal size of the sub-arrays, which

may be sorted by some other sorting procedure.

For the number of key exchanges we have

Bn
D
= B

(1)
In

+ B
(2)
n−1−In

+ Tn + Sb
n, n ≥ n0, (22)

with (B
(1)
n ), (B

(2)
n ), (In, Tn, Sb

n) being independent, B
(1)
n ∼ B

(2)
n ∼ Bn, Tn denoting the number of key

exchanges during the partitioning step, and (Sb
n) a uniformly bounded sequence counting exchanges for

the selection of the pivot element. We also need initial values B0, . . . , Bn0−1. The Tn depend on the

orders In + 1 of the pivot elements. We have

P(Tn = j | In = k) =

(

k
j

)(

n−1−k
j

)

(

n−1
k

) , 0 ≤ j ≤ k ≤ n − 1,
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see Sedgewick [50].

We emphasize that the relation (22) is only correct due to the assumption that the numbers are permuted

uniformly at random and that the randomness and independence between sub-arrays is preserved.

The expectations E Bn, E Cn have been studied in Sedgewick [50], Green [15], Hennequin [18], Bruhn

[5], Rösler [48], Chern and Hwang [7] and others. What is needed subsequently is that

E Bn =
t + 1

2(2t + 3)(H2t+2 − Ht+1)
n ln(n) + ctn + o(n), (23)

E Cn =
1

H2t+2 − Ht+1
n ln(n) + c′tn + o(n), (24)

with constants ct, c
′
t ∈ R depending on the indicial conditions and (Sc

n, Sb
n). We abbreviate

µ(t)
c :=

1

H2t+2 − Ht+1
, µ

(t)
b :=

t + 1

2(2t + 3)(H2t+2 − Ht+1)
.

The vector Yn = (Cn, Bn) satisfies the recursion

Yn
d
= Y

(1)

I
(n)
1

+ Y
(2)

I
(n)
2

+ bn, n ≥ n0,

with (Y
(1)
n ), (Y

(2)
n ), (I(n), bn) being independent, Y

(1)
n ∼ Y

(2)
n ∼ Yn, I(n) = (In, n − 1 − In), bn =

(n − 1 + Sc
n, Tn + Sb

n), and In, Tn as above. We scale using the matrix Σn = diag(n2, n2), where diag

denotes the diagonal matrix of the given entries. With the expansions (23) and (24) we obtain for the

scaled quantities Xn := Σ
−1/2
n (Yn − E Yn)

Xn
d
= A

(n)
1 X

(1)

I
(n)
1

+ A
(n)
2 X

(2)

I
(n)
2

+ b(n), n ≥ n0, (25)

with A
(n)
1 = diag(In/n, In/n), A

(n)
2 = diag((n − 1 − In)/n, (n − 1 − In)/n),

b(n) =

(

1 + µ(t)
c

(

I
(n)
1

n
ln

I
(n)
1

n
+

I
(n)
2

n
ln

I
(n)
2

n

)

,

Tn

n
+ µ

(t)
b

(

I
(n)
1

n
ln

I
(n)
1

n
+

I
(n)
2

n
ln

I
(n)
2

n

))

+ o(1),

and independence relations as in the original recursion. The o(1) depends on randomness, but the conver-

gence is uniform. For the L2 convergence of the coefficients in (25) we use that for all p > 0

In

n

Lp−→ V,
Tn

n

L2−→ V (1 − V ), n → ∞,

where V has the beta(t + 1, t + 1) distribution. We have the L2-convergences:

b(n) → b∗, A(n)
r → A∗

r , r = 1, 2,
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where

A∗
1 =

(

V 0
0 V

)

, A∗
2 =

(

1 − V 0
0 1 − V

)

, (26)

b∗ =
(

1 + µ(t)
c E(V ), V (1 − V ) + µ

(t)
b E(V )

)

, (27)

with E(V ) := V ln(V ) + (1 − V ) ln(1 − V ). From Theorem 3.1 we immediately obtain

Theorem 4.1 The normalized vector of the number of key comparisons and key exchanges made by a

median-of-(2t + 1) version of Quicksort satisfies

ℓ2

((

Cn − E Cn

n
,
Bn − E Bn

n

)

, X

)

→ 0, n → ∞,

where L(X) is the in M2
2(0) unique distributional fixed-point of T defined in (6) with (A∗

1, A
∗
2, b

∗) given

by (26), (27) and V there being beta(t + 1, t + 1) distributed.

Since convergence in ℓ2 implies convergence of all mixed moments up to order two we obtain in particular

Corollary 4.2 The asymptotic correlation and covariance of the number of key comparisons and key

exchanges made by a median-of-(2t + 1) Quicksort version are given by

Cor(Cn, Bn) = (1 + o(1))
E [b∗1b

∗
2]

√

E [(b∗1)
2] E [(b∗2)

2]
,

Cov(Cn, Bn) = (1 + o(1))
2t + 3

t + 1
E [b∗1b

∗
2]n

2,

where b∗ = (b∗1, b
∗
2) is given in (27).

The asymptotic correlation from Corollary 4.2 is for, e.g., (median-of-1) Quicksort

√
5(39 − 4π2)

2
√

(21 − 2π2)(99 − 10π2)

.
= −0.864.

Numerical values for these asymptotic correlations for t = 0, . . . , 10 are listed in Neininger [37, Table 1].

Note that similar bivariate limit laws and correlation coefficients for the number of key comparisons and

exchanges can be obtained for various variants and models of the closely related Quickselect algorithm,

in particular for the models assumed in Mahmoud, Modarres, and Smythe [31] and Hwang and Tsai [21]

and median-of-(2t + 1) versions of them.

4.2 Wiener index

The Wiener index of a connected graph is defined as the sum of the distances between all unordered

pairs of vertices of the graph, where the distance between two vertices is the minimum number of edges

connecting them in the graph. Here, we are discussing the probabilistic behavior of the Wiener index for

random binary search trees. A binary search tree is a data structure built up from a set of distinct numbers.

The first number becomes the root of the tree. Then the numbers are successively inserted recursively;
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each number is compared with the root. If it is smaller than the root, it goes to the left subtree, otherwise

to the right subtree. There this procedure is recursively iterated until we reach an empty subtree, where

the number is inserted. A random binary search tree with n vertices is one built up from an equiprobable

permutation of the numbers 1, . . . , n. For reference see Knuth [27].

Interestingly, this parameter does not fit in our framework due to certain dependencies between the toll

cost bn and the parameter itself (details are given below). However, in a bivariate setup of our framework

we surmount these dependencies.

Let In and Jn = n − 1 − In denote the cardinalities of the left and right subtree of the root of a binary

search tree containing n vertices. We denote by (WIn
, PIn

), (W ′
Jn

, P ′
Jn

) the pairs of the Wiener index

and the internal path length in the left and right subtree of the root respectively. The internal path length

of a rooted tree is defined as the sum of the distances between all vertices and the root. Thus by direct

enumeration we obtain the recurrence

Wn = WIn
+ W ′

Jn
+ bn,

where

bn = (PIn
+ P ′

Jn
+ n − 1) + JnPIn

+ InP ′
Jn

+ 2InJn.

It is known that the cardinality of the left subtree In is uniformly distributed over {0, . . . , n − 1} and

that, conditioned on this cardinality In, the left and right subtree have the distributions of random binary

search trees of cardinalities In and Jn respectively and are (stochastically) independent of each other.

This implies that with two sequences (Wn, Pn), (W ′
n, P ′

n) of pairs of Wiener indices and internal path

lengths in random binary search trees such that (Wn, Pn), (W ′
n, P ′

n) and In are independent we obtain

the distributional recurrence

Wn
D
= WIn

+ W ′
Jn

+ bn, n ≥ 1. (28)

Note that we have W0 = 0. The reason why we cannot apply our framework directly to the recurrence

(28) is that conditioned on In the quantities bn,WIn
,W ′

Jn
are dependent, where independence is essential

in recurrence (1). This dependence is caused by the dependence of the Wiener index and the internal path

length in each subtree.

Theorem 4.3 Let (Wn, Pn) denote the vector of the Wiener index and the internal path length of a random

binary search tree with n vertices. Then we have

E Wn = 2n2Hn − 6n2 + 8nHn − 10n + 6Hn, (29)

Var(Wn) =
20 − 2π2

3
n4 + o(n4),

(

Wn − E Wn

n2
,
Pn − E Pn

n

)

L−→ (W,P ),

where L(W,P ) is the in M2
2(0) unique fixed-point of the map T given in (6) with

A∗
1 =

[

U2 U(1 − U)
0 U

]

, A∗
2 =

[

(1 − U)2 U(1 − U)
0 1 − U

]

, b∗ =

(

6U(1 − U) + 2 E(U)
1 + 2 E(U)

)

,

and E(U) defined the line below (27). By Hn the n-th harmonic number Hn =
∑n

i=1 1/i is denoted and

by
L−→ convergence in distribution.
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Proof: (Sketch) For (29) see Hwang and Neininger [20]. Additionally to recurrence (28) we also have

Pn
D
= PIn

+ P ′
Jn

+ n − 1, n ≥ 1,

and obtain as well a distributional recurrence for the bivariate quantities (Wn, Pn):

(

Wn

Pn

)

D
=

[

1 n − In

0 1

](

WIn

PIn

)

+

[

1 n − Jn

0 1

](

W ′
Jn

P ′
Jn

)

+

(

2InJn + n − 1
n − 1

)

.

The rescaled quantities X0 := 0 and

Xn :=

(

Wn − E Wn

n2
,
Pn − E Pn

n

)t

, n ≥ 1,

and the analogously defined X ′
n satisfy the recurrence

Xn
D
= A

(n)
1 XIn

+ A
(n)
2 X ′

Jn
+ b(n), n ≥ 1,

where

A
(n)
1 =

[

(In/n)
2

In(n − In)/n2

0 In/n

]

, A
(n)
2 =

[

(Jn/n)
2

Jn(n − Jn)/n2

0 Jn/n

]

,

and b(n) = (b
(n)
1 , b

(n)
2 ) with

(

b
(n)
1

b
(n)
2

)

=

[

1/n2 0
0 1/n

]([

1 n − In

0 1

](

α
In

γ
In

)

+

[

1 n − Jn

0 1

](

α
Jn

γ
Jn

)

−
(

αn

γn

)

+

(

2InJn + n − 1
n − 1

))

,

where (αn, γn) = E (Wn, Pn). We plug in the expansions

αn = 2n2 ln(n) + (2γ − 6)n2 + o(n2),

γn = 2n ln(n) + (2γ − 4)n + o(n),

with Euler’s constant γ. After cancellation we obtain with the convention x lnx := 0 for x = 0,

b
(n)
1 =

1

n2

(

2I2
n ln

(

In

n

)

+ 2J2
n ln

(

Jn

n

)

+ 2InJn ln

(

In

n

)

+ 2InJn ln

(

Jn

n

)

+ 6InJn

)

+ o(1),

b
(n)
2 =

1

n

(

2In ln

(

In

n

)

+ 2Jn ln

(

Jn

n

)

+ n

)

+ o(1),
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where the o(1)s are random but the convergences hold uniformly. We model all quantities on a joint

probability space such that In/n → U for a uniform [0, 1] distributed random variate, where the con-

vergence holds almost surely and thus in L2. Then, by dominated convergence, we obtain the following

L2-convergences:

A
(n)
1 → A∗

1, A
(n)
2 → A∗

2, b(n) → b∗,

with (A∗
1, A

∗
2, b

∗) given in the theorem.

Solving the characteristic equation for (A∗
1)

tA∗
1 we obtain that the eigenvalue λ(U) of (A∗

1)
tA∗

1 being

larger in absolute value is given by

λ(U) = U2

(

1 + U2 + (1 − U)2

2
+

√

(1 + U2 + (1 − U)2)2

4
− U2

)

. (30)

This implies, since (A∗
1)

tA∗
1 and (A∗

2)
tA∗

2 are identically distributed, that

E
∥

∥(A∗
1)

tA∗
1

∥

∥

op
+ E

∥

∥(A∗
2)

tA∗
2

∥

∥

op
= 2 E λ(U) (31)

=
3

10
+

29

60

√
2 +

1

4
ln
(√

2 − 1
)

< 1.

Thus condition (12) is fulfilled and Theorem 3.1 can be applied and covariances and correlations can be

extracted from the bivariate fixed-point equation, see Neininger [38] for details. ✷

For another application of this technique in the analysis of quantities related to phylogenetic tree balance

see Blum, François and Janson [2].

4.3 Branching recurrences

Branching recurrences are sequences (Yn)n≥0, where Y0 is a random variable in R
d and for random d×d

matrices A1, . . . , AK and a random translation b in R
d we have, for n ≥ 1,

Yn
D
=

K
∑

r=1

ArY
(r)
n−1 + b, n ≥ 1, (32)

where (A1, . . . , AK , b), Y
(1)
n−1, . . . , Y

(K)
n−1 are independent and Y

(r)
n−1 ∼ Yn−1 for r = 1, . . . ,K. Hence,

these sequences are covered by our general setting (3) choosing I
(n)
r = n − 1 for r = 1, . . . ,K and with

(A1(n), . . . , AK(n), bn) being independent of n.

The special case K = 1 in (32) of an iteration of a random affine map has been studied intensively in the

literature with many respects, see, e.g., Kesten [23], Brand [4], Bougerol and Picard [3], Burton and Rösler

[6], Goldie and Maller [14], Diaconis and Freedman [10], and the references in these articles. The case

K ≥ 2 leads to branching type recursive sequences. In the one dimensional case without the immigration

term b and the Ar being independent and nonnegative this recursion was studied by Mandelbrot [35] for

the analysis of a model of turbulence of Yaglom and Kolmogorov. To this case further contributions on

nontrivial fixed points of a corresponding operator, the existence of moments of these fixed points and



46 Ralph Neininger and Ludger Rüschendorf

convergence of (Yn) to the fixed points were made in Kahane and Peyrière [22] and Guivarc’h [16]. The

case b = 0, A(r) ≥ 0 for r = 1, . . . K with dependencies was considered in Holley and Liggett [19]

and Durrett and Liggett [12] for the purpose of analyzing a problem in infinite particle systems. The case

b = 0 with deterministic coefficients (and K = ∞) was discussed in Rösler [47]. See this paper also

for references and an overview on the one-dimensional fixed point equations without immigration term.

The general form of the recursion (32) in dimension one was treated in Cramer and Rüschendorf [8]. A

two-dimensional version of (32) with K = 2 and b = 0 has been considered in Cramer and Rüschendorf

[9]. For an application in the context of randomized game tree evaluation leading to a two-dimensional

version of (32) with K = 4 and b = 0 see Ali Khan and Neininger [1].

Most of the investigations mentioned considered problems of convergence of the sequence (Yn) itself.

Our general theorems from section 3 apply to cases where the Yn require a proper scaling in order to allow

distributional convergence. We assume 0 < Var(Yn,i) < ∞ for all 1 ≤ i ≤ d and n ≥ 1, where Yn,i

denote the coordinates of Yn. This condition is easy to check and not satisfied only in very special cases.

For the normalization of the process (Yn) define

Mn := E Yn, Σn := diag(Var(Yn,1), . . . , Var(Yn,d)), n ≥ 1. (33)

Then we obtain Xn by rescaling Yn as defined in (2), where we have

A(n)
r := Σ−1/2

n ArΣ
1/2
n−1, b(n) = Σ−1/2

n

(

b − Mn +

K
∑

r=1

ArMn−1

)

, n ≥ 2.

Thus, we normalize Xn by the components not changing its covariance structure:

Xn,i =
Yn,i − E Yn,i

Var(Yn,i)1/2
, 1 ≤ i ≤ d,

(A(n)
r )ij =

(

Var(Yn−1,j)

Var(Yn,i)

)1/2

(Ar)ij , 1 ≤ i, j ≤ d.

The existence of limits (A∗
1, . . . , A

∗
K , b∗) for (A

(n)
1 , . . . , A

(n)
K , b(n)) in this situation reduces to the

existence of the following deterministic limits (here lim an = ∞ denotes that a sequence (an) is definitely

divergent):

lim
n→∞

Var(Yn,i) =: ϑi ∈ (0,∞], (34)

lim
n→∞

(

Var(Yn−1,j)

Var(Yn,i)

)1/2

=: cij , (35)

lim
n→∞

E Yn,i

(Var(Yn,i))1/2
=: γi. (36)

Then we have the following relations as n → ∞: With

A∗
Σ :=

K
∑

r=1

A∗
r , Σ∞ := lim

n→∞
Σn = diag(ϑ1, . . . , ϑd), γ = (γ1, . . . , γd),
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where Σ∞ may have infinite entries, we have

A(n)
r

L2−→ A∗
r , b(n) L2−→ b∗

with

(A∗
r)ij = cij(Ar)ij , b∗ = Σ−1/2

∞ (b − E b) + (A∗
Σ − E A∗

Σ)γ, (37)

for 1 ≤ i, j ≤ d, 1 ≤ r ≤ K, where we use the convention x/∞ = 0 for x ∈ R. For the second

convergence note that

b(n) = Σ−1/2
n

(

b − Mn +

K
∑

r=1

ArMn−1

)

= Σ−1/2
n

(

b −
(

K
∑

r=1

E ArMn−1 + E b
)

+

K
∑

r=1

ArMn−1

)

= Σ−1/2
n

(

b − E b +
(

K
∑

r=1

(Ar − E Ar)
)

Mn−1

)

= Σ−1/2
n (b − E b) +

[

Σ−1/2
n

(

K
∑

r=1

(Ar − E Ar)
)

Σ
1/2
n−1

]

[

Σ
−1/2
n−1 Mn−1

]

L2−→ Σ−1/2
∞ (b − E b) + (A∗

Σ − E A∗
Σ)γ.

We obtain the following asymptotic behavior for (Xn):

Theorem 4.4 Let (Yn) be the sequence defined by (32) where the initial distribution, random matrices

and the immigration term are square integrable. Assume that conditions (34)–(36) are satisfied and that

∥

∥

∥

∥

∥

K
∑

r=1

E
[

(A∗
r)

tA∗
r

]

∥

∥

∥

∥

∥

op

< 1. (38)

Then the scaled version Xn = Σ
−1/2
n (Yn −Mn) with Mn, Σn defined in (33) converges to the in Md

2(0)
unique fixed point L(X) of the limiting operator T given by (6) with (A∗

1, . . . , A
∗
K , b∗) given in (37),

ℓ2(Xn, X) → 0.

Note that under the stronger condition

K
∑

r=1

E
∥

∥(A∗
r)

tA∗
r

∥

∥

op
< 1

the assertion of this theorem is covered by Theorem 3.1. In the special case of Theorem 4.4 the weaker

condition (38) coincides with condition (13) of Problem 3.2. Here, this weaker condition can be obtained

applying similar techniques as in the proof of Theorem 3.3. The difference that allows to apply sharper

estimates here is that the underlying recurrence is somehow more similar to the limiting map T compared

to the situation in Theorem 3.3, for details see Neininger [36, Theorem 5.1.3].
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Covariance structure

For the application of Theorem 4.4 it is necessary to check conditions (34)–(36). The asymptotic behavior

of the mean vector Mn = E Yn is given by

Mn = E Yn = E AΣ E Yn−1 + E b = ( E AΣ)n
E Y0 +

n−1
∑

k=0

( E AΣ)k
E b, (39)

where we denote AΣ :=
∑K

r=1 Ar. For the mean, therefore, the computational complexity reduces to the

derivation of the powers of the matrix E AΣ. For the asymptotic of the variances Var(Yn,1), . . . ,Var(Yn,d)
we have to investigate the whole covariance matrix Cov(Yn). We use the following notation: For an n×m
matrix A = (aij) denote by (A)s := (as1, . . . , asm)t the sth row vector of A for 1 ≤ s ≤ n. If X is an

random variable in R
d, Cov(X) denotes the matrix (Cov(Xi, Xj))

d
i,j=1. For two random variables X, Y

in R
d, R

d′

respectively, Cov(X, Y ) denotes the d × d′ matrix (Cov(Xi, Yj)), 1 ≤ i ≤ d, 1 ≤ j ≤ d′. A

direct computation yields:

Lemma 4.5 Let (Yn) satisfy the recursion (32) and AΣ =
∑K

r=1 Ar. Then for 1 ≤ s, t ≤ d

(Cov(Yn))st =

K
∑

r=1

E 〈Cov(Yn−1)(Ar)s, (Ar)t〉

+ 〈Cov((AΣ)s, (AΣ)t) E Yn−1, E Yn−1〉
+ 〈Cov((AΣ)s, bt) + Cov((AΣ)t, bs), E Yn−1〉
+(Cov(b))st (40)

For a given d × d matrix A = (aij) denote by AV ∈ R
d2

the vector

AV
(i−1)d+j := aij , 1 ≤ i, j ≤ d.

This means that we write the matrix A row by row into the vector AV . We also use the notation

(Cov( · ))V = CovV ( · ). Define the d2 × d2 matrices P,Q and the d2 × d matrix R by

P(s−1)d+t,(i−1)d+j :=

K
∑

r=1

E [(Ar)si(Ar)tj ] ,

Q(s−1)d+t,(i−1)d+j :=

K
∑

q,r=1

Cov ((Aq)si, (Ar)tj) ,

R(s−1)d+t,j :=

K
∑

r=1

Cov ((Ar)si, bt) + Cov ((Ar)tj , bs) ,

for 1 ≤ i, j, s, t ≤ d. Furthermore denote by Ln the d × d matrix

Ln := MnM t
n.
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By (39), Mn can be expressed in terms of A1, . . . , AK , b, Y0. In this notation the recurrence (40) reads

CovV (Yn) = P CovV (Yn−1) + QLV
n−1 + RMn−1 + CovV (b).

Iteration of this formula leads to an explicit representation of the covariance matrix Cov(Yn), see Neininger

[36, Theorem 5.2.2]

Theorem 4.6 The covariance matrix Cov (Yn) of Yn satisfying recursion (32) has the representation

CovV (Yn) = PnCovV (Y0) +

n
∑

k=1

P k−1
(

QLV
n−k + RMn−k + CovV (b)

)

. (41)

Hence, the computational complexity to determine the asymptotic of E Yn and Var(Yn,1), . . . ,Var(Yn,d)
equals the complexity to determine the powers of the matrices E AΣ and P given by

( E AΣ)ij =

K
∑

r=1

E [(Ar)ij ] , (42)

P(s−1)d+t,(i−1)d+j =

K
∑

r=1

E [(Ar)si(Ar)tj ] (43)

for 1 ≤ i, j, s, t ≤ d. A concrete example in the two-dimensional case for the derivation of these asymp-

totics leading to the verification of conditions (34)–(36) was elaborated in Cramer and Rüschendorf [9].

Lyapunov exponents

The classical approach to study recursion (32) in the affine case K = 1 is based on properties of Lyapunov

exponents. For K = 1 the process (Yn)n≥0 can be defined pointwise by an initial random variate Y0 and

Yn := A′
nYn−1 + b′n, n ≥ 1, (44)

where (A′
n, b′n) is an independent identically distributed sequence that, for the case K = 1 in recurrence

(32), corresponds to distributional copies of (A1, b) there. Iterating (44), Yn has the representation

Yn = A′
n · · ·A′

1Y0 + b′n +

n
∑

j=2

(A′
n · · ·A′

j)b
′
j−1.

The distributional asymptotics of Yn are usually analyzed introducing a change of time (see, e.g., Vervaat

[52]): Let Y ⋆
0 := 0 and

Y ⋆
n := b′1 +

n−1
∑

j=1

(A′
1 · · ·A′

j)b
′
j+1. (45)

Then we obtain the distributional relation

Yn
D
= Y ⋆

n + A′
1 · · ·A′

nY0. (46)
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Assuming appropriate assumptions involving the Lyapunov exponent for A′
1, the summand A′

1 · · ·A′
nY0

becomes asymptotically small and Y ⋆
n converges almost surely to

Y := b′1 +

∞
∑

j=1

(A′
1 · · ·A′

j)b
′
j+1.

As a consequence, Yn → Y in distribution can be deduced.

The (top) Lyapunov exponent of a random n×n matrix A(= A′
1) satisfying the condition E ln+

∥

∥A
∥

∥ <
∞ is defined by

γ(A) := inf
n∈N

1

n
E ln

∥

∥A′
1 · · ·A′

n

∥

∥,

where (A′
i) are independent with A′

i ∼ A for i ≥ 1. Note that the definition is independent of the norm

being used. The analysis of Y ⋆
n is based on the fact that

γ(A) = lim
n→∞

1

n
ln
∥

∥A′
1 · · ·A′

n

∥

∥ almost surely, (47)

which was first proved in Furstenberg and Kesten [13] and is a consequence of the sub-additive ergodic

theorem of Kingman [24]. If E ln ‖b‖ < ∞ and γ(A′
1) < 0 then convergence of Yn to Y was shown in

Burton and Rösler [6].

For a scaled version of such a result consider

Xn := Σ−1/2
n Yn, n ≥ 1,

with Σn given by (33). Define

β :=
1

2
min

1≤i≤d
lim inf
n→∞

1

n
ln
(

Var(Yn,i)
)

. (48)

Corresponding to Theorem 4.4 we derive, in the case K = 1, a limit law for (Xn) based on Lyapunov

exponents, see Neininger [36, Theorem 5.3.1].

Theorem 4.7 Let (Yn) be given as in (44) with E ln+ ‖b‖ < ∞,
∥

∥Y0

∥

∥ < ∞ almost surely, and γ(A′
1) <

β, where β > 0 is given by (48). Then

Z := lim
n→∞

Σ−1/2
n

(

b′1 +

n−1
∑

j=1

(A′
1 · · ·A′

j)b
′
j+1

)

exists almost surely and, as n → ∞,

Xn = Σ−1/2
n Yn

D−→ Z.

Proof: By (45) and (46) we have

Xn
D
= Σ−1/2

n Y ⋆
n + Σ−1/2

n A′
1 · · ·A′

nY0.
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Since β > 0 and γ(A′
1) < β there exists a 0 < ξ < (β − γ(A′

1))/4 with β− := β − ξ > 0 and

α++ := γ(A′
1) + 2ξ 6= 0. Define α+ := γ(A′

1) + ξ. By (47) there exists almost surely a random n0 ≥ 1
with

∥

∥A′
1 · · ·A′

n

∥

∥

op
≤ exp(nα+), n ≥ n0.

Therefore, almost surely a random c1 > 0 exists with

∥

∥A′
1 · · ·A′

n

∥

∥

op
≤ c1 exp(nα+), n ≥ 1. (49)

Analogously, using (48) there is a c2 > 0 with

∥

∥Σ−1/2
n

∥

∥

op
≤ c2 exp(−nβ−), n ≥ 1. (50)

Furthermore there is a random c3 > 0 so that almost surely

∥

∥b′n
∥

∥ ≤ c3 exp(nξ/4), n ≥ 1. (51)

This can be seen by a standard argument:

∑

n≥1

P

(

∥

∥b′n
∥

∥ > exp(nξ/4)
)

=
∑

n≥1

P

(

(4/ξ) ln
∥

∥b′n
∥

∥ > n
)

≤ 4

ξ
E ln+

∥

∥b
∥

∥ < ∞.

Then by the Borel-Cantelli Lemma

P

(

lim sup
n→∞

{

∥

∥b′n
∥

∥ > exp(nξ/4)
}

)

= 0.

This means that with probability one
∥

∥b′n
∥

∥ > exp(nξ/4) occurs only finitely many times. This implies

(51).

Now we complete the proof by showing that, as n → ∞, we have almost surely

Σ−1/2
n A′

1 · · ·A′
nY0 −→ 0, (52)

Σ−1/2
n Y ⋆

n −→ Z. (53)

For the proof of (52) note that almost surely

∥

∥Σ−1/2
n A′

1 · · ·A′
nY0

∥

∥ ≤
∥

∥Σ−1/2
n

∥

∥

op

∥

∥A′
1 · · ·A′

n

∥

∥

op

∥

∥Y0

∥

∥

≤ c1c2 exp(−nβ−) exp(nα+)
∥

∥Y0

∥

∥

≤ c1c2

∥

∥Y0

∥

∥ exp(−2ξn) → 0, as n → ∞, (54)

by (49), (50), and
∥

∥Y0

∥

∥ < ∞ almost surely.
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For the proof of (53) we have

Σ−1/2
n Y ⋆

n = Σ−1/2
n

(

b′1 +

n−1
∑

j=1

A′
1 · · ·A′

jb
′
j+1

)

.

For the convergence of Σ
−1/2
n Y ⋆

n we show that (Σ
−1/2
n Y ⋆

n ) is almost surely a Cauchy sequence. We prove

that almost surely

lim
n0→∞

sup
n0≤m≤n

∥

∥Σ−1/2
n Y ⋆

n − Σ−1/2
m Y ⋆

m

∥

∥ = 0.

For n0 ≤ m < n we have

∥

∥Σ−1/2
n Y ⋆

n − Σ−1/2
m Y ⋆

m

∥

∥

=

∥

∥

∥

∥

∥

Σ−1/2
n

n−1
∑

j=m

A′
1 · · ·A′

jb
′
j+1 + (Σ−1/2

n − Σ−1/2
m )

m−1
∑

j=1

A′
1 · · ·A′

jb
′
j+1

∥

∥

∥

∥

∥

≤
∥

∥Σ−1/2
n

∥

∥

op

n−1
∑

j=m

∥

∥A′
1 · · ·A′

j

∥

∥

op

∥

∥b′j+1

∥

∥

+
∥

∥Σ−1/2
n − Σ−1/2

m

∥

∥

op

m−1
∑

j=1

∥

∥A′
1 · · ·A′

j

∥

∥

op

∥

∥b′j+1

∥

∥. (55)

The first summand in (55), denoting c := c1c2c3 and using (49) and (51), is estimated almost surely by

∥

∥Σ−1/2
n

∥

∥

op

n−1
∑

j=m

∥

∥A′
1 · · ·A′

j

∥

∥

op

∥

∥b′j+1

∥

∥

≤ c exp(−nβ−)

n−1
∑

j=m

exp(jα++)

= c exp(−nβ−)
exp(α++)m − exp(α++)n

1 − exp(α++)

=
c

1 − exp(α++)

[

exp(mα++ − nβ−) − exp(n(α++ − β−))
]

→ 0, as n0 → ∞,

since exp(mα++−nβ−) ≤ exp(−n0ξ) and exp(n(α++−β−)) ≤ exp(−n0ξ). For the second summand

of (55) note that

∥

∥Σ−1/2
n − Σ−1/2

m

∥

∥

op
≤ c2 exp(−mβ−),
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since m < n and β− > 0. This implies almost surely

∥

∥Σ−1/2
n − Σ−1/2

m

∥

∥

op

m−1
∑

j=1

∥

∥A′
1 · · ·A′

j

∥

∥

op

∥

∥b′j+1

∥

∥

≤ c exp(−mβ−)

m−1
∑

j=1

exp(jα++)

= c exp(−mβ−)
1 − exp(α++)m

1 − exp(α++)

=
c

1 − exp(α++)

[

exp(−mβ−) − exp(m(α++ − β−))
]

→ 0, as n0 → ∞,

since exp(−mβ−) ≤ exp(−n0ξ) and exp(n(α++ − β−)) ≤ exp(−n0ξ). ✷

Even in the un-scaled case with K = 1 there is not much known about the connection of the conditions

arising in the L2-case formulated in expectations of norms of certain matrices as in (38) with conditions

on Lyapunov exponents. For a discussion of this subject see Burton and Rösler [6].

Problem 4.8 Does ‖E [(A′
1)

tA′
1]‖op < 1 imply γ(A′

1) < 0? Find a generalization γ(A1, . . . , AK) for

the Lyapunov exponent γ(A1) such that an analogue of Theorem 4.4 can be given with (38) replaced by a

condition on γ(A∗
1, . . . , A

∗
K).
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