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We characterise ideal threshold schemes from different approaches. Since the characteristic properties are indepen-
dent to particular descriptions of threshold schemes, all ideal threshold schemes can be examined by new points of
view and new results on ideal threshold schemes can be discovered.
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1 Introduction

Since 1979 when threshold schemes were introduced by Blakley (Bla79) and Shamir| (Sha79), many
papers in this area have been published. These papers are mostly about particular designs and applications
of threshold schemes.

In this work, we are interested in characterisations of ideal threshold schemes rather than particular
constructions. Of course, these characteristic properties do not depend on any form of any ideal threshold
scheme. This enables us to look at any ideal threshold scheme from new points of view, and further find
new results on ideal threshold schemes.

This work is structured as follows. The basic concepts of threshold schemes, and more generally, secret
sharing schemes are introduced in Sedtijon 2.

In Sectior] B, we describe (weakly and strongly) perfect secret sharing schemes using defining matrices.
By the original definition[(BS92), an ideal threshold scheme is a strongly perfect threshold scheme for
which the set of secrets and the set of shares have the same cardinality.

In Section§ 4 and|5, we derive a series of properties of weakly perfect threshold schemes that are helpful
for us to characterise ideal threshold schemes in Section 6 from different points of view. Consequently
“strongly perfect” in the original definition of ideal threshold schemes can be replaced by “weakly per-
fect”.

We further obtain more results on ideal threshold schemes in Sg¢gtion 7 including an application in
cheating prevention.
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In Sectiorf 8, we work on the threshold schemes whose set of secrets and set of shares are identical, and
derive more characteristic properties of ideal threshold schemes. In Section 9, we find some bounds on
the parameters of ideal threshold schemes.

In Sectior] ID, we compare this work with other results. Conclusions close the work.

2 Access Structures

Secret sharing is a method to share a secret among a set of partiipaff, ..., P,}. LetK denote the
set ofsecretsandS denote the set afhares The secret sharing includes two algorithms: the distribution
algorithm (dealer) and the recovery algorithm (combiner).

The dealer assigns shargs...,s,, where the vectofss,...,s,) is called ashare vectorto all the
participantsPy,. .., Py, respectively.

Assume that the currently active participants Byg...,P;, and that they submit their shares to the
combiner in order to recover the secret. Their shajgs..,s;j, can determine a secriste K if and only
if {Pj,,...,Pj,} isaqualified subset d%, i.e., the set of currently active participants belongs tcit@ess
structurerl .

Any access structure should b®notongor more precisely, if1 € T and2 C B C PthenB eT.

As shown in [(BD91) and (BS92), we can describe secret sharing with the access stfubtusn
mx (n+ 1) matrix M* in which no two rows are identical. The mati* hasn+ 1 columns indexed
by 0,1....,n. The numbem of rows of M* depends on a particular scheme. We indexrthews by
1,....m. For a row ofM*, the entry in the Oth position holds a secret and the entry intthposition
(i=1,...,n) contains the corresponding shareRf Denote the entry on thi¢gh row and thejth column
of M* by M*(i, ).

The matrixM* is called adefining matrixof secret sharing with the access schdmérhe matrixM
obtained fromM* by removing the Oth column is called thssociated matriwf the scheme.

The dealer works in two stages. In the first stage, it creates the defining mtfior secret sharing
with the access structufe The matrix is made public. In the second stage, the dealer randomly chooses
a row of the matrixM*. Let the row chosen be indexed by the integét < i < m). The secret is
K = M*(i,0) and shares arg = M*(i, j), j = 1,...,n. The shares are distributed to the corresponding
participants via secure channels.

Note that a defining matrix uniquely determines a secret sharing scheme but a secret sharing scheme
has more defining matrices.

Permuting the rows of a defining matrix of secret sharing does not give a new scheme.

Permuting the columns of defining matrices of secret sharing is equivalent to changing the indices of
participants.

It should be pointed out once again that a defining matrix of a secret sharing scheme is public.

The dealer chooses at random a single row of the matrix.

The shares are communicated to the corresponding participants via secure channels so thésshare
known to the participar® only (i =1,...,n).

An access structufe= {4 | #4 >t} is called at, n)-threshold access structur@here # denotes the
cardinality of the seK (i.e. the number of elements in the $8tand the integet is called thethreshold
of secret sharing, whete< n.

Secret sharing schemes with ttien)-threshold access structure are called)-threshold schemes.
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Threshold schemes were first introduced by Blakley (Bla79) and Shamir (Sha7®t dtdISN87)
generalised threshold schemes for arbitrary access structure.

3 Perfect Secret Sharing And Ideal Secret Sharing

We say that secret sharing with the access strudtuseperfect if the following two conditions are satis-
fied:

(1) If 4 €T then the participants ifl can uniquely determine the secret by pooling their shares together.

(2) If 4 ¢T then the participants fronl can determine nothing about the secret (in an information
theoretic sense).

As mentioned in(BS92), Conditior[g (1) afdl (2) can be translated into conditions that need to be satisfied
in the context of the defining matrix. We list the translations as follows.

(@) LetaeT. If M*(i,j) = M*(i’, j) for everyP; € 4 thenM*(i,0) = M*(i’,0).

(b) Leta ¢T. Forany 1<ip <mand an)K € K, there exists somiewith 1 <i < msuch thaM*(i, j) =
M*(ig, j) for all P; € 4 andM*(i,0) = K.

() Leta={Pj,,...,P;,} €I. Foranysj,,...,sj, € Sand an)K € K,
#i | M*(i, ju) = s, for all Pj, € 42 andM*(i,0) = K}
is independent to the choice kif

Condition [1) is corresponding to Conditiph a. Conditiph (2) has two translations: Condfition (b) and
Condition [B]). It is easy to verify thaf (p’) implie§|(b).
For the case of &,n)-threshold scheme, Conditions (§)}, (b), dnd (b’) can be rewritten as follows:

(c) Let#2 >t. If M*(i, j) = M*(i', ]) for everyP; € 4 thenM*(i,0) = M*(i’,0).

(d) Let #4 < t. For any 1< ip < mand anyK € K, there exists somewith 1 <i < m such that
M*(i, j) = M*(io, j) for all P; € 4 andM*(i,0) = K.

(d) Let A= {Pj,,...,P;,} with £ <t. For anys;j,,...,sj, € Sand an)K € K,
#i | M*(i, ju) =sj, for all Pj, € 4 andM*(i,0) =K}
is independent to the choice Ikt

Similarly, (d) implies [d).
The following definition is due td (BS92).

Definition 1 A secret sharing scheme satisfyifg (a) ahf (b) is calledkly perfect Alternatively, a
(t,n)-threshold scheme satisfyirid (c) afdi (d) is calleebkly perfect

In (BS92) the following definition is given.
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Definition 2 A secret sharing scheme satisfyiig (a) and (b’) is caiédngly perfector more briefly
perfectif no confusion occurs. Alternatively, @ n)-threshold scheme satisfyirld (c) afd](d’) is called
strongly perfector more brieflyperfectif no confusion occurs.

As mentioned in (BS92), for any strongly perfect secret sharing scheme, weavé& In particular,
if #K = #S holds for a strongly secret sharing scheme, from (BS92), we have the following definition.

Definition 3 An ideal secret sharing scheme is a strongly perfect secret sharing scheme sa#ikfying
#S. Alternatively, an ideal threshold scheme is a strongly perfect threshold scheme satigfyingsS.

In this work we pay our attention to ideal threshold schemes. New results on weakly perfect threshold
schemes in this work are helpful for characterising ideal threshold schemes.

4 Properties of Weakly Perfect Threshold Schemes (I)

It should be noted that the inequalitiK# #S also holds for any weakly perfect secret sharing scheme.
The proof can be found from (PZ02). Then we state as follows.

Lemma 1 #K < #Sholds for any weakly perfect secret sharing scheme.

Lemma 2 Let a(t,n)-threshold scheme be weakly perfect#{f = #S then its defining matrix Mhas
the following property. For any given-t 1 integers,1 < j; < --- < ji—1 < n, if M*(ip,0) = M*(i’,0),
M*(io7 ]1) = M*(i/7 jl), . M*(io, jtfl) = |\/|*(i/7 jtfl) then M(io, j) = M*(i,, j), j =0,1,...,n.

Proof Set

M*(IOaO) = M*(|/70) = K) M*(iOa Jl) = M*(i/a Jl) = Sjla--'v
M*(iOa jt—l) = M*(ila jt—l) = Sjt,l (1)

Let#K =#S=Db. WriteK ={Kj,...,Kp} andS={¢1,...,&p}. LetM* contain preciselynrows. Thus
M* be anmx (n+ 1) matrix. We index the rows df1* by 1,...,m, and index the columns by, 0,... n.
Consider then x t matrix Mg, consisting of the columns ofM* indexed by 0j1,..., ji_1.

Let j; be an integer satisfying4 jt <nandj: € {j1,..., ji—1}. Without loss of generality, we assume
that j; > ji_1. Let M; denote amx (t + 1) matrix consisting of thé + 1 columns ofM* indexed by 0,
J1,-- 5 =1, )t

LetO;, i =1,...,b, denote the subset &such that < [J; if and only if (K;,sj,,...,sj_,,€) is arow
of M.

Since(K,sj,,...,Sj,_,) is a row ofMo, due to Condition[(d), we know thgK;,s;,,...,sj_,) is a row
of Mg,i=1,...,b,and thus #1; > 0,i=1,...,b. Dueto Condition[]]c), we havei N0 =0, if j #i
where0 denotes the empty set. Thus we hay@#U---UOp) =#1+--- +#p > b. On the other hand
0.U---U0p C Sandthen#1;U---U0p) <#S=b. Therefore we know thdt=#S=#01+-- - +#p.
Recall that #; > 0,i =1,...,b. Then we have

#1,=1i=1,...b )

From [2) and|[([L), we know thai*(io, ;) = M*(i’, jt). Sincej; is an arbitrary integer with £ j <n
andj; € {0, j1,..., jt-1}, we have proved thail*(ip, j) = M*(i’,}), j =0,1,...,n. O
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Lemma 3 Let a(t,n)-threshold scheme be weakly perfect#ff = #S then its defining matrix Mhas
the following property. For any given t integets< j; < --- < j; < n, if M*(ig, j1) = M*(i’, j1), ...,
M*(io, jt) = M*(i", jt) then M(io, j) = M*(i", j), j=0,1,...,n.

Proof Due to the equalities in the lemma, by using Condit@n (c), we knowtHaio, 0) = M*(i’,0). Ac-
cording to Lemma@[2, the equalities in the lemma Btidip,0) = M*(i’, 0) together imply thaM* (io, j) =
M*(i",}), j=0,1,...,n. O

Summarising Lemmadg 2 apifl 3, we conclude as follows.

Corollary 1 Let a(t,n)-threshold scheme be weakly perfect#df = #S then its defining matrix Mhas
the following property. For any t given integefs< j1 < --- < j; < n, the submatrix Nof M*, consisting
of t columns indexed by ,j... ., ji, does not contain two identical rows.

Proof We prove the corollary by contradiction. Assume thHtcontains two identical rows then there
exist integersp andi’ such thaig i’ andM*(ig, j1) = M*(i’, j1),...,M*(io, j1) = M*(i’, jt). According
to Lemmaﬂz anE]S\/I*(io, i)=M*(@",j), j =0,1,...,n. On the other handy*, as a defining matrix of
a secret sharing, does not contain two identical rows. The contradiction proves that all the s ef
mutually distinct. O

5 Properties of Weakly Perfect Threshold Schemes (lII)
Weakly perfect threshold schemes have further properties.

Lemma 4 Leta(t,n)-threshold scheme be weakly perfectdf = #Sthen its defining matrix Mhas the
following property. For any t given integer$,< j1 < --- < j; < n, the submatrix Nof M*, consisting of
t columns indexed by j.. ., jt, contains any given row vectds;,,...,s;j,) where each sc S.

Proof Let#K =#S="h. WriteK = {Ky,...,Kp} andS={¢;,...,&p}. LetM* contain preciselyn rows.
ThusM* be anmx (n+ 1) matrix. We index the rows oM* by 1,...,m, and index the columns by
0,1,...,n.

Consider the 1st row d¥I*. Write M*(1,0) = K, M*(1, j1) = aj,, ..., M*(1, jt—1) = aj,_,. LetM” be
the submatrix oM*, consisting ot 4+ 1 columns indexed by,Q4,..., j;. Let(;, i =1,...,b, denote the
subset oS such that € 0; if and only if (K;, a;,, ..., aj,_,,€) is arow ofM”.

From the proof of Lemmp]2, we know thafl##=1,i = 1,...,b, and then it is easy to find that; U
---U0p = S. Thus there exists soniewith 1 <i¢ < b such thatl;, = {s; }. By the definition oflJ; , we
know that(K;,,aj,,...,a;j, ;,Sj) is a row ofM”.

Using the same arguments as above, we can prove that there existg spmi¢h 1 <i;_1 < b such
that(Ki, ,,aj;,...,8j »,Sj, 1.Sj;) IS a row ofM”.

Repeatedly, we can prove that there exists samgth 1 <i; < b such tha(K;,,s;,,...,Sj, ,,Sj; 1Sj)
is a row ofM”. Therefore we have proved th@, ,...,s;,) is a row ofM'. O

Lemma5 Leta(t,n)-threshold scheme be weakly perfect{f = #S then its defining matrix Mhas the
following property. For any given+ 1lintegers,1 < jo < --- < ji < n, the submatrix Nof M*, consisting
oft columns indexed b, j», ..., jt, contains any given row vectgK,s;,, ...,s;,) where Ke K and each
sj€S.
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Proof Let M; denote then x (t — 1) matrix, consisting of thé— 1 columns oM* indexed byja, ..., ji.
According to Lemma 4M; contains the row(sj,,...,s;,). Due to Condition[(H)M’ contains a row
(K,Sj,,---,Sj)- O

Combining Lemmag|4 arid 5, we get the following corollary.

Corollary 2 Let a(t,n)-threshold scheme be weakly perfectlf = #S then its defining matrix has the
following property. For any givent integer8,< j1 < --- < j; <n, the submatrix of K| consisting of t
columns indexed by ..., ji, contains any given row vectg@s;,,...,s;,) (when j > 0) and any given
row vector(K,sj,,...,sj) (when j = 0), where eachse Sand Ke K.

6 Characteristic Properties of Ideal Threshold Schemes

Combing Corollarie|1 arfd 2, we formulate the following statement.

Theorem 1 Let a(t, n)-threshold scheme be weakly perfect#if = #S then its defining matrix Mhas
the following property. For any givent intege3< j1 < --- < jt < n, the submatrix of K consisting of
t columns indexed by j.. ., jt, contains any given row vectds;,, ...,sj;) (when j > 0) and any given
row vector(K,sj,,...,sj;) (when j = 0), where each sc Sand Ke K, precisely once.

We can prove the converse of Theorfgm 1. However we have a stronger statement as follows.

Theorem 2 Let a defining matrix M of a (t, n)-threshold scheme satisfy the following property. For any
giventintegersQ < j1 < --- < j; < n, the submatrix of K| consisting of t columns indexed by .j. ., jt,
contains any given row vectds;, , . ..,sj,) (when j > 0) and any given row vectdiK,sj,,...,sj;) (when
j1=0), where each;sc Sand Ke K, precisely once. Then (i) the scheme is strongly perfectKii= #S,

and then the scheme is ideal.

Proof

(i) Let{Pj,,...,Pj,} be the set of currently active participants. We first verify Condit@)n (c).lLet.
If M*(i,j1) = M*(I’, j1),...,M*(i, jo) = M*(i’, j,), due to the property df1*, it follows thati = i".
Clearly [¢) is satisfied.

We next verify Condition[(d’). Let <t andM; denote the submatrix ®fi*, consisting of the + 1
columns ofM* indexed by 0,js, ..., j,. LetK € K ands;,,...,sj, € S. Sincel <t, we know that
1+ /¢ <t. There are two cases to be considereg:/l<t and 14+ /¢ =t

Casel: K-/<t.
Thent — ¢ > 2 and then there ate- ¢ — 1(> 0) integers, K jy+1 <--- < ji—1 <n, such that
{Jjet1s-- s jt—1} N{j1,-.-, j¢} = 0. Without loss of generality, we assume thak js1 <
.-+ < jt—1. LetM2 denote the submatrix &fi*, consisting of columns ofM* indexed by 0,
J1s -+ Jes Jerts - je-1. According to the property df1*, for any givena;,. ,,...,aj_, €
S, Mz contains(K,s;,,...,Sj,,aj,,,,---,8j_,) precisely once. Sincé,,,,...,aj_,) has
preciselyb' ¢~ different choices, we know thad;, as a submatrix dfl», contains the row
(K,Sj;;---5Sj,) preciselyb!—‘~1 times. Clearly the value df* ‘-1 is independent to the
choice ofK. We have verified conditiof (') in Capg i1.
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Case 2: K-/ =t.
According to the property oM*, M1 contains the rowK,s;,,...,s;j,), where/ =t — 1,
precisely once. Thus condition [d’) is satisfied in Case i2.

Summarising cas¢s]il apg i2, we conclude that the scheme is strongly p@rfect. (i) has been proved.

(i) Let M’ be the submatrix of1*, consisting ot columns indexed by 1, ., t, Mg be the submatrix of
M*, consisting of columns indexed by @, ..., t—1, andM; be the submatrix df1*, consisting of
t —1 columns indexed by,1..,t — 1. We fixa,...,&_1 € S. Due to the property di*, for each
se S, M’ contains the roway, ...,a_1,S) precisely once. Thublj contains the roway,...,a 1)
precisely #& times. On the other hand, due to the propertyidf for eachK € K, Mg contains the
row (K,ay,...,a-1) precisely once. Thuslj contains the roway,...,a_1) precisely K times. It
follows that #K = #S. We have proved {ii).

By definition, []) and([(ii) together imply that the scheme is ideal. O

Theorem 3 For a (t,n)-threshold scheme, the following statements are equivalent:
(i) the scheme is ideal,
(i) the scheme is weakly perfect atid = #S,

(i) the scheme is strongly perfect a{ = #S,

(iv) its defining matrix M has the following property. For any givent intege@ss j1 < --- < ji <n,
the submatrix of M, consisting of t columns indexed by, .j.., j;, contains any given row vector
(Sjys---+Sj;) (When j > 0) and any given row vectofK,s;,,...,sj) (when j = 0), where each
sj € Sand Ke K, precisely once.

Proof According to Theorerp|1[{ii) implie§ (iv). Due to Theor¢in[2] (iv) impligs (i). By definitiph, (i)
implies (iii). It is obvious that[(ifi) implies[(]i). The proof is completed. O

From Lemm&]L, ¥ <#Sholds for any weakly perfect threshold scheme. Thus due to Thg¢grem 3, ideal
threshold schemes are a critical case of weakly perfect threshold schemeskvhetS# Therefore it is
interesting that “strongly perfect” in Definitigr) 3 can be replaced by “weakly perfect”.

From [iV)) of Theorem [3, we formulate the following conclusion:

Corollary 3 A defining matrix of any idea(t, n)-threshold scheme has the siZexi(n+ 1) where b=
#K = #S. In other words, any idedt, n)-threshold scheme has preciselypssible shares vectors.

7 Other Properties with Applications

From the proof of Theorefn 2, we know

Corollary 4 If a (t,n)-threshold scheme is ideal then its defining matrik Ms the following property.
Forany/ (0 < ¢ <t)integers0 < j; <--- < jy < n, the submatrix of M consisting of columns indexed
by j1, ..., j¢, contains all B possible rows each precisely# times, wheréK = #S=b. In particular, the
jth (j = 1,...,n) column of M contains all elements i6 each precisely b times, and théth column
of M* contains all elements iK each precisely* times.
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Corollary 5 If a (t,n)-threshold scheme is ideal then its defining matrik s the following property.
Any two row vectors of Mare the same in at mostt 1 corresponding coordinates, or equivalently, any
two row vectors of Mdiffer in at least n—t + 2 corresponding coordinates.

Proof Due to Theorerh|3V* is ab' x (n+ 1) matrix, where & = #S= b. Leti’ andio be two integers
with 1 <ip < i’ < b'. Then theigth row vector ofM* is (M*(ig,0),M*(io,1),...,M*(ig,n)), and thei'th
row vector ofM* is (M*(i’,0),M*(i’,1),...,M*(i’,n)). According to [(i}) of Theorem|3, there exist at
mostt — 1 integers, X j1 < --- < ji—1 < n, M*(ig, j1) = M*(V’, j1),...,M*(i0, ji_1) = M*(', ji_1). In
other words, théyth row vector and th€th row vector differ in at leagt —t + 2 coordinates. O

The next corollary immediately follows Corollary 5.

Corollary 6 Let M* be a defining matrix of an ided, n)-threshold schemé be any integer with & ¢ <
n and M, be any bx ¢ submatrix of matrix M where b= #K = #S. Then any two row vectors of Mire
the same in at most+ 1 corresponding coordinates, or equivalently, any two row vectors ofliffer in
at least/ —t + 1 corresponding coordinates.

In this section we show an application of Corollaty 6. Consider an ittea)-threshold scheme with
its defining matrixM* and associated matrid. Assume that the dealer chooses tfth row vector
(St,...,%) of M and assigns,,...,s, to participantsPy,...,P,, respectively. Let{P;,,...,Pj,} with
t < ¢ < nbe a subset of active participants. IMf be theb! x ¢ submatrix ofM, consisting of columns
indexed byj1,..., jg.

Denote theéth row vector ofM; by L;. Clearly, the rowig of My is Lj; = (sj,,...,Sj,). Let there exist
cheaters, among the active participa®s. . ., Pj,, who submit modified shares to the combiner while the
honest active participants submit correct shares to the combiner. Assume that the combiner receives the
shares| ,...,sj, sentbyPj, ..., Pj,, wheres;, =s;; if and only if Pj; is honest. Writd' = (s, ;.. .., ).
Clearly,dist(L’,Li,) = u, wheredist(X,Y) denotes the number of coordinates in which vec¥endY
differ. We calldist(X,Y) theHamming distanceetween vectorX andy.

Letu< /—t. Setdy = min{dist(L’,L;) | 1 <i < b‘}. We first prove thati= 0 if and only ifdy, = 0. The
necessity is obvious. We next prove the sufficiency.dset 0. We now prove that = 0 by contradiction.
Assume thati # 0. Clearlydy, = 0 implies that.’ must be identical with a row df1;. ThusL’ = L;, for
somei;. Sinceu # 0, i1 # ig. According to Corollar)[bdist(L’,Lio) = dist(Li,,Li,) > ¢{—t+1. This
contradicts the fact thatist(L’, Li;) = u < ¢ —t. The contradiction proves that= 0. Therefore, in the case
of u < ¢—t, the combiner (recovery algorithm) calculatks then it can conclude thaf = (s ,...,s;,)
is correct or incorrect (i.eu = 0 oru # 0) according tal,, = 0 ordpy, # 0.

We further indicate that the correct shares can be found and the cheaters can be identifieckwhen 1
u< [3(¢—t)], where| 3(¢—t)| denotes the greatest integer not larger théah—t). The combiner can
find a rowL;, of My such thatdist(L’,L;,) = dm wheredy has been defined in this section. We now
prove thatl;, is identical withL;, = (sj,,...,sj,). Assume otherwise, theln, # L;,. Since bothL;,
andL;, are rows ofMy, due to Corollarﬂidist(Liz, Li,) > ¢—t+1. On the other handlist(Li,,Li,) <
dist(L;,,L") +dist(L",Li,) < dm+u < 2u < ¢—t. This contradicts the fact thaist(Li,,Li,) > ¢ —t+1.

The contradiction proves thaf, = L;,. Thus the correct vectds;, = Li, = (sj,,...,Sj,) has been found.
ComparingL’ with L, (i.e. L;,), the combiner (recovery algorithm) can determine who are cheaters.

It should be noted that such ability of ideal threshold schemes in cheating prevention is not based on

particular constructions or particular descriptions.
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8 More Characteristic Properties

If we simplify the condition & = #K by S= K, the properties of ideal threshold schemes will be more
interesting.
Orthogonal arrays were introduced more than fifty years ago as a combinatorial problem (Bus52).

Definition 4 An mx n matrix O with entries from b-seéB is called anorthogonal arraydenoted by
(m,n,b,t), if any mx t submatrix of O contains all'possible row vectors each precisalyimes.

Clearly m= Ab. The parameterm, t and A are called thesize the strengthand theindex of the
orthogonal array, respectively, whiteis called the number afonstraintsandb is called the number of
levels

Lemma 6 An orthogonal array(m, n, b,t) with an index\ is an orthogonal arraym, n, b, /) with an index
Abt=¢ where/ is any integer withl < ¢ <t.

In particular, we can formulate the following corollary.

Corollary 7 Each column of an orthogonal arraym, n, b,t) with entries from a b-seB contains each
element oB preciselyAb'~! times, whera\ is the index of the orthogonal array.

Lemma 7 Let O, be an mx n; submatrix of an orthogonal arraym,n,b,t) with an indexA. If ny >t
then Q is an orthogonal arraym, n, b, t) with an indexA.

In particular, orthogonal arrays with indéx= 1 are used in this work.

Definition 5 An orthogonal array with inde = 1, i.e, an orthogonal array(bt,n,b,t) is called an
orthogonal array(b', n, b,t) of index unity.

Orthogonal arraygh', n, b,t) of index unity have many interesting properties. The following bounds on
the number of constraints for orthogonal arréy'sn, b,t) were proved by Bush (Busb2):

Lemma 8 For an orthogonal array(bt, n,b,t) of index unity, we have
() ift <bandbiseventhenab+t—1,
(ii) ift <b,bisoddandt> 3thenn<b+t—2,
(i) ift > b, thenn<t+ 1.

According to ) of Theorerﬁ]3, a defining matrix of an idé@h)-threshold scheme witk = S, is an
orthogonal arrayb',n+ 1,b,t) of index unity.

We next briefly recall the concept of codes. Bt {g3,...,&,} be a finite set an®" be the set of
all strings of lengtm overB. Any nonempty subsei of B" is called ab-ary block code Each string in
O is called acodeword The parameten is called thelength If min{dist(¢,n) | §,n € 0, #n} =d,
wheredist(§,n) denotes the Hamming distance betw&eamndn, and #1 = R, then the codél is called
an(n,R,d), code

Definition 6 Let Ny(n,d) be the largest number R such that there exist$raR d), code. An(n,R,d)y
code satisfying R= Np(n,d) is calledoptimal (Rom92).
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For any(n,R,d) code, the following inequality holds and it is known as 8iagleton boungMS7§),
(PH98), (Rom9R),

Np(n,d) < b"-d+1 3)

Lemma 9 A b x n matrix O with entries from b-s& is an orthogonal arrayb',n, b,t) of index unity if
and only if all the b row vectors of O form aiin,b',n—t + 1), (optimal) code.

Proof We firstindicate that am, b, n—t + 1), codel] must be optimal. In fact,#=b' andd =n—t+1.
Thus #1 = b"9+1. According to (), we have™ 91 = #0J < Ny(n,d) < b™9+1. Thus #1 = Ny(n,d)
and thus we have proved that bt,n—t + 1), code is optimal.

We now prove the necessity of the lemma. Assume @hat an orthogonal arragbt, n,b,t) of index
unity. It is easy to verify that any two rows @f are the same in at most- 1 corresponding coordinates.
In other words, any two rows @ differ in at leastn —t + 1 corresponding coordinates. Thus all tile
row vectors ofO form an(n,b!,d), codes whered > n—t+ 1. On the other hand, frorE](S), we have
bt = #0 < Np(n,d) < b™ 91 and thert <n—d+ 1. Fromt <n—d+1 andd > n—t+1, we conclude
thatd = n—t + 1. This proves that is an(n,b‘,n—t + 1), code. We next prove the sufficiency of the
lemma. Assume that all the rows of matrixO form an (n,b',n —t + 1), code. Then the Hamming
distance between any two distinct row vectors is at least + 1, in other words, any two distinct row
vectors are the same in at most 1 coordinates. Therefore, all therow vectors of any! x t submatrix
0, of O are mutually distinct, in other word€); contains alb! possible row vectors each precisely once.
This proves tha® is an orthogonal arraght, n, b, t) of index unity. O

Theorem 12 in Chapter 11 df (MS78) is a special case of Lefjma 9 when both orthogonal array and
code are linear. This implies that the entries in both array and code should be certain algebraic elements.
Also the proof is based on coding theory. In contrast, Lefima 9 is more general and its proof does not
require the seB to have any algebraic properties.

There exist many known optimal codes, for instance, cyclic codes of prime length, (some) global
quadratic residue codes, Reed-Solomon codes, and more generally, MDS codes. The detailed descrip-
tion of such codes can be found from (M$78), (PHI8), (Rdm92). It should be noted that an optimal code
is not necessarily an MDS code, as an MDS code is a special optimal code when all its codewords form a
linear space. This requires the elements in thé&gethave certain algebraic properties.

Lemma 10 There exists an idedt, n)-threshold scheme if and only if there exists an orthogonal array
(b',n+1,b,t) of index unity where b #K = #S.

Proof Due to i) of Theorem|3, the sufficiency is obvious. We only need to prove the necessity. Assume
that there exists an ide#, n)-threshold scheme. Sinc&# #K, there exists a mappingfromK to S

such thaty(K) = S, andy (K') # x(k”) if k' # k”. Thus we obtain a new ideal threshold scheme from the
given one by changing eadtto x (k). We note that in the new ideal threshold scheme the set of secrets
is identical with the set of shares. According [id (iv) of Theofgm 3, any defining midtrinf the new
scheme is an orthogonal arréy,n+1,b,t). O

According to Theore1|3, Lemnja 9 and Lemma 10, we can state as follows.

Theorem 4 The following statements are equivalent:

(i) there exists an idedl, n)-threshold scheme,
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(ii) there exists a weakly perfect threshold scheme #ith= #S,
(i) there exists a strongly perfect threshold scheme with= #S,

(iv) there exists an orthogonal arrgy!, n+ 1,b,t) of index unity where b= #K = #S,
(v) there exists afin+ 1,b",n—t + 2), (optimal) code.

According to Theorer|4, the existence of orthogonal arrays and the existence of optimal codes ensure
the existence of ideal threshold schemes. Theglem 4 is helpful for us to examine ideal threshold schemes
from different points of view.

9 On Parameters of Ideal Threshold Schemes

According to Lemm4d |8 and Theoregm 4, there are some bounds on the parameters of ideal threshold
schemes.

Theorem 5 Ideal (t, n)-threshold schemes exist only when
(i) n<b+t—2where#S=#K =b>tiseven, or
(i) n <b+t—3where b>tis odd and t> 3, or

(i) n =t where b<t.

Proof Assume that there exists an idéain)-threshold scheme. From Theorgm 4, there exists an orthog-
onal array(b',n+ 1,b,t) of index unity whereb = #K = #S. By using Lemm%, it is easy to verifﬁ ®
and [ii). For the case df <t, by using Lemma@]8, we know that+1 <t+1i.e. n<t. On the other
hand, for at, n)-threshold scheme, we always have n. Therefore we conclude that=t and theni)

is true. O

We note thah >t always holds. However we usually neédn)-threshold schemes with> t. Ac-
cording to Theorer|5, for clarity, we state as follows.

Corollary 8 Ideal (t,n)-threshold schemes withxat exist only when b-t where#S = #K = b.

10 Remarks

We now compare this work with other previous results.

A characterisation of perfect threshold schemes can be found from (SV88). More preCisely, (SV88)
proved that there exists a perfétiw)-threshold scheme withshares andn secrets if and only if there
existmmutuallyt-compatiblew-uniform hypergraphs onpoints. Itis not hard to verify that the “perfect”
defined in[(SV8B) is equivalent to the “strongly perfect”, or more briefly the “perfect”, definéd in (BS92).

A basic difference between this work and (SV88) is that in this paper we work on characterisations of
ideal threshold schemes.

All the results on ideal threshold schemes discussed in (PZ02) depend on a particular description of
schemes by orthogonal arrays. However this does not automatically mean that these results are available
for all ideal threshold schemes. To do so, it should be proved that the existence of orthogonal arrays is
necessary for the existence of ideal threshold schemes. This needs much more work as done in this paper.
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11 Conclusions

We have found a series of properties of weakly perfect threshold schemes. Based on this, we have derived
a number of necessary and sufficient conditions for ideal threshold schemes from different approaches.
Therefore we have examined ideal threshold schemes from new points of view and obtained new results
on ideal threshold schemes.
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