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This paper deals with statistics concerning distances between randomly chosen nodes in varieties of increasing trees.
Increasing trees are labelled rooted trees where labels along any branch from the root go in increasing order. Many
important tree families that have applications in computer science or are used as probabilistic models in various
applications, likerecursive trees, heap-ordered treasbinary increasing tree¢isomorphic to binary search trees)

are members of this variety of trees. We consider the parandgpthof a randomly chosen noddistancebetween

two randomly chosen nodes, and the generalisations wieodes are randomly chosen: the size ofaheestor-tree

of these selected nodes and the size of the smallest subtree generated by these nodes, &seinatleistance

Under the restriction that the node-degrees are bounded, we can prove that all these parameters converge in law to the
Normal distribution. This extends results obtained earlier for binary search trees and heap-ordered trees to a much
larger class of structures.

Keywords: increasing trees, Steiner-distance, ancestor-tree size

1 Introduction

In this paper we consider families of increasing trees. Increasing trees as defined in [2] are labelled trees
(the nodes of a tree of sizeare labelled by distinct integers of the $ét. .. n}), such that each sequence
of labels along any branch starting at the root is increasing. As the underlying tree model, we use the

TPart of this work was done during the first author’s visit to the John Knopfmacher Centre for Applicable Analysis and Number
Theory at the University of the Witwatersrand, Johannesburg, South Africa.
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so called simply generated trees, compare [12]. They are essentially the same as Galton-Watson trees,
obtained as the family tree of a Galton-Watson branching process conditioned on a given total size, see
e. g, [1]. Additionally, they are equipped with increasing labellings. We will thus speak abople
families of increasing treesA thorough study of families (=varieties) of increasing trees was conducted
in [2].

A class‘T of a simple family of increasing trees can be defined in the following way. A sequence of
non-negative number®y)k>o With ¢o > 0 is used to define the weigh{T) of any planted plane tree
by w(T) = [Tv$4n), Wherev ranges over all vertices df andd(v) is the out-degree of. FurtherA(T)
denotes the number of different increasing labellings of theTiteehen the familyZ” consists of all trees
T together with their weighte/(T) and the various increasing labelling§T ).

For a given integer sequenfd k>0, the quantities

Toi= 5 W(T)-A(T),
[T|=n

are counting the number of trees of sizm 7, where|T| denotes the size (=number of nodes) of the tree
T.
Further we define by

t) = tk, 1
o(t) k;bk 1)

the degree generating functiofi(t), which contains all the information required for analysing the tree
parameters that we consider in this paper.

As it is natural in enumeration problems relatedatoelledstructures, we use ttexponential generat-
ing function

2
T(2):= anTnﬁ. 2
It follows then from the recursive way in which these trees are generated that
2t (ng ) WIS (S1) -~ W(SON(S) 22
-I-/ 7) = T — Ng,eNi
( ) n; n(n_ 1)! n§1k§0¢knl+-~-+nk:n—1 T:|T|=n, (n-1)t
d(root)=k,
1S1/=n1,....|Sc[=nk

= kz%tka"(Z) =6(T(2),

where the degree of the rootksand the subtre€s;,. .., S have sizes, ..., nk, respectively.
Thus, for simple families of increasing trees with degree generating fungtignthe (exponential)
generating functiof (z) satisfies theautonomousirst order differential equation

T'(2=0¢(T(2), T(0)=0. 3)

As an example we list in Figuig 1 all planar unary-binary increasing trees of size 4. These trees are
described via the degree generating functj¢r) = 1+t +t2.

In [2], an asymptotic study of many parameters related to simple families of increasing trees can be
found.
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Fig. 1. All 9 planar unary-binary increasing trees of size 4.

These results are obtained by means of a generating functions approach and naturally depend on the
degree generating functidrt).

We want to give a few examples as an illustration that simple families of increasing trees are not an
obscure construction but occur rather naturally.

We begin with the so callegkcursive treeswhich are the family of non-planar increasing trees where
all node degreeg 0 are allowed. They are described by the degree generating furdtips- exp(t).

This model is used among other things to describe the spread of epidemics, for pyramid schemes or as a
basis of Burge’s sorting method (see e.lg.] [11]).

Another family of trees are the so callb@ap ordered treegalso known as plane recursive trees),
which are planar increasing trees such that all node degrees are allowed. They are described by the degree
generating functiom(t) = 1 ¢- They can be used for pyramid schemes based on the principle “success
breeds success” (see alsol[11]).

Finally we want to mention the so call&éhary increasing trees, which are labelled unary-binary trees
with one sort of leaves and one sort of binary nodes, but two sorts of unary nodes (left branching nodes
and right branching nodes); thus they are described by the degree generating fguictien(1 +t)2.

They can be used as a data structure to represent mergeable priority queues, with algorithms that can be
precisely analysed (seel [2]). This tree model is also isomorphic to the model of standard binary search
trees (and thus to the Quicksort algorithm, see €. 3., [7]). Hence when analysing structural parameters, we
can either do it in the binary search tree model or in the binary increasing tree model.

For the last-mentioned model of binary search trees, two tree parameters are analysed in [15], which
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extend the quantitiedepth of a random nodanddistance between two random nod&$e depth of a
nodev is here defined as the number of nodes lying on the unique path from the naofte natural
extensiorsize of the ancestor-tre@f p chosen nodes,, ..., v, measures the size of the tree spanned by
the root ands, ..., v, and therefore counts the number of nodes that are lying on at least one direct path
from the root tov; for 1 <i < p. For binary search trees this parameter is of interest when analysing the
average behaviour of the Multiple Quickselect algorithm (see €. d. [16]), which is used to find arbitrary
p-order statistics in a data file of length

The node distance betwegpandv, is defined as the number of nodes lying on the direct path from
vy to vo. A study of the distance between nodes is of interest for various tree families. E. g., the distance
between two specified nodes appears in the analysis of the costs of finger search operations in search
tree structures (seel[5]). Moreover, heap ordered trees (they are a special instance of the so called Albert-
Baralasi-model for scale-free networks, see [3])) and recursive trees (see [8]) are used to model the growth
of the world-wide-web. Thus in this context the distance between randomly chosen nodes in heap ordered
trees resp. recursive trees is of interest when analysing the “hopcount” problem of the internet, which
asks for the number of hops:-(traversed routers) along the shortest path between two arbitrary nodes in
the internet.

The natural extension for the parameter distance between two nodessisatiiging subtree sizef p
chosen nodeg,, ..., v, and thus counts the number of nodes that lie on at least one direct path; from
vj for 1 <i < j < p. Inthe literature, this parameter is also known asSteiner distancéetween these
p nodes (see e. gl.l[4]). Such measures are used for analyzing transportation networks and multiprocessor
computer networks.

Our previous papel [15] contains the following results for the binary search tree model: Under the as-
sumption that al(”) possibilities of selecting nodes in a tree of sizeare equally likely, the distribution
of the Steiner distance gf chosen nodes as well as the distribution of the size of the ancestor-tpee of
chosen nodes is asymptotically Gaussianrfer « and fixedp; mean and variance are asymptotically
2plogn.

See Figuré |2 for a comparison of both parameters considered aecestor-tree sizand Steiner-
distancefor a given increasing tree.

(a) Ancestor-tree of the three marked noddés9,11} is (b) Steiner distance of the three marked nof&®,11}
of size 7. is 6.

Fig. 2. Anincreasing tree with the two parameters under consideration
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The intention of this work is to generalise the limiting distribution results for the Steiner distance and
for the ancestor-tree size that were obtained for the special case of binary increasing trees in [15], and for
the case of heap ordered trees’in [13], to other members of the simple family of increasing trees. We will
carry out this analysis for all simple increasing trees where the possible node degrees are bounded, and
thus the degree generating functipfi) = ¢o+ - - - + dqt? is apolynomialof degreed > 2. We will thus
speak abouthe polynomial variety of increasing trees.

Important special cases are theary increasing treesh(t) = (1+1t)¢) and the planar unary-binary
increasing treesp(t) = 1+t +t2), whereas the above mentioned recursive trees and heap-ordered trees
are not covered by this analysis. So, the results in [14] (recursive trees), [13] (heap ordered trees) and in
the present paper complement each other.

However, in principle one can also obtain results for tree classes with unbounded node-degrees (where
$(t) is nota polynomial) using the methods of this paper. This is technically more subtle and depends on
whether one can describe the behaviouF () near their dominant singularities (see Secﬁbn 2).

Throughout this paper we will (for a given tree family) denoteXqy, the random variable counting the
size of the ancestor tree pfrandomly chosen nodes in a tree of sizand byY, , the random variable
counting the Steiner distance pfrandomly chosen nodes in a tree of sizél’he main result concerning
the limiting distribution of these parameters in a polynomial variety of increasing trees is then stated in
the next two theorems. The distribution function of the standard normal distribfi@y1) is denoted
by ®(x).
Theorem 1. Given a polynomial variety of increasing trees with degree generating function
Ot) =do+ -+ dgtd with d > 2, g >0, dg > 0 and ¢, > 0 for 0 < k < d. The distribution of
the random variable X, which counts the size of the ancestor-tree of p randomly chosen nodes in a
random tree of size n, is for fixed>p1 asymptotically Gaussian, where the convergence rate is of order

O(Tgﬁ):

sup
XeR

P { Xup — E(0p) < x} —®(x)
V(%a,p)

1
=0 ( vlog n) '
The expectation &, = E(X, p) and the variance V, = V(X p) satisfy

1
Enp= d—llogn+cp+o(nd%rs)’
d 1

na-1—¢

with constants gresp. g that are specified in Secti¢pn 3.

Theorem 2. Given a polynomial variety of increasing trees with degree generating function
O(t) = do+ -+ + dqtd with d > 2, ¢o > 0, dg > 0 and ¢ > 0 for 0 < k < d. The distribution of

the random variable Y, which counts the Steiner distance (and thus the spanning subtree size) of p
randomly chosen nodes in a random tree of size n, is for fixed@symptotically Gaussian, where the

convergence rate is of orded( @):
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sup
XeER

1
Tlp) =(iogn)

P { Xup — E(X0p) < x} —d(x)

The expectation f, = E(Y, p) and the variance Y, = V (Y, p) satisfy

d ~ 1
Enp= %Iogn—s—cp—s— O( i78),

na-1

d v 1
Vhp = %Iogn+dp+ O(E),

with constant€, resp.d, that are specified in Secti@\ 4.

2 Mathematical analysis of the parameters
2.1 Known results for the generating function T(2)

As the starting point in our analysis of the paramef&{g and Y, p, we will collect results from[[2]
concerning the structure of the generating funciidn).

Theorem 3. [Bergeron et al.JThe exponential generating functior{Z] of a simple family of increasing
trees defined by the degree functipft) = ¥ -0 xt*, do > 0, ¢« > Ois given implicitly by

T@ dt
A 50 2 4)

Depending on the degree functigift), periodicity phenomena can occur. dift) is a function oft9
for someq > 2, such thath(t) = (t9) for some power serieg, one says thap(t) is periodic and the
maximum possible] is called the period (otherwigi(t) is called aperiodicg = 1). For a periody > 2
one gets e. g., by applying the Lagrange inversion formulatt@t= zT*(Z%) for some power seri€b*.
Thus non-zero coefficien® can occur only if the congruence conditioa: 1 (modq) is satisfied. For the
asymptotic behaviour of the coefficiefigsone can translate the behaviourTgf) in the neighbourhood
of the dominant singularities (singularities with smallest modulus) via singularity analysi$ (see [6]).

The next theorem describes the location of the dominant singularities.

Theorem 4. [Bergeron et al.] Given a polynomial degree functiof(t) = ¥ o<x<g Oxt* with ¢o > 0,
g >0, ok > 0 for 0 < k< d. The dominant real positive singularity of the functio(e)l solution of
T'(2) = ¢(T(2)), T(0) = 0, is then given by

e
P= ) o

Furthermore, if¢(t) is non periodicp is the only dominant singularity of (E). If ¢(t) has period ¢> 2,
then T(z) = zT* (), where T(t) has a unique dominant singularity att p9.

(®)



Analysis of some statistics for increasing tree families 443

From this theorem it follows thai (z) is analytic in a domain larger than the disk of convergence if we
slit at angles &m/q: it exists ap’ > p, such thafl (z) is analytic in the domain

D:={zeC:|7 <p,z#re" with p<r <p, p=2mm/q and 0< m< qg}. (6)

The next theorem describes the behaviouF (f) near the dominant singulariy. For a polynomial
degree generating functidrit) = 5 o<x<q oKX of degreed we use throughout this paper the abbreviations
1 — ($ap\®
6.7m and n:= (T) . (7)
Theorem 5. [Bergeron et al.Letd(t) = ¢o+--- + dpqt? with o > 0, g > 0, ¢k > 0for0< k < d, be a
polynomial degree function with degree>d2. Then in a complex neighbourhoodmfthe solution Tz)
is of the form
1

T(2) = @H (A(2)), where A(z)=n (1— g)a’ (8)

and H(t) = 3= ht" is analytic at t= 0, with hp = 1.

Via singularity analysis one gets then in the aperiodic case immediately the asymptotic behaviour of the
coefficientsT,. If the degree generating functiofét) has periodj > 2 one hagj dominant singularities,
and their contributions have to be added. This leads to an extra faittdhe formula[(p) as stated in the
next theorem.

Theorem 6. [Bergeron et al.] Let 7 be a polynomial variety associated with the degree generating
functiond(t) = do+--- +dgt9, do > 0, dg > 0, ¢ > 0 for 0 < k < d. The quantities Jof elements of”
with size n satisfy for & 2:

Th O 145 _25
o =P nLt (1+o(n2)). 9)

2.2 Outline of the generating functions approach for X, p and Y, p

We will start now by giving a generating functions approach to obtain the results for the random variables
Xn,p andYy p stated in Theore@] 1 and Theor@n 2. To do this, we introduce the generating functions

n\ 2"
G(z,u,v) = P{Xpp=m T( )upvm, 10
zuv) nZO.p;,mzo Pap=mTn p/nl 10
n\ 2"
F(zu,v) = P{Ypp=m}T, —uPv™, 11
( ) nzO.p;,mzo { P } n<p> n! ( )

If we take the recursive generation of the simple families of increasing trees into consideration, we can
translate these recurrences into equations for the corresponding generating functions. This gives for the
generating function of the ancestor-tree size the non-linear first order differential equation

a%G(z, u,v) =v(1+u)$(G(zu,v)) + (1-v)$(T(2)), G(O,u,v)=0. (12)
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The derivative w. r. tzin the left side of this equation reflects the marking of the root with label 1; in the
right side of this equation the factoreflects the counting of the root, regardless whether the root is one
of the chosen nodes or not (which leads to a factgni. But in the casg = 0, where we do not select
any node, the root must not be counted. Thus we have to add the stated correction term.

The parameters “Steiner distance” and “ancestor-tree size” are closely related; differences occur only if
all selected nodes are hanging on the same subtree. One gets by translating the recursive generation of the
simple families of increasing trees a linear first order differential equation that connects both generating
functions:

0
&F (27 U,V) -

¢'(T(2))F(zu,v)+ (%G(z, u,v) —vo'(T(2))G(zu,v) — (1-v)¢'(T(2)T(2), (13)

with inital valueF (0,u,v) = 0.

Essential in our analysis will be the knowledge of the asymptotic behaviour of the coefficients
Gp(zV) := p![uP]G(z u,V) resp.Fy(z V) := p![uP]F(z u,V) near the dominant singularigy= p uniformly
in a neighbourhood of = 1. These singular expansions will be given in the form{ilg (23) rg¢sp. (46).
To get [23) we will “pump out” the main term and the order of the remainder ter@,(f,v) from the
differential equation (112) by induction, where we have to solve a first-order differential equation in every
induction step. This is done in the Subsectjon§ 3.1-3.4. Using singularity analysis, we can translate this ex-
pansion 0fGy(z,v) into an asymptotic formula for the moment generating funcfigpP{Xn p = m}e™
in a neighbourhood o = 0O for fixed p andn — . To obtain the stated Gaussian limiting distribution
result (Theorerp]1), we can apply a central limit theorem (the so called quasi power theorem, which is due
to Hwang, se€[9]), that is very powerful in particular when dealing with combinatorial structures; this is
done in Subsectidn 3.5.

Since the generating functions for the quantities ancestor-tree size and Steiner distance are closely re-
lated by a first order differential equation, we can translate the asymptotic expansion around the dominant
singularityz= p of Gp(z V) (given by equatior{ (23)) into the asymptotic expansjon (4&}.0%,v), which
will be established in Subsectipn 4.1. From this expansion, we obtain also an asymptotic formula for the
moment generating functiop,.o P{ Y, , = m}e"*and the stated normal convergence result (The@]em 2)
follows by applying the quasi power theorem; this is done in Subsectipn 4.2.

For computing the second order terigsresp. dp in the asymptotic expansion of the expectation
resp. of the variance of, p, we will consider in Subsectidn 3.6 the coefficients of the main term in the
expansion of5p(z,v) in more detail. Via generating functions, we can solve the recurrence equation that
appears, at least in principle, and obtain a formula forcfs as defined in Theore@ 1. This formula is
obtained in Subsecti¢n 3.7 and given as Thedgrem 13 (with more effort, one could also obtain a formula for
dp, but this is omitted here). Due to the close relation betwégnandY; ,, we obtain in Subsectidn 4.3
as Corollary T a formula fary; as defined in Theorefn) 2.

The quasi power theorem as proven’ih [9], which we will apply to our problem, is stated below for the
reader’s convenience.

Theorem 7. [H. K. Hwang] Let {X}n>1 be a sequence of integral random variables. Suppose that the
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moment generating function satisfies the asymptotic expression

Ma(s) i=E (€9%) = 5 P{X)=m}e™ =" (1+ 0(k,1),

m=0
the O—term being uniform fofs| < o, se C, o > 0, where
(i) Hn(s) =U(s)@(n)+V(s), with U(s) and V(s) analytic for|s| < o and independent of n; {[0) # 0,
(i) @(n) — o,
(i) Kp — 0.

Under these assumptions, the distribution gfiXasymptotically Gaussian with the given convergence
rate in the Kolmogorov metric:
(& 7o)
=0l =—+—).
Kn  /@(n)

sup IP’{X”_E(X”) < x} —d(x)
E(Xn) =U'(0)9(n) +V'(0) + O(ky ), V(%) =U"(0)q(n) +V"(0) + O(ky ™).

XeR

V(Xn)

Moreover, the mean and the variance gfsatisfy

O

Throughout this paper, we will use the following abbreviations for the rising factorfals: x(x +
1)---(x4+n—1), the falling factorialsx® := x(x — 1)---(x—n+ 1) and the harmonic numbets;, :=
Y 1<k<n &- We will also use the notatiori3, for the differential operator w. r. tr andNy for the operator
that evaluates at= 0.

3 The ancestor-tree size

3.1 Recurrences for the generating functions Gp(z,v)

As already pointed out in Subsection]2.2 the main step in the proof of Th¢grem 1 is a thorough analysis
of the asymptotic behaviour of the functions

P
Gp(zV) == %G(Z, u,v) ) = NyDPG(z,u,v) = p![uP]G(z,u,V) (14)
U=

near the dominant singularig/= p uniformly in a neighbourhood of = 1.

Here we start our analysis by describing how one can obtain the fundBgfisv) recursively. It
follows immediately from the definition oB(z u,v), that Gyo(z v) = G(z,0,v) = T(z). The functions
Gp(zv), for p > 1, will be obtained recursively. Differentiating equati¢n](J2}imes w. r. t. u and
evaluating ati = 0 gives forp > 1 that

a%NuDSG(Z» u,v) = VN,DE 29 (G(z,u,v)) +VN,DE® (G(z u,v)).
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If we denote by (1) (t) theL-th derivative off(t), it also holds forp > 1 that

NuDPO™ (G(z u,v)) = NyDE? (¢<L+1> (G(z,u,v))DyG(z, u,v))

p—1

-5 (pl 1> NJDL (6 (G(zu,v)) )NuDE'G(z UV s

p-1 1
= ¢ (T(2)Gp(zv)+ ¥ (p | )NUD'u (¢<L+1> (G(z, u,v)))G,H (z,V).
=1
Using [3), we get that the functioi,(z, v) satisfy forp > 1 the differential equation

0 Y (T@)T@
—ZGp(Lv) = VW

1
+VNDE 0 (G(z,u,v)) +vpz (pl_ 1) NyD), ((IJ’(G(Z7 u,v))) Gpi(zV),
=]

GP(27 V)
(16)

with initial valuesGp(0,v) = 0. By solving this first-order linear differential equation, we getfor 1
equations, which define th8(z, v) recursively, where the auxiliary functiom®,N\¢) (G(z u,v)) for
1< < pappear, as defined by (15):

Gp(zv) =V(T'(2))"

X /t:O [NUD81¢ (G(t, u,v)) + :)Zj (pl— 1) NuDlu (¢’(G(t,u,v))>Gp_| (t,v)} (T/(t))_vdt. a7)

3.2 Analyticity of the functions Gp(z,V)

In order to prove the analyticity of the functio(z,v) within the analytic domair of T(z) (which
will be done in Lemma@8) it is necessary to show thigz) 5 0 for all zwithin this domainD. But if there
would exist a € D such thafl’(k) = 0, we would get by[(B), tha (T (k)) = 0 holds as well. Using the
integral representatiof](4) and expanding the polynotnigl aroundT (k),

() =aut T (k) +---+aalt =T (k)"

one gets immediately that the integral is unbounded:

T dt |
/t:O ¢(t)‘_

ThusT’(z) # 0 for z€ D and therefore the function(d’(z))" resp.(T’(z)) " are for fixedv also analytic
forze D.

Lemma 8. The functions G(zv) and N,Di¢") (G(z u,v)) are for p>0, 0< L < d—1and fixed v
analytic within the domain z D where T(2) is analytic. Their dominant singularities are the dominant
singularities of Tz) and are thus located at=z p in the aperiodic case, resp. byzpe?™/9, 0<m< q,

if §(t) has period g.

K| =
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Proof. We start by considering
d
Go(zV) = NyG(z,u,v) = T(2) and Nup™ (G(z,u,v)) =4 (T(2)) = T kT (2),
k=L

in which instance we know from Theorér 4 that the lemma is true. Moreover, we get that
N6 @ (G(z,u,v)) = dqd.

Using the recursive descriptiof (17) of the functicBg(z,v), we will show the lemma fop > 1
by induction. We assume thus, that the lemma is fior 1 already shown for aliGi(z,v) and
NuDLo") (G(z u,v)) with 0 < | < pand 0< L < d—1. SinceT'(z) # 0 for z€ D, it follows imme-
diately that the integrand in the representatiorsgfz,v) as given by[(1]7) is analytic in the considered
domainD. The dominant singularities are the dominant singulariti€f’ ¢f) and thus ofT (z). It follows
then that the lemma is also true 1Gp(z,v).

Once the lemma is proven f@p(z V), we can use for &< L < d —1 the recursive description of
NuDE$ ™ (G(z u,v)) stated as equatiop (1L5), to show that the lemma is also true for these auxiliary func-
tions. Moreover, one gets fqr> 1 that

NuDE6 @ (G(z,u,v)) = 0.

3.3 Singular behaviour of G1(z V)

The next lemma describes the asymptotic behavio@®16f,v) nearz= p.

Lemma9. Gi(z V) has for fixed v|1—v| < o and o small enough in a neighbourhood of the dominant
singularity z= p the expansion

z) —(1+8)v

Gi(z V) = a1(v)g1(A(2),V) (1— 0 +%(A2),v) (1_ E) —57

p

with g1(0,v) = 1, and where g(t,v) and g (t, V) are for fixed v with1 — v| < g, o small enough, analytic
around t= 0. Moreover,a;(v) is analytic for v with|1 —v| < g, o small enough, and given by

_ 6 v . _ p / 1-v
a1(v) _v(ﬁ) C(v), with C(v) _/t:O (T'(0)* V.
Proof. We start with the integral representation
z
Gi(zv) = V(T'(2)" / (T/(t)* Ve, (18)
t=0

which is obtained fron](17).
From TheorerﬂS we get Vil (z) = — 2 ()2)2 [H (A(2) —A(Z)H/(A(Z))} , the local expansion

T(@)=—(1- f)_l_aﬁ (8(2)), (19)
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whereH (t) := H(t) —tH'(t) = Sohc(1 - K)tX. ThusH(t) = Fyoht* is analytic around = 0 with
hp = 1. From this expansion, we get in a neighbourhood-efp the expansions

(T/(Z))l—v: (%)17\/(1— :)(1+6)<1V)|:|(A(Z),V), (20)
(T'@)" = (%)V(lf ;)(M)VH (8(2),v), (21)

with functionsH (t,v) = 3o k(V)tX andH (t,v) = 30 hk(V)t%, that are for fixeds with [1-v| < 0, 0
small enough, analytic around-= 0 with hp(v) = 1 andhp(v) = 1.
Next, we consider the integral

z p P
/ (T'(t))* Yt = / (T/(t))* Vit — / (T'(t)* V. (22)
t=0 t=0 t=z
We want to show that the first part of equatipn](22),
P
C(v) = / (T'(1))*
t=0

is an analytic function of in a neighbourhood of = 1. This is not completely obvious in advance, since
T'(2) is not analytic az = p. We will consider the coefficients

N (o(T (1) )

Cn: v

- (—1)”/tzo(logT’(t))ndt

v=1

in the expansio(v) = ¥ -0 1 (v—1)" and show that they will not grow too fast. We choese 0 smalll

enough, such that the expansioriléfz) as given by[(T9) holds fdi — z/p| < € and write
P p(1-¢) P
/ (logT'(t))"dt = / (logT'(t))"dt + (logT'(t))"dt.
t=0 t=0 t=p(1-¢)

SinceT'(2) # 0 in the domairD, logT’(z) is bounded in the intervdD, p(1—¢)]. We defineMg :=
MaXc0,0(1-¢) 109 T'(2) and get

p(1-¢) R n
/H) (logT'(t)) dt‘ <p(1—e)M.

From the expansiof (19), we get
)

logT'(2) = log (pr]

) +1ogH (A(2) - (1+8)log(1 - 7/p).
DefiningMy := maX.c(p(1-¢) ] (Iog (p%) +logH (A(z))), we obtain forze [p(1—¢),p):

[logT'(z)| <M1 — (1+9)log(1—2z/p),
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and with the substitution=1—t/p:

p €
[, oaT0)"at <p [ (1 (1+3)l0gx"dx
t=p(1—¢) x=0

Since

/E(Iogx)”dx: £ i (=1)knk (loge)",
0 k=0

we get further

/tpp(la> (logT'(1)"dt| < pzo( ) D(a+9) JSZJ (loge)’(~1)¢
- psMi‘ki (1,\:16) (nf!k)!jngko (T_E) (-1))* ((1+Sl>l'°9€>

n n k
= peM] (1_(1+I\E;)|)llogs) k%(ni!k)! <M_(1ig)logs> '

- 13
Since 7 —157Toge

< 1, for e small enough, we obtain the bound

P
/ ( (IogT’(t))"dt‘ <pe(n+1)1(My—(1+0)loge)".
t=p(1-¢)
Thus we found that
ch < pe(n+1)! (Mg —(1+90)loge)" + peMy,

and this gives by majorisation, th@fv) converges fotv| < m
For the second part iff (R2) we obtain

/z (T'(t) " Vdt = /t i (E)H(l—3)_<1+5)(1_V>H(A(t),v)dt

=z \PN p

1-v P - t \ Sk—(1+3)(1-v)
h(v)n(1— = dt
/t=zk2 (wn(1-7)

and is analytic therein.

t )6k7(1+6)(17v)+1 P

1-v . fp(lff
> hevn* pk— (1p+5)(1fv) +1

)
)
v 11491y _ (V) (1= (148)(1—V) K
) 1—(1+%)(1—v) (1_5) ) 2. k1\/((1+e'>)(j1Lv)+a\s/k) (”(1—3))
) 1-v p ( z) 1-(149)(1-v)

)

T.

(A(2),v),

—(1+9)(1- p

—(1+9)(1- ))tk
; 1+6 1—v)+ ok
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It follows again by majorisation, which is omitted here, tﬁat,y) is for fixedv with |1—v| < g, o small
enough, in a neighbourhood b 0 an analytic function, sincd (t,v) is analytic there.
Combining these results, we get from](18) the expansion

Gi(zv) = (1~ g) _(1+6)Vv(pan)VC(v)H(A(z),v)
+(1-8) (- s=m ey @ vRea.Y.
Setting
a):=v( ). a6@.v)=HeEw.
0@ = gy AR 6@
the lemma is proven. 0

3.4 Establishing the singular behaviour of Gp(z,v) by induction

The crucial step in proving the normal convergence theorem in our approach is the description of the
behaviour of the function&(z,v) in a neighbourhood of = 1 around the dominant singularig:= p.
This is given in the next lemma.

Lemma 10. The functions G(z v) have for for p> 1 and |1 —v| < g, o small enough, the following
local expansions around the dominant singularity p:

Z\ —pddv+(p—1)8 Z\ —Ppdd+pd—(3p—2)ddo
Gp(zV) :ap(v)(l—a) +o<(1—p) ) (23)

and for p=0:

Go(z,Y) = ao(v) (1 g) ® o).

The auxiliary functions 1}08¢<L> (G(z,u,v)) have for p> 1, 0<L<d-1and|1-v| <0, csmall
enough, the following local expansions around the dominant singulasitpz

P (L) _ z —pddv—(d—L—p)d oz —pdd—(d—1-L—p)5—(3p—2)ddc
NuDJo™ (G(z u,v)) = Bp.L(V) (1 p> +0 (1 p) ’
and for p=0:
(L) _ z —(d-L)8 oz —(d-1-L)8
Ny (G(z,u,v)) = BOVL(V)(l p) +o (1 p) .

Moreover we have
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The coefficientsip(v) resp.Bp,(v) are for|1—v| < o analytic functions which are given by the following
system of recurrences:

vp
>
o) =~ o T  ) Bap ). for p>2
- (24)
BpL(v) = z (p|—1> BiLsa(V)ap_(v), for 0<L<d-1and p>1,
=0
where the initial values are given by
_ L
Bpa(v) = bact, P=0. BO,L(V):%a foro<L<d-1,

o) = aa=v() [ (T0) e

Proof. First we will treat the special cases. Sireg(z,v) = T (2) resp.
Nup™ (G(z,u,v)) = 6 (T (2)), we get from TheorerﬂS

1 1

Go(z.¥) = 5 H(B(@) = SHB@) (1 ;)‘5 (- ;)_5+ 0(1).

andforoO<L<d-1,

N (G(z ) = 61(T(2) = § 0T (2
k=L

o1 kL
= > bk e HB) (1-2

_ (rll)gdt(l_ g)fa(dfu N O((l— ;)6(d1L)).

Further it follows forL = d that

Pg (d) _ P I — ¢qd!, p=0,
NuDu¢ (G(Z, U,V)) NuDuq)dd- {O, p> 1
This gives the initial values
1 dgd- ¢qd!, p=0,
a =— =—— forO<L<d-1 =
O(V) n ) BO,L(V) r]d,L >~L > ) Bp,d (V) {O, p > 1

Of course these functions are constants and therefore analytic.
Further it follows from LemmE]g that the stated expansion hold&fde, v). We only use the fact that
for vwith |1—v| < o ando small enough, it holds in a neighbourhoodzet p:

(1— g)a\l: ((1— ;)a<10)> fora>0, resp. (1— g)av: O((l— :>a(l+0)) fora< 0.
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This gives
Z\ —ddv Z\ —pdd+pd—ddo
Gi(zv) :al(v)(l—a) +o<(1p) )

with a1 (v) = v(%)vftio(T’(t))l‘th. It was proven in Lemm@g that, (v) is analytic for|/1—v| < a.
Since
NuDuo ™ (G(z uv)) = 0 (T(2)) Ga(z ),

we obtain for <L <d—1:
(L _  z)~dov—(d-1-1)3 2 ~08-(d-2-L)3-ddo
NDud ™ (G(z,uv)) = Br(v) (1 p) vo((a p) 7

with By (V) = Bo+1(V)a1(v). Therefore the functionBy | (v) are also analytic fofl —v| < g, and the
lemma holds fop = 1.
In the following we will use the expansions

(T'@) "= (pén)—v<1_;)d5v+o<(l_ ;)(d+1)6—d6cr>

and

(T/(Z))v: (pén)v(l— :>—d6v+o((1_ ;)—(d—1)6+d60)’

which follow from (23).
We will now use induction to show the lemma for genggalvhere we assume that the lemma is already
proven for 0< | < pwith p > 2. To do this, we have to examine first the integrand

-1
I(t,V) = [NuDﬂlq) (G(t,u,v)) + Tzl (pl_ 1) NuD}, (¢ (G(t,u,v))) Gp_i (t,v)] (T'@) "

near the dominant singularity= p in the integral representation given by equation (17). By using the
induction hypothesis, we obtain then fdr— v| < o in a neighbourhood df= p the expansion

—vb-1

(9 p—1 t\ —(p-1)ddv+(p—d)d
|(t7v)—(ﬁ) Izl( | )Bu(v)uw(v)(lp)
t \ —pdd+(p+1)3—(3p—3)ddo
+O((1—p) > (26)

To obtain a suitable bound for the remainder term of the integral, we will use the following fact. Given
an analytic functionf (z) with its only dominant singularity a = p, which satisfies foo < —1 in the
indented diskD(@,T) := {z: |z—p| <1, |Arg(z—p)| > @} for T > 0 and 0< @ < 11/2 the bound
f(z7=0((1- g)u). Then forz € D(g, 1) the bound

/yf(t)dt_0<(1—;)a+l>,
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holds, where the contowris for ze D(@o, T) with |z—p| =1 < T and Argz—p) = @with |@| > ¢ defined
byy:=vi+Vye, vi:=[p—T1,p—r], and wherep :={t: |t| =1, Arg(t—p) € [-TL @]} for 9 <O, resp.
Yo:={t:|t|=r, —Arg(t—p) € [T, —q@|} for ¢> 0.

Next we consider the integrdf" oI (t,v)dt, where we split the integration path into parts as described
below. The quantityr is chosen small enough such that above expanpidn (26) for the intelftand
holds. We obtain

z p(1-1)
/ I(t,v)dt:/ I(t,v)dt
t=0 t=0
5 _yp-1 p— z t \ —(p—1)ddv+(p—d)d
s : 1- - dt
) 2 ( )B' 100 '(V)/t:pu—n( )

=1

t —pdd+(p+1)6—(3p—3)ddo
+/ ( 5 ) dt

B (E)wp 1 p—1 p[3|,1(V)0(p7I(V) (17 E)f(pfl)d6v+(p—d)6+1
“n) 200 ) enes—p-as-1t o
—pd6+(p+1)6—(3p—3)d60+1>

)

1
+c“(v)+o((1—;)

whereC(v) subsumes the contributions

p(1-1)
/ I(t,v)dt
t

=0
5\VvPl/p-1 PRIA(V)ap (V) P(1—1) —(P-1)ddv+(p—d)3+1
*(ﬁ> < | )(p—l)dév—(::))—d)é—l(l p ) '

=1

FurthermoreC(v) is uniformly bounded fof1 —v| < o, o small enough.
This leads thus to the expansion

Gplz,V) = v(T’(z))V/z I(t,v)dt

B o) L

= Gp(v)(l_ Fz))—pdav+(p—1>ts <(1_ 5) pd5-+pd— (3p—2)d50)7

with
vp

ap(v) = (p—T)dov— 62( )Bu (V)ap_i(v), for p> 2.

Since it follows from the induction hypothe5|s that the appearing funcfpp&), ap_(v) are analytic
for [1—v| < o, and there the denominatp — 1)ddv — (p— 1) does not vanish, we obtain thag(v) is
also analytic.
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Once the expansion is proven 18p(z,v), we can use equatiop ((15) to obtain the corresponding results
for NuD{ (6" (G(z u,v))). We obtain for 0< L < d— 1 andp > 2 (but it turns out that it holds also for
p=1):

z\ ~pddv—(d-L—p)3 Z\ —pdd—(d—1-L—p)5-(3p-2)ddc
NUDP (V) (G(z,u,v))) = BpAL(v)(l—B) +O((l_p) )

where
pfl pi 1
o= 5 (7)) Bt v
=0
Therefore the functionB, . (v) are also analytic and the lemma is proven. O

3.5 Applying the quasi power theorem

From this local expansion of the generating functi@$z,v) around the dominant singulariy= p, as
given by [23), we obtain immediately via singularity analysis (5ee [6]) the expansion for the coefficients:

[Z"]Gp(z,v) = ZOP{X”’F’ =m} %rppvm

(27)

ddv—(p—1)5-1
N ?((Js((j\g/rf (;_(pl) ;)p” +0 (npd5* P5*1+<3p—2)d50) .

The remainder term holds uniformly f¢t — v| < o, o small enough. As remarked in the description of
Theoren{ B, one has to add in the periodic case2 the contributions of thg dominant singularities,
which leads to the factay in formula [27).

Using the asymptotic behaviour of the numb@&ss given by equatiof[9), we obtain by choosing
small enough the expansion

e}
mgop{xn,p =mpVv" = r<p3§\(,vm<;()1)5) nPdd(v—1) (1 + O(n76<17s>))7

resp. for the moment generating function fgrsmall enough,

Z ]P{xn,p _ m} ans— eUp(s) logn+Vp(s) (1+ O(I’I*B(lfs))), (28)
m>0
with ©nr
o
Up(s) = pdd(e°—1) and Vy(s) = log (F(pdges—r}p—l)é)) . (29)
We obtain

Up(0) = pdd and Uy(0) = pds,

and get by applying the quasi power theorem (Thedrem 7) the stated normal convergence result, Theo-
rerr@. The proof that(s) is actually an analytic function in a neighbourhoodef 0, which is necessary

to apply the quasi power theorem, will follow in Subsecfiorj 4.1, when we examine the leading coefficients
ap(v). We will show thaioy(1) > 0 for p> 1 (see equatidn 36), and sineg(v) is analytic around = 1,

this is sufficient for the analyticity df,(s) arounds = 0.
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3.6 Examining the leading coefficients in the expansion of Gp(z V)

From the quasi power theorem follows also that the constgntssp.dp, which denote the second order
terms in the expansion of the expectatiofX, p) resp. the varianc® (X p) in Theoren[]l., are given by

cp=Vp(0) and dp=Vy(0). (30)

Equation[(ZP) shows then, that it is (apart frorp(1)) necessary to compunép(l) to obtaincy, resp.
ap(1) andaf(1) to obtaindy. Since the recurrencg (24) for thg(v) is quite involved, we will describe
in the next lemma how to find the leading coefficieatgv) by means of generating functions.

Lemma 11. The generating functions(Av) := zpzoap(v)%'!) of the leading coefficients,(v), that are
given by(24), satisfy the differential equation

1

x A v) = vndAd(x,v)an(x,v)f(vfl)), with - A0)= . (31)

ox M(

Proof. To prove this lemma, we also define for<OL < d the auxiliary functionsBi(x,v) :=
Y p=0BpL(V) 5 ® of the leading coefficientBp | (v). We can then translate the recurrengeg (24) and ini-
tial values [QPIS) into the following system of differential equations:

2
62

vp

ANV = =175

0
(B]_(X, V) - B]_(O, V)) &A(X7 V);
2B (X,V) = BL11(x V)QA(X v), foroO<L<d-1
F% LA, = DBL+1(A, X s V) =L = )
0

hgd-

= ! == = = <L <d.
Ba(X,v) = §qd!, A(0O,Vv) aXA(x,V)‘v:1 ai(v), BL(0,v)= prE foro<L<d
Next we want to show by induction that
B ¢dd k
d—k(X,V) = m —Ax,v) forO<k<d-1 (32)

Fork = 0 the statement is satisfied. If we assume that it is already proven By_allx, v) with 0 <1 < k
andk > 0, we obtain

9 _ ad! a1, 4O _ Ggd! 0
aXBdfk(X7 V) - (k— 1)| A (X3 V) aXA(X7 V) - k! ax (A (Xﬂ V))7
and thus
Ba %) = 9L AGv) k().
But plugging in the initial values fax = 0, we obtain
dad! i 0gd?=*  ¢gd!
() Bd k(OV)—iA(O ) r]k _W_Q

and [32) is proven.
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We thus obtain

02 d! d\ o
XWA(X,V) = (dv\f)l 5 ( Gqd! AL (x,v) — er) —A(X,V)

~—

where we used the definition gf By integration we obtain

xa%A(x7 V) — A(X,V) = ﬁ (n@2A900v) — dAOY) ) +K(V). 33)

Settingx = 0 and taking the initial values into consideration, we obtain from this

K(V)_—E—L ﬁ_g —L—i_l
- n dv-1\nd n/ n(dv-1)

Combining equation§ (33) ar{d (34), we obtain the first-order differential equation stated in the lemma.

(34)

It is easy to verify (but also clear from prior considerations) that

1

A = (35)
and thus 5 | -
— ol[xP _9o_p(p-1t )
ap(1) = pibelA D) = o = o (P 0F0). (36)

For generald, we cannot expect to get a simple formula fx,v). But for the special casé = 2
(which covers e. g., binary increasing trees), we obtain

L Guvnzi-v)
A(X,V) = 1 -1
1 ag(v)nzv
2v-1

)

and further forp > 1

ap(Vv)=p

(2v—-1)8 [ vpd2 P
! VoD <(2v_1)6a1(v)).

For binary increasing trees, we get wiitt) = (1+t)? eventually

\Y )2[)71
)

ap(v) = p! (Zv—l

which was already computed in [15], to obtain the second order terfi§@f,) andV (X, p) for binary
search trees. Recall that binary search trees and binary increasing trees are isomorphic.
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3.7 Computing the second order term for E(X, p)

Although in general we will not be able to obtain a simple formula&tt, v) as defined in Lemn@l, we
can use the differential equatidn [31) to compuf¢1) (in principle also foray(1), but this is not carried
out here), and thus, in Theorenj IL.

Lemma 12. The derivativesi;(1) of theap(v) as defined bf24) are for p> 2 given by

p'o(1+9d) (p—l+5> p!6(p+6) <p—1+6> ,
o (1)= -2 Hy 1.5—Hs—Hp 1+1)— — +p! ol (1), (37
p(1) 0 b1 (Hp-145—Hs—Hp-1+1) o P b1 1(1), (37)

o;(1) = 2+ 2log (%) - p% /:0 'qufzgt)) dt. (38)

Proof. We defineE;(x) :=n %A(x, v)' L andEp(x) :=nA(x,1) =
V=
(37) the differential equation

(d = 1)XE; (x) = (dEG(x) — 1)Ex(%) +E§ (x) — L — dxE)(),

ﬁ. We obtain then from equation

or
d—1+x 1 (1+9)x
— ! e — —

(d 1>XE1(X) 1_x El(X)+ (1—X)1+6 (1_X)1+57 (39)

with E1(0) = 0 andE/ (0) = na’(1).
Solving [39) and plugging in the initial values, we obtain as solution
X X 1—(148)t—(1—t)*° naj(1)x
Ei(x) = dt . 40
1(X) (1—x)13(d—1) /t:O i2 + (1—x)1+d (40)

Extracting coefficients leads fqr> 2 to
X /X 1—(1+6)t—(1—t)1+5dt_ ()PP (148) [ -1-8)\1
(1-x)+3(d—1) Ji—o t2 o od-1 S \I+1)\p-1-1/)1"

xP] noy()x (p+6—l
p—1

7]

= )naﬂh-

One can simplify the sum e. g. by establishing a recurrence, where one uses the Chu-Vandermonde
identity, and obtains fop > 2

Plyd\/-1-8\1 p—1+8 p+d
|Zl(l+1>(p1l>|:6(l+6)< p-1 >(H"‘”5_H5_Hp_l+l)_6( p )

This leads forp > 2 to the formula

wm=%wmw

p
p'o(1+9d) /(p—1+9d p'd /p+d p—1+9d
:T p—1 (Hp—1+6_H6_HP—1+1)_T p +p! p—1 ay(1).
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SinceC(v) = [Po(T/(t))2Vdt = [, (6(T)) “dT, and thus

Vo Togd(T))
C0) == [, gt 4T

we also obtain the stated formula ff(1). O

From [29) we get then immediately that the constagt® Theorenj [L are given by

(a
Cp=Vi(0) = 328 — pddW(p+3), (41)

whereW(x) := (logl(x))’ denotes the digamma-function. With Lemmna 12, Equafioh (36) and using
1
W(p+9) =W(d)+Hp 115—Hs+ 3,

we obtain the following theorem.

Theorem 13. The second-order termsg i the asymptotic expansion of the expectatiBix, p) as stated
by Theorer]1 are for p 1 given by

B 5\ 1 /= log(o(t))
Cp= p(log (pﬂ) -3 t_o¢(t)dt) — pdd(W(d) +Hp—1) +1—pd. (42)
4 The Steiner distance

4.1 Singular behaviour of the generating functions Fy(z,v)

Since the differential equatiop ([L3) connects the generating fundii@ns, v) andG(z u,v), we obtain
also for
Fp(Z, V) = NUDLFIJF (Za U,V) = pl [up}F (27 U,V)

a differential equation that linkS,(z,v) to theGp(z v)'s, which were analysed in Sectiph 3. For 1,

a%Fp(z, V) =0'(T(2)Fp(zv) + (%Gp(z, V) =V’ (T(2))Gp(z,V) (43)
holds. This differential equation has the solution
z 79 -
Fo(zv) =T'(2) /t:o [atGp(Lv) —vq)’(T(t))Gp(t,v)} (T'(t)) Ldt. (44)

In order to use the asymptotic expansions@z,v) as given by[(Z3), we will integrate by parts and
use [[3). We then get
Fo(zV) = Go(zv) + (1) [ Gp(t, 1) L0 D) g (45)
P P =0~ o(T(t)

Now we can usdg (23) and obtain finally fpr> 2 the asymptotic expansion

_ _ —pddv(p-1)5 —pad-+pd—(3p-2)dd
(p—1)3(dv 1)(1 2) pddv--(p )+O((1 2) pd3-+p3-(3p-2) 0>. 46)

pdv—pd—1 \" p

Fo(z,v) = ap(V)
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4.2 Applying the quasi power theorem

From the singular expansion (46) Bf(z,v) we obtain again by using singularity analysis the following
asymptotic expansion for the coefficients:

I
méop Nop = mjVT = r(p:j/péslv)n( p()1)6) PAB(v-1) (1 n O<n76(1fs))) 7 (47)

with
(P—1)8(dv—1)

pddv—pd—1 ’ (48)

Yp(V) = ap(V)
and wherax (V) is the leading coefficient in the expansionG(z v) aroundz= p as defined in Sectidrj 3.
Since theop(v) are for|1—v| < o, o small enough, analytic functions (Leming 10), and the denominator
pddv — pd— 1 does not vanish fop > 2, it follows that theyp(v) are also analytic there.
This leads foils| small enough to the following asymptotic expansion of the moment generating func-
tion of Yy, p:

Z P{¥np=m}e™= Jp(s)logn-+Vp(s) (1+ O(n—é(l—s))) , (49)
m>0
with
~ ~ e nr(d
Up(s) = pdd(e°—1) and Vpy(s) = log (r(ng(es m(p()l)é)) , (50)

and wherey,(v) is given by [48).
By another application of the quasi power theorem, the normal convergence theorem (Theorem 2)
follows, since

5(0) =U;(0) = pdbd.

4.3 Computing the second order term for E(Yy p)

To obtain the constants, = \7{,(0) in the expansion of the expectati@{Y, p) in Theorenﬂz, we use
equations[(29) andl (50) and get

Vp(S) = Vp(s) + log (W) .

Differentiating [51), we obtain the following corollary.

(51)
Corollary 14. The second-order term, in the asymptotic expansion of the expectati@t¥, p) as
stated by Theorefr] 2 are for>p2 given by

~ d pdd

Cp—Cp‘l‘m—ﬁ, (52)

where the formula for gis given in Theorern 13.
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