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We give an overview of how a huge class of multisum identities can be proven and discovered with the summation
packageSigma implemented in the computer algebra system Mathematica. General principles of symbolic summa-
tion are discussed.

We illustrate the usage &igma by showing how one can find and prove a multisum identity that arose in the enumer-
ation of rhombus tilings of a symmetric hexagon. Whereas this identity has been derived alternatively with the help
of highly involved transformations of special functions, our tools enable to find and prove this identity completely
automatically with the computer.
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1 Introduction

The overall object of this article is to give an introductory overview of how a huge class of multisum
identities can be proven and discovered with the summation pa&igge [Sch01], which is based on

the computer algebra system Mathematica. The algebraic platfo8igofa is built on the constructive
difference field theory off1Z-fields [Kar81| Kar85, Bro00, Sch00, Sch01, Sch04b] that not only allows to
simplify indefinite and definite sums of{)hypergeometric terms, like [Gos78, Z€i90, PS95a, PWZ96,
PR97], but of Nz-terms, i.e., rational terms of arbitrarily nested indefinite sums and products. Due to the
generality off12Z-terms, this opens up a new class of symbolic summation problems that cannot be treated
by the algorithms and implementations [Wegg97, Rie03] developedif§hypergeometric multisums or

by those[[CS9&, Chy00] developed for holonomic a@rfithite terms.
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In the first part of this article we shall discuss relevant techniques of symbolic summation, and we shall
explain how these ideas can be applied in the difference field settifig dfelds and in difference ring
extensions liké—1)"; see [Sch01, Sch04b]. More precisely, this means that sequences, that may consist
of rational terms of arbitrarily nested indefinite sums and products, are translated in a natural way into
the corresponding difference field/ring setting [K&r85, Sch04b], and, by using a very general algebraic
machinery([Kar81l, APS4, Bro00, Sch02b, Sch(04a, Sch02a, Sch04c], the corresponding summation prin-
ciples (telescoping, creative telescoping, solving recurrences) are applied in this setting.

This allows to carry over Zeilberger's paradigm from hypergeometric terms [PWZ96] to so-CHlled

terms: given a definite nested multisum, find a recurrence and, if possible, solve the recurrence in terms of
simpler expressions than the definite sum itself. Then the right combination of that solutions might give
a closed form evaluation of the definite sum itself. The interplay of these summation techniques in the
difference field setting can be summarized withdleéinite summation spiréthat is graphically illustrated

in Figure[].

In the second part of this article we shall demonstrate how these summation technique$igittan
enable the user to find an alternative, completely automatic proof of a non-trivial multisum identity that
arises in[[EKQO]. In this article, M. Fulmek and C. Krattenthaler count the number of rhombus tilings
of a symmetric hexagon with side lengtisM, N, N, M, N, with N andM having the same parity, which
contain a particular rhombus next to the center of the hexagon. Within this counting there arises the

subproblem of finding a closed form evaluatdﬁ n+3 §12 for the two sums

1) __”—1(—1)”+"(n+k+4) S ot 2. DM N+k+A)(1— (—1)"(n+2)
$ _k;) (k+2)!(k+3)!(n—k—1)! S ; (k+1)(k+2)1*(n—k—1)!

In order to achieve this, the authors(in [FKOO] derive closed form evaluations for these sums, namely,

Sgl):_1+(_1):](izz+3n+3)_(1_ "(n+2)) gkzl @)
and
3 2
s =(1-(-1)"(n+2)) <Z)k+1 n++2:)(:ilzn)(:+lir>]+ll>’ @
which finally delivers the identity
gy -§7 = (-1)"(n+2)-2 @)

n+3

for all n > 0. However, the proof of this identity, given in [FKOO, Lemma 26], fills about four pages
involving highly complicated transformations of special functions.

In [EKQQ], the authors were already aware that the sum ideifjty (3) could be proven with a proto-
type version[[Sch00] of ouBigma package[[Sch01]. At that time, we were able to derive recurrence
relations for the two sum§]l) andS{?). Afterwards, we combined those two recurrences using “gfun”
(seel[SZ94], or [Mal96] for a Mathematica implementation) to one recurrence of order 10 which contains
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S(nl) + ﬁé@ as a solution. It is then a simple task to check that the right hand side of id¢itity (3)
is also a solution of this combined recurrence. The fact that both sides of the eq[iftion (3) agree with
the first 10 initial values finally shows the correctnesd ¢f (3). However, at that time we were not able to
find the explicit evaluation§ [1) anfd]|(2). This has been changed partially in [Sch00], where we could find
those evalijations by assuming that the right hand siddg of (1] &nd (2) depend on the harmonic numbers
Hn = Zinzl i

In this alrticle we shall show that meanwhile also the taskirafing the evaluationg (1) andf](2) can
be carried out with the summation packaggma, without any guessing part, but only with computer
algebra methods. In other words, we present an alternative probf of [FK0OO, Lemma 26] that not only
shows the correctness of identify] (3), but also delivers the explicit evaluations of the sums in (1) and
(2). Moreover we shall illustrate that the proof bf [FK00, Lemma 26] becomes completely automatic, if
one uses$igma, and hence feasible without advanced knowledge of hypergeometric functions and their
transformations.

In principle, a reader may jump directly to the rhombus tiling application in Secfion 3. At every algo-
rithmic step there, a pointer to the appropriate subsection of Sggtion 2 is given where the ideas behind are
outlined.

2 Symbolic Summation in Difference Fields

Symbolic summation usually is divided into two different subbranches, namely indefinite and definite
summation. In contrast to indefinite summation, definite summation problems have closed form evalua-
tions only for specifically chosen summation ranges. For instance, thgﬁyg@) in general cannot be
simplified further, whereas for the specific bourads 0 andb = n that sum evaluates td'2

In the following two subsections we will explain in more details, how indefinite and definite summation
can be treated with the summation pack&jgma [Sch01]. Moreover, additional information is given
in “INz-Remarks” how the summation problems are rephrased internally in the difference field setting of
Nx-fields. Finally, we will summarize all these underlying difference field aspects in Subseciion 2.3.

2.1 Indefinite summation

Indefinite summation deals with the problem of eliminating summation quantifiers without using any
knowledge about the summation range. More precisely, following [ES95b], we are interested in the fol-
lowing problem.Given an indefinite suny ;_, f (k) wheref belongs to some “nice” domain of sequences
and f (k) is independent of. Find g(k) in the same class or some suitable extension of it such that

nfk: .
3 k=g

Alternatively, indefinite summation asks for solving

{ Problem T: Telescopinq}.

Given f(k); find g(k) such that
gk+1) —g(k) = f(k) (4)
holds within a certain range &f
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Then, given such telescoper ¢) of f(k), one derives by telescoping

S f(=g(b+1)-g() (5)

if b—ae Np.

There are various algorithms that solve Problem T for “nice” domains of sequé(icedike [Gos78,
PS95a] for hypergeometric terms, [PR97] fprhypergeometric terms, dr [Chy00] for holonomic and
0-finite terms.

In the summation packaggigma the sequenceb(k) and its telescopeg(k) are described in the alge-
braic setting of difference fields, more precisely't¥-fields [Kar81 | Kar85], and certain difference rings;
for more details se€l=-Remark{1. This domain of sequences essentially cowpshypergeometric
terms, see [Sch04b], and an important subclass of holonomi@-dinite terms that occurs frequently
in symbolic summation. More generally, our approach allows to formulate sequences in terms of ra-
tional expressions consisting of arbitrarily nested indefinite sums and products that are out of scope
of [Gos78/ PRI, CS98, Chy00].

Without going into more details, we call all those sequerf¢é$ M2-terms (in k)that can be described
in terms offX-fields. Typical examples fdiZ-terms are for instance

k k k K o

g wWege el ()0
2

(1+Hk(n2k)>(::>’ HZH®,  H le‘h |_1|3H+J+'J

One of the crucial properties of@-term f (k) is that the sums and products in the shifted vergigat-1)
can be expressed by the sums and products givékin like Hy 1 = Hc+ @11 or (k+1)! = (k+ 1)k

On the contrary, sums Iikgik: —- are not in the scope é¢1Z-terms.

(6)

+k)
Mz-Remark 1. In the sequel a brief introduction 6fz-fields is given; further information can be found

in [Kar81,[Kar85[ Bro0d, SchOL, Sch02b, Sch04b]. A difference field [Coh65], usually denot&ddy

is nothing else than aflﬂhF together with a field automorphisan: F — F. Karr built up a difference field

theory in a completely constructive manner that enables one to describe a huge class of nested multisums.
In short, the class dflZ-fields contains difference field®, o) that can be defined as follows. Basically

IF is constructed by a tower of finite field extensidis= Eg < E1 < --- < E, = F with constant field

K, ie., K= {o(g) =9|geFi} forall 0 <i < n. Moreover the following conditions for £ i < n hold:

E; :=E;i_1(t) is a transcendental extensionff 1 and we either have(t;) = a t; (a productfl-extension)

oro(ti) =t +4& (a sum extension) for sonae € E;_1 \ {0}. In other words the class 6fz-fields contains
difference fields such &8:= K(t1)(t2)... (t,) whereF is a field of rational functions ovék. Moreover

these transcendental extensions allow to describe recursively defined nested sums and products in rational
terms. Besides such product and sum extensiofk,-field can contain more general extensions of the
typeo(ti) = a;t; + B with a;, B € E\ {0} together with some technical side conditions that are described
further, for instance, ir [Kar81, Kar85, Brd00, Sch01, Sch02b, Sch04b].

* Throughout this article all fields will have characteristic 0.
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Clearly, rational functions af(k) € K(k) with the shift operatoo(k) = k+ 1 are contained in the class
of NZ-fields; also, most of thegf)hypergeometric terms liké(k) = 2¥ or f (k) = k! can be rephrased in
aNz-field (K(k)(h),o) with a(h) = 2h or a(h) = (k+ 1) h; for more details se¢ [Sch04b]. In particular,
all the terms given ir{ (6) can be formulatedniz-fields.

On the other hand, frequently used objects likel)X cannot be formalized iMZ-fields, since we
have the algebraic relatiof{—1)¥)> = 1. To overcome this problen§igma allows to handle objects
like a*, 1+ o annth root of unity, in ring extensions of the ty[x] where(F,o) is aMz-field with
constant fieldk, a € K, a(x) = ax, andx" = 1. In particular, this means that: F[x] — F[x] is a ring
automorphism, i.e.(F[x],0) forms a difference ring, or a difference ring extensior(Bfo). For more

details se€ [SchOL, Sch04b]. O
For instance, wittsigma one can produce the right hand sides of the identities
a n n
S (1+(n—2k)Hk)< ) :(n—a)Ha( >+1, a>0, @)
= k a
a 2 (n—a)? n\ 2 _
k;(1+2(n—2k)Hk) <k> = (14 2nHy) <a> , a>0; @)

note that the special caae- n of theses identities is treated in [P$03]; see also [DPSWO04a,/CD04, KR04].
We illustrate the usage of our packagigma by discovering and proving identity](7). First we start a
Mathematica session by loading the package

In[1]:= << Sigmd
Sigma - A summation package by Carsten Schneider © Rl SC Linz
and defining the surB(a) = mySum on the left hand side of [7) as follows:

In[2]:= mySum = SigmaSunj(1+ (n — 2k)SigmaHNumber{k])SigmaBinomial[n, k], {k, 0, a}]

out[2]= kZo(1 +(~2k+n) Hy) (E)

Generally, the functionSi gnraSumandSi gnaPr oduct are used to definBlZ-terms (in addition
we allow summation objects like-1)" that can be only formulated in difference ring extensions). For
this purpose there are also several other functions availabl&iliggaHNunber , Si gmaBi nomi al or
Si gmaPower to define harmonic numbers, binomials or powers in terms of sums and products which it-
self can be converted infd-fields or certain difference ring extensions. For instagcgmaHNunber [K]
produces th&th harmonic numbedy which alternatively could be described 8ygmaSuni 1/i , {i, 1, k}] .
Then, by applying th&igma-function Si gmaReduce to mySum = S(a), we obtain the closed form
evaluation:

In[3]:= SigmaReducémySum|
Outf3]= 1+ (—a+n) Hy (;‘)

Mx-Remark 2. Internally, theSigma-package proceeds as followd.. Construction of thd1>-field
(F,0): Take the rational function fieltd := Q(n)(k)(b)(h) and define the field automorphismn F — F
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by a(c) = cfor c e Q(n), o(k) =k+1, G(b) = L'l‘bando(h) h+ k+1 Note that thek-shifts S, () =

() = EJ{( ) andScHy = Hi 1 = He+ 1 are reflected by the action ofonb andh.
2. Solving the telescoping problem (i, ) Sigma [Sch02b] finds the solutiog’ = b(hk— 1) for the

telescoping equation

o(g)-g ="
with f = b(1+ (n—2k)h). This means thag(k) = (kHc — 1)(}) is a telescoper foff (k) = (14 (n—
2k)Hi) () - O
HenceSigma finds the telescopeg(k) = (kH¢ — 1) (;) and the shifted versiog(k+ 1) = (n—Kk)H (i)

The correctness of(4) for € k < ais immediate and therefore the closed form is verified.
Similarly, one obtains a closed form of the sum

In[4]:= mySum= i(3+2 k) (—1)k % 1] .
’ k=0 j:lj (2+J)’

by applying it to the function calbi gmaReduce:
In[5]:= SigmaReducémySum]

—3(1+n) (2+n)+2 (3+3n+n?) (—1)™ +4 (1+n) (2+n)* (-1)™ $2_, 11121110
4(1+n) (2+n)

out[s]=

If one takes the shifted telescopgtk + 1) of f(k) = (3+ 2k)(—1)% ZJ 1 Jl“ to be the expression

@D
in Qut [[5] with nreplaced by, the proof of identit]
n K ' 3 (M+3n+3)(-1)" noj41
(3+ 2Kk)( = —= n+2)(-D"S — 9
2BV S o 2i" 4 Emenme Yy ©

for n > 0 can be carried out similarly to the proof of identify (7) from above.
In general, suppose that we are given a si@mb) = 52__ f(k) with a NZ-term f (k). If mySum =
S(a,b) is defined withSigma-functions as carried out ihn[ 2] , by typing in

SigmaReduce[mySumn]

one looks for a telescope(k) in terms of sums and products that are given byliketerm f (k). More
precisely, first d1Z-field is constructed in which the sums and products occurrinf(k) can be ex-
pressed formally. Afterwards one tries to solve the telescoping equation iA3kfeeld. If such ag(k)

can be computed, by telescoping, dee (5), the outermost summation quantifier in tBgagointan be
eliminated.

Mz-Remark 3. More precisely, the following difference field machinery is activate8igma; see also
NZ-RemarK . First a concreféz-field (F,o) is constructed for th€l=-term f (k) in (@). In particular,
this means, one has to define a map which links the given summation objects, i.e., sedienaceith

elementsf’, say, in the constructedZ-field; in other words,f’ € F representd (k); for more details

8 Note that this sum simplification will play an important role in Secﬁi)n 3.
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see|[[Sch01, Chapter 2.5]. Given this translation machinery, it is decided constructively, if there exists a
solutiong’ € I for the telescoping problem

o(g)-g =1 (10)

If one finds such &', one constructs a sequergi) in terms of sums and products for whi¢h (4) holds.
This finally gives the evaluation ift](5).

Based on Karr’s difference field theofy [Kai81], the translation betWw&enerms and corresponditig -
fields can be carried out completely automatically for most instances. Problematic cases can be treated
by building up the underlyingi>-field manually; for more details see [Sch04b]. This user controlled
construction can be achieved by calﬂ}@’ gmaReduce with the optionTower — {s;(k),...,sx(k)},
wheres; (k) areMZ-terms ink. This means thabigma first tries to construct thél=-field for the term
s1(k) and then extends the field in order to represent the remadgyiikigfollowing the input order; finally,
thelMZ-field is enlarged with necessary extensions in order to represent @jso

Note thatSigma can also treat indefinite summation problems in term-df)* that can be only treated

in difference rings. For more details we refer to Subsegtion 2.3. O

We want to point out that so far we only dealt with indefinite summation problems where the telescoper
g(k) is searched in the domain given by the input sequdiike But already for the slightly more general
sum expression

1+ .
2+j)’

k
In[6]:= mySum = Z (3+2k) ( z

we would fail to find such a telescoper in the ground field. Such kind of problems motivated us to
generalize the indefinite summation approach to the following refined version [Sch04c]: wllythe-
package one is able to decide constructively if certain classes of sum extensions provide simpler solutions.
More precisely, given &1Z-term f(k), Sigma can search for a telescopetk) of f(k) that not only
consists of sums and products given bik) but that can contain sum extensions with the following
property: they are not more nested than the giMénterm f (k) and their summands are composed by
MNX-terms that occur irf (k).

By setting the additional optioBimplifyByExt — Depth in the function callSi gmaReduce this
refined algorithm can be activated.

In[7]:= res = SigmaReducémySum, SimplifyByExt — Depth|

141 (1+11) (—3+x—2 1342 x 13) x't
x(-5—2n+3x+2nx)x™ Zﬁ:111<2+ﬁ1)—2ﬁ:1 : ,1(2_Hi) L
Out[7]= (_1+X)2

k
In this exampleSigma finds the additional sum extensi@i(n) = y_, L i&x;kz)k”"k)x that allows

to find the closed form evaluation given@ut [[7] with the same nested depth than the summand itself.
2 n

(If one considers the special case- —1, the sunE_1(x) can be simplified further to 3 %

which finally gives|[(9).)

' Analogously, this translation process can be controlled in tB&ma-functions CreativeTel escoping,
Gener at eRecur r ence andSol veRecur r ence that are explained later.
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Mz-Remark 4. In the difference field setting the following problem is solvedSigma. First allz-
field (F,0) is constructed in which thBZ-term f (k) can be represented withi € F. Then it is decided
constructively, if there exists a biggaz -field (F(x1, ..., %), 0) with o(x) —x € Fand ag’ € F(xq,...,Xe)
with a(d') —d = f’ whered' is not more nested thafi itself. If Sigma finds such &, it constructs a
telescopeg(k) of f(k) in terms of additional sums whose depth is not larger thafitieerm f (k) itself.
For algorithmic details we refer to [Sch01, SchO4c]. O

Further examples, like

A 2
Infg]:= mysum= % H2 H|<(>
K=o

In[9]:= SigmaReducémySum, SimplifyByExt — Depth]|

1 n
outfo)= - (—6H, +3H2—H3+ (3 (1+2n)—3 (1+2n) Hy +3 (1 +n) B2) B? +
3 |
;=1

.—-w‘ =
SN—~

and

m k Al HZ !
In[10]:= mySum= % Hy » 7ﬂ|:§( ',+|2")'
1= HP+3G)

In[11]:= SigmaReducémySum, SimplifyByExt — Depth]|

noMs (B 3) R (—tHH ) [ (B +5)
Outf11]= (—m+ (1 +m) T TR a—
[11]= (~m+ (1 +m) Hy) .1; HP 414! 2 11; HP 414! 2

show that these new ideas significantly enhance the algorithmic tool box.

2.2 Definite summation and the definite summation spiral

In general, the problem of definite summation is harder than indefinite summation, since in addition
one also has to take into account the summation range. Up to now, all definite summation algorithms
deal with such kind of problems by following Zeilberger’'s paradigm [PWZ96]: givetefinite sum

find a recurrencgwith polynomial coefficients) that contains the definite sum as a solution. If one can
guess a closed form evaluation for a given definite sum, oneprmaethis identity by showing that the
conjectured right hand side is also a solution of the computed recurrence and checking that the first initial
values are the same.

More generally, one also tries fimd solutionsof a derived recurrence. Here the crucial point is that the
computedsolutions should be of a “simpler typehan the given definite sum expression. If one succeeds
in this, one cannot only prove identities but ewdarive“closed form” evaluations.

Subsequently we will work out the interplay between those subproblems and methods that can be
summarized with oudefinite summation spirah Figure[]. Finally, a concrete example will illustrate
these aspects in Sectiph 3.
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definite su
combination of solutions creative telescoping
simplified solutions recurrence
indefinité summation solving

d’Alembertian solutions
Fig. 1: The definite summation spiral.

2.2.1 Creative telescoping

The first step in our definite summation spiral consists of solving the following prol@éven a definite
sum

Sn):= S f(nk) (11)

Py
™Mo

wherea, b are of the forma = a;n+a, andb = byn+ by with a;,b; € Z anday, b, independent oh.
Find a recurrence of the form

Co(n) S(n) + -+ ca(n) n-+d) = h(n). (12)

Most relevant summation algorithms accomplish this task by solving Problem CT or variations of it.

{ Problem CT: Creative Telescoping.

Given f(n,k) andd € N; find co(n),...,cq(n), free ofk and not all zero, and(n, k) such that
g(n7 K+ 1) - g(n7k) = Co(n) f(n7 k) +-- +Cd(n) f(n+d7k) (13)

holds within a certain range ofandk.

The basic idea behind this is as follows. Suppose one succeeds in computing(suemdg(n,k) for
given f(n,k) andd. Then summing equatiop ({L3) ovefrom a to b gives

g(n,b+1) —g(n,a) = co(n) % f(n,K)+---+cq(n) % f(n+d,k). (14)

k=a k=a
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Then with some mild extra conditions, one can express the stfnsf(n+i k) in (3) in terms of
S(n+i). This implies a not necessarily homogeneous recurrénte (12) for the defini&surm concrete
example in Remark|2 illustrates in details how this transformation ffoin (18) o (12) can be carried out.

Summarizing, solving Problem CT for a sequeri¢e, k) with a fixedd € N enables one to construct a
recurrence of ordet that contains the above defined s8n) as solution. Note that must be specifically
chosen for each attempt to solve Problem CT. Usually, one first tries to solve Problem €% fhrand
incrementsd until one finds a solution.

Originally, creative telescoping has been introduced_in [Zei90] for hypergeometric fémig and
g(n,k); for a Mathematica implementation see for instarice [PS95a]. Various other approaches in more
general settings, like [PRB7] far-hypergeometric terms, [CS98, Chy00] for holonomic aniihite
terms, or|[Weg9/, Rie03] foigt-)hypergeometric multisum terms follow this idea of creative telescoping
or related paradigms.

With the summation packadggigma one can try to solve Problem CT for a givdre N and allx-
term f (n,K) in k, which also depends on an extra paramatef the following property holcﬁ also the
shifted versionsf (n+i,k) for 1 <i < d arelx-terms ink and all thosd1Z-terms can be represented
in a commonTZ-field. Then, given such d and f(n,k), one can search for a solution of Problem CT,
whereg(n, k) consists of sums and products that occuf (n, k). Due to the generality of the input class
of MNZ-terms, this approach opens up the possibility to tackle various definite summation problems that
cannot be treated by the earlier approaches [PR97./CS98, Chy00, \Weg97, Rie03].

Nx-Remark 5. Given allz-term f (n,k) andd € N, creative telescoping is handled$igma as follows.
First afz-field (F,0) is constructed with constant fieki(n), n transcendental ovét, in which thelz-
termsf(n+i,k) in k can be expressed Wy € IF for 0 <i < d. Then one decides constructively, if there
existci(n) € K(n), not all zero, and g € FF with

o(g)—d =co(n) fo+---+ca(n) fg. (15)

If one succeeds in finding such solutiapé) andg’, alz-termg(n, k) is constructed that gives a solution
for Problem CT. We want to remark that wiigma one can search for creative telescoping solutions
also in algebraic difference ring extensions likel)". O

Suppose that we are givehe N and a definite suri(n) = S2__ f(n,k) as in [I1) wheref (n+i,k) is
aNz-term ink for 0 <i <d. Then, ifmySum = S(n) is defined withSigma-functions as carried out in
I n[[2] , by typing in

creaSol = CreativeTelescopingmySum,n,RecOrder — d]

a set of creative telescoping solutions wfth](13) is searched where each found solution is encoded in the
fornf*]{co(n),c1(n),...,ca(n),g(n,k)}. Moreover, by entering

TransformToRecurrence[creaSol, mySum,n]

I Note that this property holds for almost &E-termsf (n, k) in k.
** In our implementation the trivial solutiofD,...,0,1} with 1—1=0f(n,k) +---+0f(n+d,k) is always included in the set of
output solutions. There might be several non-trivial solutiond,isf chosen too big.
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one obtains the resulting recurrences of the fdrmj (12) for the Sgmnthat one can compute from the
creative telescoping solutions. All these steps can be carried out in one stroke by usBigrttze
function call]

GenerateRecurrence[mySum,n,RecOrder — d.

As example we refer to the computation stépg [L3] , | n[[I4] andl n[[2Z] in the Mathematica ses-
sion that will be carried out in Secti¢rj 3. Further examples can be fourid in [Sch01,[PS03, DPSWO04a,
DPSWO04b].

We want to emphasize that for our input clasd1af-terms, i.e., indefinite nested sums and products,
we can verify the correctness of the obtained recurrence by the following recipe: check that the computed
telescoping equation of Problem CT is correct forkallith a < k < b. Then it suffices to verify that the
inhomogeneous paht(n) in (I2) is correctly determined. In Remdrk 2 we will illustrate with a concrete
example how these verification steps can be carried out with the computer.

2.2.2 Solving recurrences
Suppose that we have derived a recurrence for a definite sur(lsapf the type

am(K) S(k+m) +--- +ao(k) §(k) = b(k) (16)

where the coefficients; (k) and the inhomogeneous patk) arelM>-terms; note that exactly this type of
recurrences can be computed with 8igma-function callGener at eRecur r ence. The next step in
Figure] asks for solving the recurrence in terms of simpler expressions than the definite sum itself. Then
the right linear combination of those solutions might give the closed form evaluation of the definite sum
itself.

With the packag&igma there are various possibilities to achieve this task. The simplest strategy is to
search for the solutions in the ground field given by the coefficients and the inhomogeneous[part in (16).
Namely, if a recurrence of the forin ({16) is inserted properly in the computer algebra system Mathematica,
say in the variable ec like in | n[[I5] , using the function call

SolveRecurrence[rec,S[k||

the user can look for all solutions in terms of sums and products given kg (tkieandb(k). The result
of this function call is of the form

{{0,h1(k)},-., {0, b (k) }} O {0, b1 (k) }, .., {0, B (R) }, {1, (k) } } (17)

where{hy(k),...,h; (k) } gives a solution set of the homogeneous version of the recurrenaglgrglves

a particular solution of the recurrence itself. Concrete applications can be found in the computation steps
I n[[L&] andl n[[24] .

MNZ-Remark 6. Internally, alZ-field (F,o) is constructed in which the coefficieragk) and the inho-
mogeneous pati(k) can be expressed ks € F andb’ € F. Then inSigma all solutionsg’ € F with

an0"(g)+---+apg =b (18)

1 If the optionRecOrder — d is omitted in the function call€r eat i veTel escopi ng or Gener at eRecur r ence, Sigma
tries to solve Problem CT first fat = 1 and then fod = 2,3,... until a solution is found; the termination is not guaranteed in
this case.
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are searched. More precisely, a solution{$gt....h } C I, linearly independent over the constant field
{ceF|o(c) =c}, is computed for the homogeneous version[of (18). Moreover, a particular solution
g e F for (1) is searched. The found solutions are then reinterpreted in foft&-aérmsh; (k), g(k) that

give the solutiong (17) for the original recurrence. Note that the search of the solutiops]for (18) can be
also carried out in algebraic extensions likel), i.e., thea; (k) andb(k) may depend ofi—1) . O

In many instances the underlying difference field is too small in which the soluUfignsre searched.
Therefore, Sigma provides the possibility to extend the underlying solution domain manually. Namely,
by the function call

SolveRecurrence(rec,S[k|, Tower — {si,...,Se}]

one can search for all solutio®K) in terms of sums and products occurring in #g) andb(k) together
with the additional sums and products given$fk); see alsd1Z-Remark 8. The application of this
feature is demonstrated in the computation steg§19] , | n[[25] , andl n[[28] .

However, the guessing of additiorfdk-terms is a highly non-trivial task. In order to dispense the user
from extending the underlying difference field manually, the following two possibilities should be applied.

e Finding (g-)hypergeometric solutionBue to the pioneering work [Pet92, vH98, APP98], one has pow-
erful solversin hand that allow tdind all solutionsS(k) in (q—)hypergeometric terms of a homogeneous
recurrence with polynomial coefficients knor g¢. These solvers perfectly complement the summation
packageSigma.

e Finding nested sum solutions and d’Alembertian solutid®ih the function call
SolveRecurrence|rec,S[k], Tower — {si,...,S.},NestedSumExt — o]

the user can compute alested sum solutiortf a given recurrenceec of the form

n k2

k-1
b1 (k ba(ka)--- Y by 19
> b 1)kzz=0 2(k2) erO (k) (19)

Ki=o0

where theb; (ki) areMZ-terms in terms of sums and products given byghend by theg; (k) andb(k) in
the recurrencg (16). Typical sum solutions can be four@in[ [I7] andQut [[26] .

Remark 1. Internally, those solutions can be obtained by factorizing its linear difference equation as much
as possible into linear right factors over the given difference field or ring; then each factor corresponds
basically to one indefinite summation quantifier; see [AP94, Sch01]. An important result is that the class
of “linearly” nested sum solution§ (]L9) over the giid-terms contains also all solutions that consist of
rational termsof arbitrarily nested sums over the giveiz-terms; for the rational case see [H599] and

for the generalnX-field case seé€ [Sch01]. Note that the class of sum solutions is contained in the class of
d’Alembertian solution[[AP94] which again is included in the class of Liouvillian solutions [HS99].

An important special case is the “rational case”, i.e., the coefficients of the recurrence are in t¢ijeld

with the shift operato8§(k) = k+1. Then the d’Alembertian solutions are of the tylpg (19) whgfle) are
hypergeometric terms ovéE(k;). Here the crucial observation is that a hypergeometric term solution of

a recurrence gives also a linear right factor of a recurrence. Therefore, the application of algorithms like
[Pet92 | vHI8] might contribute to a refined factorization of a given recurrence into linear right factors,
and thus to further solutions of the recurrence; see [AP94, $ch01]. In combination with| [AP94] Sch01]
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and manual extensions of the solution domain (with the opfiower ), the user can compute all those
d’Alembertian solutions with the summation pack&igma; for further details and illustrative examples
we refer to[[PS03, DPSW04b]. O

2.2.3 Indefinite summation

Nested sum solutions and d’Alembertian solutions consist of non-trivial and highly rniededthitesums

of the form [I9). If such solutions contribute to the closed form evaluation of the original definite sum
expression, in most instances the found evaluation is not simpler, but even more complex, namely more
nested. In order to overcome this problem, one has to reduce those nested sums to expressions which
are less nested than the originally given definite multisum. It turns out that all nested sum solutions and
many d’Alembertian solutions can be expressedfields or difference ring extensions like-1)%;

see [Sch04b]. In this case one can apply indiefinite summation algorithmescribed in Sectiopn 3.1

in order to simplify those sum solutions and d’Alembertian solutions further. This simplification step is
carried out, for instance, ihn[[L8] andl n[[27] .

2.2.4 Combination of solutions.

Now assume that we managed to compute a recurrence of @fdera definite suns(n) that holds for
all n > ng, np an integer, and we found a set of solutions of that recurrence that holds for aly. More

precisely, suppose that in a Mathematica sessj®un stands for our definite su(n) andr ecSol for

our set of solutions of the recurrence that is given in the forrh (17) kwigplaced byn. Then with

FindLinearCombination|recSol,mySum,d,MinInitialValue — ng]

the user can try to find a linear combination of the solutions of the homogeneous version of the recurrence
plus one particular solution of the inhomogeneous recurrence that evaluates to the same initial values for
ne {ng,ng+1,...,n0+d—1} as the given definite sum. Bigma succeeds in finding such a linear
combination, this expression equ&@) for all n > ny. Note thatSigma might fail to find this linear
combination if a particular solution or some solutions of the homogeneous version of the recurrence are
missing inr ecSol .

2.3 The “Master Problem” for symbolic summation in difference fields

The summation problems sketched in the previd@sRemarks can be summarized by

Problem PLDE: Solving Parameterized Linear Difference Equatibns.

Given alZz-field (IF,o) with constant fieldk, ay, .. ., am € F, andfg,...,fq € F;

find all g € F andall ¢y, ...,cq € K with ano™(g) +---+apg=co fo+---+¢q fq.

Namely, specializing tal = 0 andm = 1 with a; = 1 anda, = —1, one considers the telescoping prob-
lem (I0) for indefinite summation. Moreover, specializingno= 1 with ay = 1 anda, = —1, one
can formulate the creative telescoping probl¢n] (13X K'(n) and f; € F stands for thd1Z-term
f(n+i,k) e Finkfor 0 <i <d. Furthermore, if one setb= 0, one considers the problem to solve linear
difference equation$ (18) of ordet.
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In [Kar81,[Kar85%], M. Karr developed a complete algorithm that solves Problem T in the general
Mz-field setting; only some additional properties are required for the constant field, that are worked out
in [Sch04b]. In some sense, Karr’s algorithm [Kar81] is the summation counterpart to Risch’s algorithm
[Ris69,[Ris70] for indefinite integration.

In [Sch00] SchQ1], it was observed for the first time that Karr’s algorithm not only can solve Problem T
but also Problem CT ifZ-fields. More precisely, Karr's algorithm can solve Problem PLDE with 1.
Analogously to the fact that the extended version of Gosper's algorithm [Zei90] represents a signifi-
cant generalization to definite hypergeometric summation, with this observation Karr’s algorithm can be
viewed as a major step forward with respect to definite summation in general.

Based on results ir_[Bro00], Karr's algorithm was streamlined_in [Sch01, Sch02b] to a more compact
and efficient algorithm. Moreover, in [Sch02b, Sch04a, Sch02a] together with results from|[Bro00], this
streamlined algorithm was generalized to a method that enables the user to search for all solutions of Prob-
lem PLDE for an arbitrary ordan. Although there are still open problems in the resulting algorithms, one
finds eventually all the solutions for Problem PLDE by repeating the computation process and increasing
step by step the range in which the solutions may exist; these ideas are presented in [Sch02b].

Furthermore we want to emphasize tisgjma provides methods that enable the user to search for
solutions of Problem PLDE in difference ring extensions, likel)¥, that contain zero-divisors, likg —
(—=1)%)(1+ (—1)¥) = 0; for more details seé [Sch01]. Those ideas are partially needed in the computation

steps n[[5] , I n[[A8] , I n[[I9] , I n[[25] , andI n[[28] .
3 A Rhombus Tiling Application

In the sequel we will prove the multisum identitig$ (1) gnid (2) that aride in [FKOO]. Following our definite
summation spiral in Figurfe] 1, those identities will not only be proven with our pacgagea, but we
will also find their right hand sides.

First we set up the summation probla%]ﬁ =mySuml as carried out i n[ 2] .
& Hi(B+k+n)l (- (-1

= 1:
MHZ=MYSUML= 3 k) 2 2 k) (ko

Finding a recurrence with creative telescoping

Given this sum expression, we are able to compute a recurrence relation of order three by solving the
creative telescoping problem; see Problem CT.

In[13]:= creaSol1= CreativeTelescopingmySum1 n,RecOrder — 3]
out[13]= {{0,0,0,0,1},{(2+n) (3+n) (4+n)* (5+n) (9+2n),
—(3+n) (4+n) (5+n) (9+2n) (13+8n+n?),
—(3+n) (4+n) (5+n) (5+2n) (6+6n+n?),
(3+n)? (4+n) (5+n) (5+2n),—(2 (1 +k) (5+n) (5+2n)
(7+2n) (9+2n) ((—3+k—n) (4+k+n)+k (3+n) (4+n) H)
(B+k+n)! (~1)* (-1)*)/
(1—k+n) (2—-k+n) (3—k+n) (1+k)!.> (~k+n)!)}}
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Here the second entry in the output@ft [[L3] , say{co(n),c1(n),c2(n),cs(n),g(n,k)}, gives the solu-
tion of Problem CT fod = 3 and the summand

Hk(n+k+3)!1(=1)kK(=1)"

f(n,k) = - (k+2)(k—‘rl)!2(n_k)!

(20)

of St = Yr_1 f(n,k). Then, as described in Subsec.2.1, we can generate from this result a recur-
rence forS,” with the function call

In[14]:= TransformToRecurrence[creaSoll mySum1 n]
out[14]= {(1+n) (2+n)* (3+n) (4+n) (9+2n) n!, SUM[n|—
(1+n) (2+n) (3+n) (9+2n) (13+8n+n?) n!, SUM[1+n|-
(14mn) (2+n) (3+n) (5+2n) (6+6n-+n?) n! SUM2+n|+
(1+n) (24n) (3+n)? (54n) (5+2n)n! SUM[3+n] ==
-2 (54+2n) (7+2n) (9+2n) (3+n)!. (-1)*}

This means tha&8UM[n] = Sﬁm (=ny Suml) satisfies the output recurrenCat [ . We could also carry

this out in one step by the callenerateRecurrence[mySum,n,RecOrder — 3] which just gives the

same recurrence as@ut [[14] .

We want to emphasize that the user can verify the correctness of recurrences independently of the steps
of the algorithm, see the following remark.

Remark 2. With the ¢ij(n) andg(n,k) given in Qut [ one can show tha;” is a solution of the
recurrenceut [[14] as follows. For[(2D) observe th&fn-+i,k) = f(n,k) f; wherefo =1,

_ n+4+k _ (n4+4+K)(n+5+k) b (N+4+Kk)(n+5+k)(n+6+k)
"Thr1-k 2T (n+1-k(n+2-k' " (n+1-K(+2-K(n+3—kK)

Moreover note that thBIZ-termg(n, k) shifted ink can be rewritten as

2(k+1)(n+5)(n+4+Kk)(2n+5)(2n+7)(2n+9)

g(mk+1)=- k+2)(n+2—K)

(N+k+3)1(=1)*(—1)"

x (H(n?+7n+12) +k+2) K+ D2(n—K)!

by using the relation$l,, 1 = Hy + Wll and(—1)™! = —(—1)". Then with these representations, we
verify that [I3) withd = 3 holds for all 0< k < n. First we check that there do not occur any poles during
the evaluation in the chosen representationg(afk), g(n,k+ 1) and f(n+i,k) for 0 <i < 3 within

the range X k < n. Then we substitute those specific termgin,k+ 1) — g(n,k) — (co(n) f (n,k) +
---4c3(n) f(n+3,k)), bring these expressions over a common denominator, and check symbolically that
the polynomial expression in the numerator vanishes. This shows the correctriegs of (18)Kat 6.
Moreover, summing equatioh (13) ovefrom 0 ton gives

Cco(N) i f(n,K)+---+c3(n) i f(n+3,k) =g(n,n+1)—g(n,0).
k=0 k=0
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Then with A
n |
V=S f(n+i,k+ Y f(n+i,n+j) (21)
+1 k;) ;

fori > 0, the correctness of the recurrema@x with SUM[n] = SY follows for alln > 0. O
Dividing the output recurrence iBut [[14] by the non-zero factofn+ 3)(n+2)(n+ 1)n! (for n > 0)
gives the simplified version:
In[15]:= rec1= (2+n) (4+n) (942 n) SUM[n] — (9+2 n) (13+8 n+n?) SUM[1+n]—

(5+2n) (646 n+n?) SUM[2+n]+(3+n) (5+n) (5+2n) SUM[3+n] ==

—2(542n) (7+2n) (9+2n) (-1)";

Solving the recurrence with sum solutions (d’Alembertian solutions)

In the next step we try to find solutions of the recurrenee 1 given inQut [[I5] . To accomplish this
task,Sigma provides the following function call; see Subsecfion 3.2.2.

In[16]:= SolveRecurrencérecl, SUMIn]|
out[16]= {{0,1},{0, (2+n) (-1)" }}

Internally Sigma constructs the underlying difference ridg= Q(n)[(—1)"] given by the objects in the
recurrence and afterwards tries to solve the recurrence formulated in this algebraicsettirigis case
Sigma finds two linearly independent solutions of the homogeneous version of the recurrence, namely 1
and(n+2)(—1)".

Obviously, those solutions are not sufficient to describe the whole set of solutions of the given recur-
rence. Therefore we try to extend the underlying difference ring in form of sum solutions by setting in
addition the optidff|NestedSumExt — oo; see Subsectidn 2.2.2.

In[17]:= SolveRecurrencérecl, SUM[n], NestedSumEXxt— oo, IndefiniteSummation — Falsg
n 1 (_1)'2

out[17)= {{0,1},{0,(2+n) (-1)"}, {0, - 2 (3t21) o Zlm}?
{t.2 20(3”'1)(*1)[1‘ 1211121(;%12)}}

In this exampleSigma succeeded completely since it was able to compute three linearly independent
solutions of the homogeneous version of the recurrence and one particular solution of the inhomogeneous
recurrence itself.

Simplifying the solutions with indefinite summation

Now the essential step is that those two sum solutionuh[[I7] can be simplified further with
Sigma’s indefinite summation algorithm; see identity (9). By default, i.e., omitting the option
IndefiniteSummation — False, those sum solutions are simplified immediately which results in:

* Remarks concerning the optidadefiniteSummation — False are given in the next paragraph.
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In[18]:= SolveRecurrencérec1, SUM[n],NestedSUmExt— ]
—1-2 (1+n) Zﬁ:l I 1(;[:11) }
2(1+n)

out[18]= {{0,1},{0,(2+n) (—1)*},{o0,

)

(3+3n+n?) (—1)™ +2 (1 +n) (2—0—n)2 (—1)* Yi=1 |11(;—l+1|1) }}
EEESYCEEY

{1,
Looking closer at this result, from the partial fraction decomposition of the summand

i;i(iiila = % <.;|1 +i;i+12>

one sees immediately that this sum can be expressed in terms of the harmonic ridmBéis cosmetic
change of the solution representation can be also achieved by solving the recurrence again in the solution
domain extended withi,.

In[19]:= recSol1= SolveRecurrencgrecl, SUMIn], Tower — {Hn}]

3-102+2(1+4n) (2+n) Hy n
(1+n) (2+n) }7{07(2+n) (71) }7

) (9+10n+3n2+2(1+n) (2+n)? Hy) (—1)™

{. (14n) (2+n) H

out[19]= {{0,1},{0,

Remark 3. We want to point out that the correctness of the solution€un[[I9] for n > 0 (or of
the representationut [[I7] or Qut [[I8] from above) can be verified similarly as in Remaik 2 by
substituting the solutions in the recurrencedot [[I5] and checking equality for the resulting equation.
For instance, for the solutions given@ut [[19] , this can be achieved by applying the relatibhs 1 =
Hn+ 7i; and(—1)" 1 = —(—1)". O

Finding a closed form evaluation by combining the solutions

So far we computed a recurrence relation of order 3 for the definiteSftpthat holds for alh > 0 (see
Remarl{2), and found solutions for that recurrence, that hold far 2ll0 (see Remark|3). Therefore a
closed form 01§11) can be obtained by composing the particular linear combination of the homogeneous
solutions plus the inhomogeneous solution that matches the first three initial vaEEFé)sfof n=0,1,2;

see Subsectidn 2.2.4.

In[20]:= FindLinearCombination [recSoll mySum1 3, MinInitialValue — Q]
~5-3n-2(1+n) (2+n)Hy+ (5+2n-2n?—n3+2 (1+n) (2+n)? Hy) (-1)

Out[20)= (1+n) (2+0)

This shows that

o _ —5-3n—2(1+n)(2+n)Hy + (5+2n—2n? —n3+2(1+n)(2+n)?Hp) (—1)"
B (1+n)(2+n) ’

or equivalently[(lL), holds for al > 0.
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In the same spirit we are able to find a closed form evaluation for the hypergeometric sum

I ::nil (—1)k(n+2k+4)!
& (K+ 1) (k+2)1(n—k—1)!

whereS? = (1—(=1)"(n+2))T,. More precisely, we first compute a recurrenceTipr= mySum?2.
N (B4+k+n) (-1
& k(1K) 2 (k)
In[22]:= GenerateRecurrencémySum2 n,RecOrder — 2]
out[22]= {(14n) (3+n) (4+n) (7+2n)n! SUMn]+6 (1+n) (3+n)%n!. SUM[1+n]—
(1+mn) (2+n) (3+n) (5+2n)n!, SUM2+n] ==—2(5+2n) (7+2n) (4+n)! }

In[21]:= mySum2=

This means tha8UM[n| = T, (=ny Sun®) satisfies the output recurren@at [ for n> 0. Given the
creative telescoping solution, the verification of this recurrence relation is immediate and is omitted here.
Note that this recurrence could have been computed with any other implementation that can deal with
creative telescoping for definite hypergeometric sums [Z€i90, PWZ96], like for instance [PS95a].

Dividing the output recurrenc@ut [[22] by the non-zero ternin+ 1)(n+ 3)n! (for n > 0) gives the
simplified version:

In[23]:=rec2= —(4+n) (742 n) SUM[n] — 6 (3+n) SUM[1+ n]+
(24+n) (5+2n) SUM[24+n] ==2(2+n) (4+n) (5+2n) (7T+2n);
Subsequently we solve the recurrenee 2 given inl n[[23] .
¢ In the underlying algebraic setting of the recurrence we obtain the following solution

In[24]:= SolveRecurrencérec2, SUM[n|]
out[24]= {{0,(1+n) (2+n) (3+n)}}

which gives just a solution of the homogeneous recurrence.

o Next, we ask for hypergeometric solutions of the homogeneous version of the recurrence. For instance,
the implementation$ [Pet92, vH98] give the additional solutiet)". This gives the following result.

In[25]:= SolveRecurrencérec2, SUM[n], Tower — {(—1)™}]
out[25]= {{0,(1+n) (2+n) (3+n)},{0,(-1)™}}

e Finally, we look for sum solutions of the recurrence and get additionally an inhomogeneous solution.

In[26]:= SolveRecurrenc@rec2, SUM[n], Tower — {(—1)"},
NestedSumExt— oo, IndefiniteSummation — Falsg
Outf26]= {{0,(1+n) (2+n) (3+n)},{0, (1)},

n

{1,2(-1) ZO(6+13|1+9@+2|?) (—1)' lzio

el

Removing the optiorindefiniteSummation — False in the previous function call, i.e., applying in
additionSigma'’s indefinite summation algorithm, leads to:
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In[27]:= SolveRecurrencérec2, SUM[n], Tower — {(—1)" }, NestedSUmEXt— oo]
out(27)= {{0,(1+n) (2+n) (3+n)},{0,(-1)" },

1

1414 } }

{1,1+3n+n%+2(1+n) (2+n) (3+n) i
11=0

e In the end, we just solve the recurrence again in ternts,aind (—21)" which gives:

In[28]:= recSol2= SolveRecurrencérec2, SUM[n], Tower — {Hp, (—1)"}]
outi28]= {{0,(1+n) (2+n) (3+n)},{0,(-1)" },
{1,13+13n+3n%+2(1+n) (2+n) (3+n)Hy } }
The correctness of these solutionsiior 0 can be verified as sketched in Ren{ark 3.

Combining the solutions gives the closed form evaluatiom,Gf mySum2, namely

In[29]:= FindLinearCombination [recSol2 mySum2 2, MinInitialValue — Q]
out29]=1—9n—9n?—2n3+2 (1+n) (24n) (3+n) Hy — (—1)™

which finally shows tha{{2) holds for afi > 0.

4 Conclusions

In this survey article we illustrated how closed form evaluations of a very general class of definite multi-
sums can be discovered with the summation paclgigma following the definite summation spiral. As
example, we derived and proved the closed form evaluatioﬁg)oandséz) from [EKOQ] purely algorith-

mically with computer algebra methods. For these computations the user is completely dispensed from
working explicitly in difference fields or rings; instead one can work conveniently in terms of usual sum
and product expressions.
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