
HAL Id: hal-00959006
https://inria.hal.science/hal-00959006v1

Submitted on 13 Mar 2014

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Coxeter-like complexes
Eric Babson, Victor Reiner

To cite this version:
Eric Babson, Victor Reiner. Coxeter-like complexes. Discrete Mathematics and Theoretical Computer
Science, 2004, Vol. 6 no. 2 (2), pp.223-252. �10.46298/dmtcs.312�. �hal-00959006�

https://inria.hal.science/hal-00959006v1
https://hal.archives-ouvertes.fr


Discrete Mathematics and Theoretical Computer Science6, 2004, 223–252

Coxeter-like complexes

Eric Babson1 and Victor Reiner2†

1Department of Mathematics, University of Washington, Box 354350, Seattle, WA 98195-4350
2School of Mathematics, University of Minnesota, Minneapolis, MN 55455, USA

Motivated by the Coxeter complex associated to a Coxeter system(W, S), we introduce a simplicial regular cell
complex∆(G, S) with aG-action associated to any pair(G, S) whereG is a group andS is a finite set of generators
for G which is minimal with respect to inclusion.

We examine the topology of∆(G, S), and in particular the representations ofG on its homology groups. We look
closely at the case of the symmetric groupSn minimally generated by (not necessarily adjacent) transpositions, and
their type-selected subcomplexes. These include not only the Coxeter complexes of type A, but also the well-studied
chessboard complexes.

Keywords: Coxeter complex, simplicial poset, Boolean complex, chessboard complex, Shephard group, unitary
reflection group, simplex of groups, homology representation

1 Introduction.
The Coxeter complex∆(W,S) associated to a Coxeter system(W,S) is a beautiful simplicial complex
which encodes the structure of the Weyl chambers forW . Its poset of faces has a very simple description
as the poset of cosets of parabolic subgroups ordered by reverse inclusion [20,§1.15]. This description
has many consequences for its topology and homology representations.

In this paper, we propose a more general construction of a simplicial cell complex for a pair(G, S)
whereG is a group andS is any finite generating set which is minimal with respect to inclusion. We
observe a number of easy general facts about these complexes in Section 2, and give many examples in
Section 3.

In Section 4, we focus on the case whereG = Sn, the symmetric group, andS is a set of transpositions.
HereS corresponds to a choice of spanning tree onn vertices, and(G, S) forms a Coxeter system exactly
when this tree is a path. There turn out to be many constraints on the homology representations of∆(G, S)
in this case, some related to the properties of the spanning tree. In particular, we are led naturally to
consider type-selected subcomplexes of∆(G, S), which turn out to include the much-studied chessboard
complexes as a special case.

In Section 5, we look even more closely at the special case where the spanning tree has only one
branched vertex (i.e. vertex of degree at least three). Here one can prove further constraints on the
homology, and our results are most complete when the unique branched vertex has degree exactly three.
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2 Generalities.
2.1 The cell complex and its face poset.

This section gives the basic construction, and explores some of its general properties. Good references for
some of the terminology and facts regarding posets, simplicial complexes and cell complexes are [3] and
[4].

Let G be a (finitely generated) group, andS a finite generating set forG which is minimal with respect
to inclusion. Given any subsetJ ⊆ S, let GJ denote the subgroup〈J〉 generated byJ in G (by analogy
with Coxeter groups, callGJ a parabolic subgroup). Form the posetP (G, S) whose elements are the
cosets{gGJ : g ∈ G, J ⊆ S} with ordering byreverse inclusion, i.e. gGJ < g′GJ′ if gGJ ⊃ g′GJ′ .

Proposition 2.1. P (G, S) is a simplicial poset in the sense of Stanley [31], that is, every lower interval
in P (G, S) is isomorphic to a Boolean algebra.

Proof. It suffices to show that ifgGK ⊆ g′GK′ theng′GK′ = gGK′ andK ⊆ K ′, since then the interval
belowgGK in P (G, S) would consist of{gGJ |J ⊇ K}, and hence be isomorphic to the Boolean algebra
2S−K via the mapgGJ 7→ S − J . To show this, we have these implications:

gGK ⊆ g′GK′ ⇒ 1 ∈ GK ⊆ g−1g′GK′

⇒ g−1g′GK′ = GK′

⇒ g′GK′ = gGK′

⇒ gGK ⊆ gGK′

⇒ GK ⊆ GK′

⇒ K ⊆ K ′

where the last implication uses the minimality of the generating setS.

A simplicial posetP is balancedif there is a coloring of the atoms ofP so that every maximal element
of P lies above exactly one atom of each color. ClearlyP (G, S) is balanced with color setS by assigning
the atomgGS−{s} the colors.

We have the following immediate consequence.

Corollary 2.2. There is a unique (up to isomorphism) balanced regular cell complex of Boolean type [4]
or Boolean complex [16] havingP (G, S) as its poset of faces.

We denote this regular cell complex having face posetP (G, S) by ∆(G, S); it will be our main object
of study.

The regular nature of the face posetP (G, S) implies that the Boolean complex∆(G, S) enjoys many
of the pleasant properties of Coxeter complexes, which we review here.

Recall that a pured-dimensional cell complex isgallery-connectedif any pair F, F ′ of d-faces are
connected by a path

F = F0, F1, . . . , Fr−1, Fr = F ′

of d-faces in whichFi andFi+1 share a(d − 1)-face for eachi.
The next proposition is immediate from the definition ofP (G, S).
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Proposition 2.3. (i) ∆(G, S) is a pure Boolean complex of dimension|S|−1, which is gallery-connected
and balanced with color setS.

(ii) The groupG acts transitively on its maximal faces.

(iii) Stabilizers of codimension1 faces are non-trivial cyclic groups, and the stabilizer of an arbitrary
face is the subgroup generated by the stabilizers of the codimension1 faces containing it. In partic-
ular, the transitiveG-action on maximal faces is simply transitive.

Remark 2.4. It is not hard to check that the properties listed in the preceding proposition completely
characterize the Boolean complexes∆(G, S). To be precise, if one assumes that∆ is a balanced Boolean
complex carrying aG-action satisfying properties (i), (ii) listed above, thenG has a minimal generating
setS consisting of a set of generators for the cyclic groups that stabilize the codimension1 faces of some
fixed maximal face of∆, and∆ ∼= ∆(G, S).

We also note‡ that∆(G, S) is a very special case of what has been called a(developable) simplex of
groups(see [18,§2.4] and [30]).

Although ∆(G, S) has simplicial cells, it need not be a simplicial complex; see Example 3.4 below.
However, there is a simple criterion for this to occur. Given any Boolean complex∆ with vertex set
(0-cells)V , define an abstract simplicial complex∆ on the same vertex setV as follows:F ⊂ V spans
a face of∆ if and only if there exists at least one cell of∆ containing all the vertices inF . Given any
cell σ of ∆, let vertices(σ) denote its set of vertices. The following fact about Boolean complexes is then
straightforward.

Proposition 2.5. For any Boolean complex, the map

f : ∆ → ∆
σ 7→ vertices(σ)

induces a dimension-preserving simplicial surjection.
It is an isomorphism if and only if every cellσ of ∆ is uniquely determined by its set of vertices, or

equivalently, if and only if∆ is a simplicial complex.

In the case of∆ = ∆(G, S), there is a natural alternative description of∆ which ties it in withTits
coset complexes, as studied in [5] and [17]. Let

C(G, S) = {gGS−s : g ∈ G, s ∈ S}.

denote the covering of the setG by the cosets of maximal (proper) parabolic subgroups. LetN (C(G, S))
be thenerveof this covering, that is, the abstract simplicial complex with typical vertex labeledgGS−s

and a face{giGS−si
}r

i=1 whenever
⋂r

i=1 giGS−si
6= ∅.

‡ Thanks to Mike Davis for pointing this out.
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Corollary 2.6. The simplicial complex∆(G, S) which is associated to the Boolean complex∆(G, S) is
N (C(G, S)). Hence the map

f : ∆(G, S) → N (C(G, S))
gGJ 7→ {gGS−s : s ∈ S − J}

induces a dimension-preservingG-equivariant cellular surjection.
It is an isomorphism if and only if(G, S) satisfies the intersection condition

⋂

s∈S−J

GS−s = GJ for everyJ ⊂ S, (2.1)

or equivalently, if and only if∆(G, S) is a simplicial complex.

Proof. The first assertion is a restatement of the definitions. The rest is then a straightforward application
of Proposition 2.5. The condition that every cell is uniquely determined by its vertices translates into the
intersection condition: we always have an inclusion

GJ ⊆
⋂

s∈S−J

GS−s,

but whenever there existsg ∈
(
⋂

s∈S−J GS−s

)

−GJ thengGJ 6= GJ give two different faces of∆(G, S)
with the same vertex set.

Remark 2.7.
All of the previous results easily generalize to a relative framework that includesTits buildingsassociated
to groups with aBN -pair. LetG be a group, andB any subgroup. Given a finite subsetS ⊂ G which is
minimal with respect to inclusion having the property thatG = 〈B,S〉, define subgroupsPJ := 〈B, J〉
for J ⊆ S. Then the posetP (G, B, S) whose elements are the cosets{gPJ : g ∈ G, J ⊆ S} with
ordering by reverse inclusion is again a simplicial poset, so it is the face poset of a unique regular cell
complex∆(G, B, S). This ∆(G, B, S) shares many of the properties of∆(G, S) proven above. In the
case whereG is a group withBN -pair having associated Coxeter system(W,S), this∆(G, B, S) is the
usual Tits building.

Remark 2.8. We should mention that Brown [7] recently studied a (different) topological space built
from proper cosets of a group ordered by inclusion. We are not aware of a direct link with his work.

2.2 Pseudomanifolds, links, and singularities.
Note that maximal faces of∆(G, S) are indexed by cosetsgG∅ = {g} and hence correspond to the
elements ofG. Codimension one faces are indexed by cosetsgG{s}, and such a face will lie in as many
facets as the order ofs in G. Since∆(G, S) is gallery-connected, this implies the following.

Proposition 2.9. ∆(W,S) is a pseudomanifold if and only ifS contains only involutions. When this is
the case,∆(W,S) is orientable as a pseudomanifold if and only if the set map

ǫ : S → Z
× = {±1}

s 7→ −1
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extends to a group homomorphismG
ǫ→ Z

×. In this situation,

H|S|−1(∆(G, S), Z) ∼= Z

and the homomorphismǫ coincides with the action ofG on this top homology.

In the cases where∆(G, S) is a pseudomanifold, it is often singular. The following trivial proposi-
tion about the links of its faces is helpful in understanding its singularities (see [13,§3.3] for a careful
discussion of links in simplicial posets).

Proposition 2.10. The link of the face indexed bygGJ in ∆(G, S) is isomorphic to∆(GJ , J).

Note that this implies that the singularities of∆(G, S) are fairly easy to understand by induction on
|S|. In particular, we have the following.

Corollary 2.11. WhenS contains only involutions, the singularities of the pseudomanifold∆(G, S) have
codimension at least3. In particular, whenS consists of involutions and|S| ≤ 3, then∆(G, S) is smooth.

Proof. Use the previous proposition and Proposition 2.3. The link of every codimension 2 face is a
gallery-connected pseudomanifold of dimension 1 and hence a sphere.

2.3 Morphisms and quotients.
Given pairs(G, S) and(Ĝ, Ŝ) as above, say that a group homomorphismφ : Ĝ → G is amorphism of
pairs if φ(Ŝ) ⊆ S. The following proposition is straightforward.

Proposition 2.12. The map on cosets
ĝĜĴ 7→ φ(ĝ)Gφ(Ĵ)

induces an order-preserving map of posetsP (Ĝ, Ŝ) → P (G, S) and hence also a map of Boolean com-
plexes∆(Ĝ, Ŝ) → ∆(G, S).

Furthermore, surjectivity of the following maps are equivalent:

(i) ∆(Ĝ, Ŝ) → ∆(G, S),

(ii) P (Ĝ, Ŝ) → P (G, S),

(iii) Ĝ → G,

(iv) Ŝ → S.

Lastly, the map∆(Ĝ, Ŝ) → ∆(G, S) is dimension-preserving if and only if the mapŜ → S is injective.

Morphisms of pairs relate to a natural construction of aquotient complexH\∆(G, S) for a subgroupH
of G (hereH acts on cosetsgGJ by left-translation). Because the left-translation action ofH on∆(G, S)
is type-preserving (so in particular, a face is stabilized by a group element if and only if it is stabilized
pointwise), this quotient is again a Boolean complex whose geometric realization as a topological space
is homeomorphic to the quotient space of the geometric realization of∆(G, S) by the action ofH. Its
face posetH\P (G, S) has the following description involvingdouble cosetsHgGJ : the elements of
H\P (G, S) are pairs(J,HgGJ) whereJ ⊆ S andg ∈ G, and we define

(J,HgGJ) ≤ (J ′,Hg′GJ′) if J ⊇ J ′ andHgGJ ⊇ Hg′GJ′ .
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Remark 2.13.
The previous definition ofH\P (G, S) corrects [24, pp. 12-13], where it was incorrectly asserted that
H\P (G, S) is the poset of all double cosets{HgGJ : g ∈ G, J ⊆ S} ordered by reverse inclusion.
Fortunately, this has no effect on the later results of [24], as they proceed from the (correct) assumption
that the faces ofH\∆(G, S) having color setS−J are in bijection with double cosets of the formHgGJ

insideG.
The slight subtlety here is that whenever there exist coincidencesHgGJ = HgGJ′ for J 6= J ′ (as hap-

pens in many interesting examples), there will exist different poset elements(J,HgGJ) 6= (J ′,HgGJ′)
with the same double coset in the second coordinate (but different color sets:S − J 6= S − J ′).

A good example of this occurs whenH = G, so thatHgGJ = G for all g ∈ G and allJ ⊆ S. Then the
quotient complexG\∆(G, S) is an(|S| − 1)-simplex whose face posetG\P (G, S) has elements(J,G)
for J ⊆ S, ordered by reverse inclusion on the first coordinate.

Proposition 2.14. Let φ : (Ĝ, Ŝ) → (G, S) be a morphism of pairs which is bijective when restricted to
a mapŜ → S, and let

K := ker(φ : Ĝ → G).

Then there is an isomorphism of Boolean complexes

K\∆(Ĝ, Ŝ) → ∆(G, S)

induced by the isomorphism of face posets given by

(Ĵ ,KĝĜĴ) 7→ φ(ĝ)Gφ(Ĵ).

Proof. Using the fact thatK is a normal subgroup, so that

KĝĜĴ = ĝKĜĴ = ĝĜĴK

and the fact thatG ∼= Ĝ/K, it is easy to check that the above map of face posets is indeed an isomorphism.

Corollary 2.15. When(G, S) has S consisting of involutions,∆(G, S) is a quotient of the Coxeter
complex∆(Ŵ , Ŝ) for the Coxeter system(Ŵ , Ŝ) in which the order of̂sŝ′ in Ŵ is defined to be the same
as the order ofss′ in G.

As will been seen in the next section, this corollary can be useful for visualizing examples where|S| is
small. Here one can often identify the Coxeter complex∆(Ŵ , Ŝ) either as a sphere or affine space (when
(Ŵ , Ŝ) is finite or affine), and visualize the action ofK on this space giving rise to the quotient space
∆(G, S). P. Webb has also pointed out to us that many finite simple groups have involutive generating
sets whose presentations (as listed in the Atlas [11]) exhibit them as quotients of Coxeter groups by easily
described subgroups. See also [24] for some combinatorics related to quotients of Coxeter complexes.

2.4 Homology representations.

From the homological viewpoint, a pleasant feature of∆(G, S) is the simple description of its cellular
chain complex. Given a coefficient ringR, asR[G]-modules, the (augmented) cellular chain groups



Coxeter-like complexes 229

C•(∆(G, S), R) with coefficients inR can be described in terms of coset representationsR[G/H]:

0 → R[G] →
⊕

s∈S

R[G/G{s}] →

· · · →
⊕

J⊆S:|J|=i

R[G/GJ ] → · · ·

→
⊕

s∈S

R[G/GS−s] → R → 0.

(2.2)

Here the boundary maps can be defined componentwise, and up to sign, in each component are the natural
mapsR[G/K] → R[G/H] with [gK] 7→ [gH] wheneverK ⊆ H. The homological indexing is given by

Ci(∆(G, S), R) :=
⊕

J⊆S:|J|=|S|−1−i

R[G/GJ ].

One consequence of this is an expression for the(reduced) Euler characteristicwhenG is finite:

χ(∆(G, S)) =
∑

J⊂S

(−1)|S|−|J|−1[G : GJ ] = |G|
∑

J⊂S

(−1)|S|−|J|−1

|GJ |
. (2.3)

Another immediate consequence is the following description of the top homology as an intersection of
kernels.

Corollary 2.16.
H|S|−1(∆(G, S), R) =

⋂

s∈S

ker(R[G] → R[G/G{s}]).

The previous corollary already tells us something, whenG is finite, about the occurrence of one-
dimensional representations ofG in the top homology considered as aC[G]-module. We use the notation
〈V,W 〉 to denote the inner product of the complex characters of twoC[G]-modulesV andW . Recall that
for any irreducibleC[G]-moduleW , the quantity〈V,W 〉 computes the multiplicity ofW in V . Given a
subgroupH of G, let V ↓G

H andV ↑G
H denote the restriction and induction of representations to and from

H respectively.

Proposition 2.17. Letχ : G → C
× be a one-dimensional representation ofG. Then

〈H|S|−1(∆(G, S), C), χ〉 =

{

1 if for all s ∈ S, one hasχ ↓G
G{s}

6= 1

0 else.

Proof. One knows thatC[G] = C|S|−1(∆(G, S), C) carries exactly one copy of each one-dimensional
representationχ, namely as theC-span of the element

∑

g∈G

χ(g−1)g.

It is then easy to check thatχ ⊆ ker(C[G] → C[G/G{s}]) if and only if χ ↓G
G{s}

6= 1, from which the
statement follows.
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2.5 Type selection.
Whenever one has a balanced Boolean complex∆ with color setS, one can talk about itstype-selected
or color-selected subcomplex∆J for J ⊆ S, that is,∆J is the subcomplex induced on the set of vertices
whose color lies inJ . Since the face indexed bygGJ in ∆(G, S) has color setS − J , the type-selected
subcomplex∆(G, S)J is the unique Boolean complex whose face poset is

P (G, S)J := { cosetsgGK : S − J ⊆ K, g ∈ G}

ordered by reverse-inclusion.
The following proposition is the key to many deletion-contraction arguments in Section 4.

Proposition 2.18. If G is a group,S is a finite minimal generating set ands ∈ J ⊆ S then there is a
short exact sequence of complexes ofC[G]-modules

0 → C•(∆(G, S)J−s) → C•(∆(G, S)J)

→ (C•(∆(GS−s, S − s)J−s))[1] ↑G
GS−s

→ 0.

Here C•[1] denotes the chain complexC• with degree shift by1, i.e. Ci[1] = Ci−1, and ↑G
H denotes

induction of a representation from a subgroupH to G.

Proof. The injective map is induced from the inclusion

∆(G, S)J−s →֒ ∆(G, S)J .

The rest is straightforward.

Remark 2.19. The short exact sequence in Proposition 2.18 actually reflects the cofibration sequence

∆(G, S)J−s →֒ ∆(G, S)J ։

∨

[G:GS−s]

Susp (∆(GS−s, S − s)J−s)

or in other words, the quotient space∆(G, S)J/∆(G, S)J−s is homotopy equivalent to the one-point
wedge of[G : GS−{s}] copies of the suspension of∆(GS−{s}, S − {s})J−{s}. This generalizes [8,
Proposition 2.1].

3 Examples.
3.1 Euclidean reflection groups.
A Euclidean reflection groupW is a finite group acting faithfully on a Euclidean spaceV and generated
by linear reflections§. Such groups are known to have a minimal generating set of reflectionsS which
endows(W,S) with the structure of aCoxeter system(see [20, Chapter 1]). In this case,∆(W,S) is called
theCoxeter complex, and the description of its poset of facesP (W,S) was our motivating example. Here
∆(W,S) triangulates the sphereSdim V −1, and may be identified with the simplicial decomposition of the
unit sphere inV by the reflecting hyperplanes for the reflections inW . There is an extensive literature on
Coxeter complexes; see [6] for some references.

§ Some authors might apply the term “Euclidean reflection group” to the case whereW is possibly infinite but generated by affine
reflections. For this reason, one should perhaps call the finite reflection groups that we consider abovespherical reflection groups.
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(a)

(b)

Fig. 1: Examples of∆(G, S) which are2-tori. In (a),G = S4 andS = (12), (13), (14) (cf. [8, Figure 2]). In (b),
G is group of4× 4 unitriangular matrices overF2 andS is the subset of unitriangular matrices having one non-zero
superdiagonal entry and all other entries above the diagonal zero.

On the other hand, if we chooseanyminimal generating setS of reflections forW , one can still form
∆(W,S), and the fact that the determinant or sign representationǫ : W → Z

× is well-defined implies
that it will be an orientable pseudomanifold by Proposition 2.9.

Example 3.1. The first non-trivial example of the previous discussion occurs whenW = S4 the sym-
metric group on4 letters, and

S = {s1 = (12), s2 = (13), s3 = (14)},

where(ij) denotes the transposition which swapsi andj. Since|S| = 3, we know that∆(W,S) is an
orientable surface by Proposition 2.11. Its Euler characteristic is easily calculated as in (2.3) to be0, so it
must be a2-torus.

One can apply Corollary 2.15 to visualize this torus. Consider the affine Coxeter systemÃ2 = (Ŵ , Ŝ)
whereŜ = {ŝ1, ŝ2, ŝ3} satisfy the following relations:(ŝi)

2 = (ŝiŝj)
3 = 1 for all i 6= j. One can

check directly that thesi’s satisfy all of these same relations, along with further relations of the form
(sisjsisk)2 = 1 with {i, j, k} = {1, 2, 3}. Thus if K is the subgroup of̂W generated by all words of
the form(ŝiŝj ŝiŝk)2 as above, then∆(W,S) is isomorphic to the quotient of the affine Coxeter complex
∆(Ŵ , Ŝ) by the action ofK. This affine Coxeter complex is a tessellation of the2-plane by equilateral
triangles, andK acts as a lattice of translations on this2-plane, leaving a quotient homeomorphic to the
2-torus, which is∆(W,S), as in Figure 3.1 (a).

It turns out that in this example∆(W,S) is a simplicial complex (see Proposition 4.2 below), and that
it is isomorphic to the3 × 4 chessboard complex, first considered by Garst [17] in the context of coset
complexes of groups, and later by Björner, Lovasz, Vrecica and Zivaljevic [8] and many other authors
(see Example 4.5 below). In [8, p. 30] it was also pointed out that it is a2-torus.
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In Section 4, we discuss the case whereW = Sn in more detail.

Example 3.2. The previous example raises the question of which manifolds can be achieved as∆(G, S).
The authors thank M.̈Ozaydin for pointing out the following simple construction which achieves all
orientable surfaces (orientable2-manifolds) in this way. Let

G := D4n × Z/2Z

= 〈r, s, t : 1 = r2 = s2 = t2 = (rs)2n = (rt)2 = (st)2〉

whereDm denotes the dihedral group of orderm. We chooseS := {r, s, rt}. Since the elements of
S are involutions, and the map sendingr, s to −1 and t to +1 extends to a homomorphism ofG that
sends all elements ofS to−1, we must have that∆(G, S) is an orientable surface, and then a quick Euler
characteristic computation shows that it has genusn − 1.

3.2 Unitary reflection groups.

A unitary reflection group is a finite group acting faithfully on a unitary space (a finite dimensional com-
plex vector space with positive definite Hermitian bilinear form) and generated by unitary reflections,
that is, elements of finite order which fix some hyperplane. Such groups were classified by Shephard and
Todd [28], and contain many interesting examples. There is one infinite family of such groupsG(de, e, r),
consisting of ther × r matrices with one non-zero entry in each row and column for which all non-zero
entries are(de)th roots of unity, and for which the product of the non-zero entries is adth root of unity.

Unfortunately, unitary reflection groups seem to lack distinguished sets of generators in general. How-
ever, there are at least two well-behaved subclasses of unitary reflection groups which have them

• thecomplexificationsof Euclidean reflection groups (i.e. extending the action of a Euclidean reflec-
tion group acting onRn to C

n), and

• theShephard groupsintroduced by Shephard [27] and studied further by Coxeter [12], which are
the automorphism groups ofregular complex polytopes.

For Shephard groups and their distinguished generating setsS, the complex∆(G, S) has many different
descriptions, including some which make no reference to the choice of the generatorsS- see Orlik [21]. In
this situation,∆(G, S) turns out to be a simplicial complex which is homotopy equivalent to a wedge of
spheres of dimension|S| − 1, and the homology representationH|S|−1(∆(G, S), Z) has many beautiful
guises, which are studied in [22].

Remark 3.3. Motivated by the Coxeter and Shephard cases, along with Corollary 2.16 and Proposi-
tion 2.17, one might naively hope thatH|S|−1(∆(G, S), Z) carries somecanonicalrepresentation ofG,
independent of the choice of the minimal generatorsS, say for some “nice” groupsG.

Unfortunately, even for some of the groups in the infinite familyG(de, e, r) this appears to fail, e.g.
the rank ofH|S|−1(∆(G, S), Z) can depend on the choice of minimal generators. For example, ifG =
G(6, 2, 2), define unitary reflections

s0 =

[

ω2 0
0 1

]

, s1 =

[

0 1
1 0

]

, s2 =

[

0 ω−1

ω 0

]

, s′2 =

[

0 −1
−1 0

]
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whereω is any primitive sixth root of unity. Letting

S := {s0, s1, s2}
S′ := {s0, s1, s

′
2},

one can easily check that bothS andS′ are minimal generating sets of unitary reflections forG. However
a computer calculation shows that

H2(∆(G, S), Z) ∼= Z
2

H2(∆(G, S′), Z) ∼= Z
4.

Nevertheless, a happy situation occurs when the unitary reflection groupG is generated by unitary
reflections of order two (involutions). Perhaps surprisingly, there are many instances where this occurs,
even when the group isnot the complexification of some Euclidean reflection group (see e.g. the tables at
the end of [9]). Any minimal choice of generating involutive reflectionsS for such a groupG will give
rise to an orientable pseudomanifold∆(G, S) (via Proposition 2.9) since the determinant representation
is a well-defined homomorphismǫ : G → Z

×.

Example 3.4. Within the infinite familyG(de, e, r), the groups in the subfamilyG(2e, e, r) have the
aforementioned property of being generated by involutive (unitary) reflections. A close look at the case
of G = G(4, 2, 2) also illustrates how the Boolean complex∆(G, S) can fail to be a simplicial complex.
Choose the following generatorsS = {s1, s2, s3}:

s1 =

[

−1 0
0 1

,

]

s2 =

[

0 1
1 0

,

]

s3 =

[

0 −i
i 0

]

.

One can check (see [9, Appendix 2]) that the relations among thesesi are generated by

s2
i = 1, s1s3s2 = s3s2s1 = s2s1s3.

These relations have some other consequences, such as

(sisj)
4 = 1 for i 6= j

sisjsi = sksjsk whenever{i, j, k} = {1, 2, 3}.

An Euler characteristic computation then shows that∆(G, S) is an orientable surface of genus4. How-
ever,∆(G, S) isnota simplicial complex, since for example, one can check that the two cosetss1G{s2,s3} =
s3s1G{s2,s3} andG{s1,s3} index two vertices which are the endpoints for two different edges, indexed by
cosetss1G{s3} ands3s1G{s3}.

3.3 Unipotent groups over F2.
Let G be the unipotent group consisting of all upper unitriangularn × n matrices overF2, and letS =
{s1, . . . , sn−1} wheresi has a1 in the(i, i + 1) entry and zeroes elsewhere off the diagonal. It is easy to
check thatS is a minimal generating set forG consisting of involutions. One can also check that the map
ǫ : si 7→ −1 extends to the homomorphism

G
ǫ→ Z

×

(aij)
n
i,j=1 7→ (−1)

Pn−1

i=1
ai,i+1
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Therefore∆(G, S) is an orientable pseudomanifold by Proposition 2.9.
Biss [2] has shown that all relations among thesi are generated by the following Coxeter-like relations

s2
i = 1

(sisi+1)
4 = 1

(sisj)
2 = 1 for |i − j| > 1,

(3.1)

along with the extra relations(sisi+1si+2)
4 = 1. Consequently Corollary 2.15 implies that∆(G, S) is a

quotient of the Coxeter complex∆(Ŵ , Ŝ) for the Coxeter system described by the relations (3.1), where
one quotients by the normal subgroupK of Ŵ generated by the elements(ŝiŝi+1ŝi+2)

4.

Example 3.5. Taking the special case wheren = 4 in the previous discussion, the Coxeter complex
∆(Ŵ , Ŝ) is the regular tessellation of the2-plane by isosceles right triangles, andK acts as a2-dimensional
lattice of translations, yielding a quotient∆(G, S) which triangulates a2-torus, as in Figure 3.1 (b). As
in Example 3.1, the fact that one obtains a2-torus can be predicted independently by an easy Euler char-
acteristic computation.

Example 3.6. We give an example where∆(G, S) is non-orientable, but still comprehensible. Let

G = S4

S = {s0 = (12)(34), s1 = (23), s2 = (34)}.

One can easily check thatS minimally generatesG. By Proposition 2.9,∆(G, S) will be a non-orientable
surface, and an Euler characteristic computation shows that it is in fact the real projective plane.

Alternatively, one can use Corollary 2.15. Note that thesi satisfy the Coxeter relationss2
i = (s0s1)

4 =

(s0s2)
2 = (s1s2)

3 = 1 for the (finite) Coxeter system(Ŵ , Ŝ) of type B3. One can check that they
also satisfy an extra relation:s0s1s0s1s2s1s0s1s2 = 1. The left-hand side in this relation happens to
coincide with the image of the longest elementw0 in Ŵ under the surjection̂W ։ G, so the kernel
K of this surjection must contain the cyclic group of order two generated byw0 in Ŵ . HenceK must
coincide with this cyclic group, since|W | = 48 = 2|G|. As Ŵ is the symmetry group of the regular
cube or octahedron,∆(W,S) is a2-sphere isomorphic to the barycentric subdivision of the boundary of
the cube or octahedron. The longest elementw0 happens to act in this case as the antipodal map on the
2-sphere∆(Ŵ , Ŝ), and∆(G, S) is the triangulation of the real projective plane arising from the antipodal
identification.

4 The case of the symmetric group.
Here we examine more closely the case whereG = Sn considered as a reflection group, andS is a
minimal generating set of reflections.

4.1 Trees and forests.
The following proposition is easy and well-known.

Proposition 4.1. The reflections inSn are the transpositions(ij). A setS of transpositions forms a
minimal generating set if and only if the graph on vertex set[n] := {1, 2, . . . , n} having an edge{i, j}
for each(ij) in S is a spanning tree.
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In light of this proposition, we introduce the following bit of notation. Given a spanning treeT on [n],
let ∆T := ∆(Sn, ST ) whereST is the corresponding minimal generating set.

Proposition 4.2. For any spanning treeT on [n], the pair(Sn, ST ) satisfies the intersection condition
(2.1), and hence∆T is a simplicial complex.

Proof. Given the spanning treeT with edge set corresponding toST , for anyJ ⊂ ST , one hasGJ =
SB1

× · · · × SBn−|J|
, whereB1, . . . , Bn−|J| are the blocks of the partition of[n] into the vertices of

the trees in the subforest ofT induced by the edge subsetJ . Similarly, for each edges in ST , there is
a corresponding partition of[n] into two blocksBs

1, B
s
2 (the bondor cocircuit induced bys) such that

GS−s = SBs
1
× SBs

2
. Showing the intersection condition then amounts to showing

SB1
× · · · × SBn−|J|

=
⋂

s∈ST −J

SBs
1
× SBs

2

or equivalently, in the lattice of partitions of[n] one has

{B1, . . . , Bn−|J|} =
∧

s∈ST −J

{Bs
1, B

s
2}.

This is easily shown by induction onn − |J |.

The simplicial complex∆T has a useful alternate description. Fix a spanning treeT on [n], so that
the vertices ofT have a fixed labeling. By alabelled subforest(F,w) of T , we mean a subforestF of
T along with an assignmentw of a subset of[n] to each tree inF , such that a tree havingr vertices is
assigned a subset of cardinalityr, and these subsets disjointly partition[n]. Order the labelled subforests
by saying(F,w) ≤ (F ′, w′) if the vertex set of every tree inF is a union of vertex sets of trees inF ′, and
the corresponding label sets inw are the unions of the label sets inw′.

Proposition 4.3. For any spanning treeT on [n], the face posetP (S, ST ) of ∆T is isomorphic to the
above partial order on labelled subforests ofT .

Proof. A cosetwGJ corresponds to a pair(F,w) in which F is the subforest ofT induced by the edge
setJ . Herew indicates how to relabel the vertices ofT and hence also how to label the vertex sets of the
subtrees inF . It is easy to check that this is a poset isomorphism.

In fact, the previous description of∆T suggests a slightly more general family of simplicial complexes
which arise naturally as type-selections of∆T . Given a spanning treeT on [n], let amultiplicity sequence

m = (m1, . . . ,mn) ∈ N
n

be an assignment of a non-negative integermi to each vertexi of T , and call the pair(T,m) a spanning
tree with vertex multiplicities. For any such pair(T,m), a labelled subforestis a pair(F,w) where

• F is a subforest ofT ,

• w is an assignment of a (possibly empty) subset of[m], wherem :=
∑

i mi, to each tree inF ,
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• each tree inF is assigned a subset of cardinality equal to the sum of themi asi runs through its
vertex set and

• these subsets disjointly partition[m].

Ordering these labelled subforests as before, it is not hard to check that this defines the face poset of
a simplicial complex which we will denote∆T,m. For example, whenm = (1, 1, . . . , 1), then∆T,m =
∆T .

It turns out that every complex∆T,m with mi ≥ 1 is a type-selected subcomplex of a complex∆T̂

for some spanning treêT on [m] wherem =
∑

i mi. Given(T,m) with mi ≥ 1, let T̂ be a tree onm
vertices andJ ⊂ ST̂ a subset of edges such that

• the induced subforest onJ has subtrees withmi vertices for eachi,

• the tree obtained from̂T by contracting the edges inJ is T (in other words,T is the underlying tree
structure connecting the components of the subforest induced byJ).

With these definitions, the following proposition is a straightforward translation of the definitions.

Proposition 4.4. In the above situation,

∆T,m
∼= (∆T̂ )S

T̂
−J .

Example 4.5. Chessboard complexes.
Let T be ann-vertexstar, i.e. T hasn − 1 leaves each connected to the same central vertexv of

degreen − 1. Forr ∈ N, define a multiplicity sequencemr by settingmi = 1 for each leaf vertexi, and
mv = r. Then one can easily check that∆T,mr

is isomorphic to the(n − 1) × (n + r − 1) chessboard
complex∆n−1,n+r−1 considered in [1, 8, 15, 17, 26, 34, 35], whose faces correspond to placements of
non-attacking rooks on an(n − 1) × (n − 1 + r) chessboard.

In particular, whenT is ann-vertex star,

∆T = ∆T,(1,1,...,1) = ∆T,m1
∼= ∆n−1,n.

It was noted in [8,§2] that∆n−1,n is a pseudomanifold with singularities lying in codimension at least3
(but all other chessboard complexes are not pseudomanifolds), in agreement with Proposition 2.9.

We return to this example in the discussion of Example 4.15.

Remark 4.6.
For any pair(G, S) having only involutions inS, thefacet graphof ∆(G, S), having vertices indexed by
maximal faces and an edge for each pair of maximal faces that share a codimension one face, coincides
with the(undirected) Cayley graphof G with respect to the generatorsS. Thus it is possible that the study
of ∆(G, S) and its topology may have a bearing on questions about such Cayley graphs.

In particular, whenG = Sn andT is a path, so that∆T is the Coxeter complex forSn, many questions
about this Cayley graph have been answered. For other spanning treesT on [n], less is known, although
the case whereT is the star graph (so that∆T is the chessboard complex∆n−1,n as in Example 4.5) was
considered in [14,§5], and studied more extensively in [23].
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4.2 Deletion-contraction and flossing.

For the remainder of the paper, we examine the topology of∆T , and particularly the complex represen-
tation ofSn on its homologyH•(∆T , C). For this purpose, we will make use of standard terminology
about the symmetric group and its complex representations, such as can be found in [25, 32]. In what
follows, all simplicial chain groups and homology groups are taken withC coefficients, unless explicitly
stated otherwise.

One useful feature of the setting(G, S) = (Sn, ST ) is that Proposition 2.18 can be re-interpreted in
terms of certain deletion and contraction operations, for which we now introduce notation.

Given a spanning tree with multiplicities(T,m) on [n], and an edgee in the tree with vertex set
e = {i, j}, one can speak of thecontractionT/e in the usual graph-theoretic sense. In other words,T/e
has the same vertex set asT except thati, j have been coalesced into a single vertexij, and the edges of
T/e correspond to the edges ofT other thane. Further definem/e by

(m/e)k = mk for k 6= i, j

(m/e)ij = mi + mj

so that(T/e,m/e) is a spanning tree with multiplicity on[n − 1]. In light of Proposition 4.4,∆T/e,m/e

is the type-selected subcomplex(∆T )ST −{e}.
When one deletes the edgee from T to obtain the graphT − e, it splits into two connected components

T ′ andT ′′ which (up to isomorphism) are trees on vertex sets[n′] and[n′′] respectively wheren′+n′′ = n.
Let m′ andm

′′ be the multiplicities inm restricted to the vertex sets ofT ′ andT ′′ respectively, so that
(T ′,m′) and(T ′′,m′′) are spanning trees with multiplicity on[n′] and[n′′] respectively.

In this case the exact sequence of Proposition 2.18 becomes the following crucial tool.

Proposition 4.7. Given any spanning tree with multiplicities(T,m) on [n], and any edgee of T , there is
a short exact sequence of complexes ofC[Sn]-modules

0 → C•(∆T/e,m/e) → C•(∆T,m)

→ (C•(∆T ′,m′) ⊗ C•(∆T ′′,m′′))[1] ↑Sn

Sn′×Sn′′
→ 0.

There is a particularly useful way to combine two instances of the previous proposition for inductive
arguments (used in Subsection 4.3 below), which we will refer to as theflossing induction. Say that a pair
of leaf verticesℓ, ℓ′ in a treeT flossthe vertexv if v is the unique branched vertex (i.e. having degree3
or higher) on the path fromℓ to ℓ′ in T .

Proposition 4.8. In any treeT which is not a path, there exists a triple of vertices(ℓ, ℓ̂, v) in whichℓ, ℓ̂
are leaves that floss the vertexv.

Proof. Root the treeT at one of its leaves, so that each edge ofT connects a parent vertex to a child
vertex, the child being the one further from the root. Also erase the vertices of degree2 in T , so as to
create a homeomorphic (rooted) treeT̄ with possibly fewer edges. Because neitherT nor T̄ is a path, inT̄
there will always exist two leavesℓ, ℓ̂ other than the root which share the same parent vertexv, and these
will correspond to a triple(ℓ, ℓ̂, v) in T as desired.
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Fig. 2: An example of flossing induction: two treesT, T̂ related by the two short exact sequences (4.1), (4.2).

Whenℓ, ℓ̂ flossv, relabel without loss of generality so that

distT (ℓ, v) ≤ distT (ℓ̂, v)

wheredistT (−,−) denotes graph-theoretic distance inT .

Definition 4.9. Defineℓ(T ) to be the number of leaves of a treeT . Define

δ(T ) := min{distT (ℓ, v) : (ℓ, ℓ̂, v) such thatℓ, ℓ̂ flossv},

a positive quantity wheneverT is not a path, and for convenience defineδ(T ) = 0 whenT is a path.

The flossing induction relatesT to a treeT̂ which either has fewer vertices, or the same number of
vertices but fewer leaves, or the same number of vertices and leaves but withδ(T̂ ) < δ(T ); see Figure 4.2
for an example. Let(ℓ, ℓ̂, v) be a triple such thatdistT (ℓ, v) achieves the minimumδ(T ), and definee
to be the first edge on the path fromv to ℓ. ThenT̂ is formed in two steps: one first contractsT alonge
to createT/e, with a natural multiplicity sequencem/e assigning multiplicity2 to the contracted vertex
and multiplicity1 on all other vertices, and then one obtainsT̂ by “un-contracting” or “stretching” this
contracted vertex into a new edgeê that extends along the path towardℓ′ (equivalently, one can think of
T̂ as obtained fromT/e by subdividing the first edge along the path from the contracted vertex toℓ̂).

Note that in this process, one has thatT̂ /ê = T/e, and hence the spanning tree with multiplicities
(T/e,m/e) fits into two short exact sequences coming from Proposition 4.7,

0 → C•(∆T/e,m/e) → C•(∆T )

→ (C•(∆T ′) ⊗ C•(∆P ))[1] ↑Sn

Sn′×Sn′′
→ 0

(4.1)

0 → C•(∆T̂ /ê,m/ê) → C•(∆T̂ )

→ (C•(∆T̂ ′) ⊗ C•(∆P̂ ))[1] ↑Sn

Sn̂′×Sn̂′′
→ 0

(4.2)
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which are illustrated schematically in Figure 4.2. Here we denote byT ′, P (= T ′′) the two components
of T − e, and byT̂ ′, P̂ (= T̂ ′′), the two components of̂T − ê, emphasizing the fact that the components
P, P̂ which containℓ, ℓ̂, respectively, are paths.

We will say that a proof proceedsby flossing inductionif it attempts to prove a property of the homol-
ogy of ∆T as follows. The base case is whenT is a path. WhenT is not a path, one uses induction
simultaneously on the number of vertices inT , the number of leavesℓ(T ), and on the quantityδ(T ): one
assumes that the property holds for any tree having either

• fewer vertices (such asT ′, P, T̂ ′, P̂ ), or

• the same number of vertices but fewer leaves (such asT̂ if ℓ is adjacent tov in T ), or

• the same number of vertices and leaves, but smallerδ value (such aŝT if ℓ is not adjacent tov in
T ),

and then uses the long exact homology sequences associated with the sequences (4.1) and (4.2), possibly
also taking advantage of the fact thatP, P̂ are paths.

Flossing induction is used in the proofs of Theorem 4.10, 4.11, and 5.3 below.

4.3 Constraints on the homology representations.
The goal of this subsection is to prove several constraints on the irreducible representations ofSn which
can occur in the homology of∆T or ∆T,m.

Recall that irreducibleC[Sn]-modules are indexed by partitionsλ of n. Let Sλ denote the irreducible
indexed byλ. Recall that given aC[Sn]-moduleV , the notation〈V,Sλ〉 denotes the multiplicity ofSλ in
V .

We first consider the occurrences ofhook representationsS(r,1n−r) in the homology of∆T .

Theorem 4.10. For any spanning treeT on [n], we have

Hn−2(∆T ) ∼= S1n .

For any hook shape(r, 1n−r) andi < n − 2,

〈Hi(∆T ),S(r,1n−r)〉 = 0.

Proof. The first assertion follows from Proposition 2.9. For the rest, we proceed in two steps.

The caser ≤ 2. Here we argue directly about the occurrences ofS(r,1n−r) in the chain groups, and their
images under the boundary map.

For r = 1, from the description (2.2) ofC•(∆T ) and the irreducible decompositions of the coset
representations

C[Sn/(Sn1
× · · · × Snr

)]

(sometimes calledYoung’s rule), one sees thatS1n occurs exactly once inC•(∆T ), in degreen−2.
Thus it must give rise to(n − 2)-dimensional homology, in agreement with Proposition 2.9.

Similarly S(2,1n−2) occurs
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• exactlyn − 1 times inCn−2(∆T ),

• exactly once in each of the summandsC[G/Ge] of Cn−3(∆T ), ase runs through then − 1
edges ofT ,

• nowhere else inC•(∆T ).

Based on this, we claim that it would suffice to show the following: there exists

• an orderinge1, e2, . . . , en−1 of the edges ofT , and

• for eachi = 1, 2, . . . , n − 1 a copyVi of the irreducible moduleS(2,1n−2) in C[Sn]

with the property that the component maps∂k : C[G] → C[G/Gek
] satisfy

• ∂k(Vl) = 0 for k > l

• ∂k(Vk) 6= 0.

This would imply, via a triangularity argument and Schur’s Lemma, that theS(2,1n−2)-isotypic
component ofCn−2 maps under the boundary map isomorphically onto that ofCn−3, leaving no
S(2,1n−2) in the homology.

To this end, note that ife has endpoints{i, j}, thenC[G/Ge] is isomorphic as anC[Sn]-module to
the principal left idealC[Sn]γ+

{i,j}, where we define for any subsetA ⊂ [n]

γ+
A :=

∑

w∈SA

w

γ−
A :=

∑

w∈SA

ǫ(w) w.

andǫ is the sign character. Also thee-componentC[G] → C[G/Ge] of the boundary map is (up to
a scalar multiple) the map

C[Sn] → C[Sn]γ+
{i,j}

x 7→ x · γ+
{i,j}.

Order the edgese1, e2, . . . , en−1 in such a way that for eachi, the edgeei has a vertexvi which
is a leaf ofT − {e1, e2, . . . , ei−1}. DefineVk to be the principal left idealC[Sn]γ+

{vk,v′
k
}γ

−
[n]−vk

,

whereek has endpoints{vk, v′k}.

It follows from the theory of Specht modules thatVk
∼= S(2,1n−2). By construction, wheneverk > l

we have{vk, v′
k} ⊂ [n] − vl, so thatγ−

[n]−vl
γ+
{vk,v′

k
} = 0. This implies that

∂k(Vl) = Vlγ
+
{vk,v′

k
} = C[Sn]γ+

{vl,v′
l
}γ

−
[n]−vl

γ+
{vk,v′

k
} = C[Sn]γ+

{vl,v′
l
} · 0 = 0

for k > l. It only remains to show∂k(Vk) 6= 0, for which it suffices to check that the coefficient of
the identity permutationid in γ+

{vk,v′
k
}γ

−
[n]−vk

γ+
{vk,v′

k
} is exactly+2, coming from the two terms in

the product
+id · +id · +id

+(vkv′k) · +id · +(vkv′k).

This completes the caser = 2.
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The caser ≥ 3. We will argue that〈H•(∆T ),S(r,1n−r)〉 = 0 for r ≥ 3 via the flossing induction, ex-
plained in Subsection 4.2.

First note that ifVi for i ∈ {1, 2} areC[Sni
]-modules withni ≥ 1 andn1 + n2 = n having the

property that〈Vi,S(r,1ni−r)〉 = 0 for r ≥ 2, then theLittlewood-Richardson ruleshows that

〈(V1 ⊗ V2) ↑Sn

Sn1
×Sn2

,S(r,1n−r)〉 = 0 for r ≥ 3.

(In fact, we will only need this in the special case of the Littlewood-Richardson rule known as
Pieri’s formula, whereV2 is the sign representationS1n2 ; this is due to the fact thatP, P̂ are paths,
and hence have only the sign representation occurring in the homology of the Coxeter complexes
∆P ,∆P̂ ).

SinceT ′, P, T̂ ′, P̂ all have fewer vertices thanT , induction applies to them, and then the Künneth
formula along with the previous fact shows that the homology of the third term in both short exact
sequences (4.1) and (4.2) contains no occurrence ofS(r,1n−r) for r ≥ 3. On the other hand, induc-

tion also applies tôT , because it has its shortest distance from a leaf to a branched vertex shorter
than inT or else the distance was1 andT̂ has fewer leaves thanT . So the homology of the middle
term in (4.2) has no occurrences ofS(r,1n−r) for r ≥ 2. This implies by the long exact sequence
in homology that the homology of the first term in (4.2) contains no occurrences ofS(r,1n−r) for

r ≥ 3. But sinceT̂ /ê = T/e implies that this is the same as the homology of the first term in (4.1),
we can conclude that the homology of the middle term in (4.1) has this same property, as desired.

A similar flossing induction argument gives a bound on the length of the longest row ofλ for anySλ

which occurs in the homology of∆T .

Theorem 4.11. For any spanning treeT on [n] with ℓ(T ) leaves, and any partitionλ of n

〈H•(∆T ),Sλ〉 = 0 unless λ1 > ℓ(T ) − 1.

Proof. We use flossing induction, as in the last proof, taking advantage of the fact thatP, P̂ are paths,
so that their homology only contains the irreducible representationsS1n′′ ,S1n̂′′ respectively. Note that
Pieri’s formula implies that for any partitionµ of n′ andλ a partition ofn, one has

〈(Sµ ⊗ S1n′′ ) ↑Sn

Sn′×Sn′′
,Sλ〉 = 0 if λ1 > µ1 + 1.

The other crucial facts are that
ℓ(T ′) = ℓ(T ) − 1

ℓ(T̂ ′) = ℓ(T̂ ) − 1

ℓ(T̂ ) ≤ ℓ(T ).

We conjecture that the number of leavesℓ(T ) also gives rise to a (loose) lower bound on the connectivity
of ∆T,m. Recall that a topological spaceX is said to bek-connectedif its homotopy groupsπi(X) vanish
for i ≤ k.
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Conjecture 4.12. For any spanning tree with multiplicities(T,m) on [n] with ℓ(T ) leaves, the complex
∆T,m is (n − 1 − ℓ(T ))-connected.

This conjecture is well-known and tight forℓ(T ) = 2; see Example 4.14 below. It also turns out to
hold whenm = (1, 1, . . . , 1) for ℓ(T ) = 3 (see Appendix 7), and is tight in this case by Theorem 5.3.
However, see the discussion of chessboard complexes in Example 4.15 below as an illustration of the
looseness of this conjectural connectivity bound in general.

Some recent ideas of P. Hersh [19] regarding a notion ofweak orderingon (n − ℓ(T ))-faces of∆T,m

may lead to a stronger assertion than Conjecture 4.12, namely that the(n − ℓ(T ))-skeleton is shellable.
Similar results were proven by Ziegler [34], Shareshian and Wachs, [26], and Athanasiadis [1], for chess-
board and matching complexes.

Lastly we mention a somewhat trivial constraint on the homology representations of∆T,m which ig-
nores the tree structureT . Given two partitionsλ andµ of the same number, say thatλ dominatesµ,
writtenλ ⊲ µ, if

∑k
i=1 λi ≥

∑k
i=1 µi for all k.

Proposition 4.13. Assumem1 ≥ · · · ≥ mn by re-indexing, if necessary.
Then〈H•(∆T,m),Sλ〉 6= 0 impliesλ ⊲ m.

Proof. The same constraint turns out to hold on the chain level. One checks thatC•(∆T,m) is a direct
sum ofC[Sm]-modules of the formC[Sm/(Sm′

1
×· · ·×Sm′

n′
)] wherem′ = (m′

1, . . . ,m
′
n′) is obtained

from m by merging parts, and thereforem′ ⊲ m. On the other hand, it is well-known from Young’s rule
that

〈C[Sm/(Sm′
1
× · · · × Sm′

n′
)],Sλ〉 6= 0

impliesλ ⊲ m
′. Henceλ ⊲ m

′ ⊲ m.

4.4 Some examples.

Example 4.14. Rank-selections of Boolean algebras.
In the case whenℓ(T ) = 2, so thatT is a path withn vertices, the complex∆T,m is a type-selected

subcomplex of the Coxeter complex forSm wherem =
∑

i mi. Equivalently, it is the order complex
for a rank-selection of the Boolean algebra2[m]. Specifically, if the vertices along the pathT are labelled
1, 2, . . . , n in order, then∆T,m corresponds to selecting2[m] at the rank

Dm := {m1,m1 + m2, . . . ,m1 + m2 + · · · + mn−1}.

The Coxeter complex isshellable, a property which is automatically inherited by all of its type-selected
subcomplexes (see e.g. [3,§11]). Hence in this case∆T,m is homotopy equivalent to a wedge of(n− 2)-
spheres, which is(n − 3)-connected, in agreement with Conjecture 4.12.

The homology is also well-known as anC[Sm]-module (see [33, Theorem 4.3]): the multiplicity ofSλ

in Hn−3(∆T,m) is the number of standard Young tableaux of shapeλ whosedescent setis exactlyDm.
We should point out that this entire discussion is known to generalize to Coxeter complexes associated

to an arbitrary finite Coxeter system(W,S); see [6, Remark 6.7]. The Coxeter complex∆(W,S) and
all of its type-selections∆(W,S)J are shellable, and their associated homology representations can be
expressed in terms of theKazhdan-Lusztig cell representationscorresponding toleft cellshaving a fixed
descent set(using an appropriate definition of descents for Coxeter group elements).



Coxeter-like complexes 243

Example 4.15. Chessboard complexes revisited.
Recall from Example 4.5 that whenT is ann-vertex star andm assignsr to the central vertex and1 to

the remaining vertices,∆T,m is the chessboard complex∆n−1,n+r−1. In [8] it was shown that∆m,n is
ν − 2-connected, where we assumem ≤ n and

ν = min

(

m,

⌊

m + n + 1

3

⌋)

.

It was also conjectured there (and recently proven by Shareshian and Wachs [26]) that this connectivity
bound is tight. This shows that the above conjecture on the connectivity of∆T,m for T a star andm
as above is very far from tight: these known results show that in this chessboard case,∆T,m is roughly
2n+r−2

3 -connected, while Conjecture 4.12 would only assert that it is0-connected (i.e. connected) .
The chessboard examples also illustrate how far the homology with complex coefficients can deviate

from the integral homology for∆T,m. The homology with complex coefficients of∆m,n was described
completely by Friedman and Hanlon [15], even as aC[Sm × Sn]-module. For example, ifT is a star,
then using their results for∆n−1,n one can deduce thatHi(∆T , C) will start to vanish fori roughly below
dimensionn − √

n, while the results of [8, 26] show that theHi(∆T , Z) will only start to vanish fori
roughly below dimension2n

3 .

5 The case of a single branch vertex.
In this section, we examine more closely the simplicial complexes∆T (and more generally,∆T,m) intro-
duced in the previous section, in the case whereT is a tree having at most onebranchvertex, i.e. at most
one vertex of degree3 or higher. Note that this class encompasses both Examples 4.14 and 4.15.

5.1 A general lower bound.

We begin with a companion lower bound for the upper bound onλ1 given in Theorem 4.11. Note that this
bound is sensitive to the dimension in which the homology occurs.

Theorem 5.1. AssumeT is a spanning tree on[n] having at most one branch vertexv, and thatm
achieves its maximum value atmv. Then

〈Hi(∆T,m),Sλ〉 = 0 if λ1 < mv + n − 2 − i.

Remark 5.2. The assumptions thatT has only one branch vertexv and thatmv achieves the maximum
value inm turn out to be necessary here. The spanning treeT on [n] = [8] with edge set

{12, 13, 14, 45, 56, 67, 68}

has more than one branch vertex, and computer calculations show that〈H4(∆T ),S(2,2,2,2)〉 = 1, violating
the above inequality. The spanning treeT on [n] = [5] having edge set{12, 23, 34, 35} has one branch
vertexv = 3, and if we takem = (2, 1, 1, 1, 1) so thatm3 = 1 is not the maximum value inm, then
computer calculations show〈H2(∆T,m),S(2,2,2)〉 = 1, violating the above inequality.

Note also that the hypotheses of the theorem are satisfied by the pairs(T,m) for which ∆T,m is a
chessboard complex (see Example 4.5).
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Proof. We use induction on the number of edges inT and utilize Proposition 4.7, choosinge to be any
edge ofT incident to the branch vertexv. Note that sinceλ1 < mv + n − 2 − i and(m/e)v ≥ mv + 1,
we haveλ1 < (m/e)v + (n − 1) − 2 − i. Therefore induction applies to show〈Hi(∆T/e,m/e),Sλ〉 = 0
so Sλ does not occur in thei-dimensional homology of the first term of the short exact sequence of
Proposition 4.7.

We wish to show thatSλ also does not occur in thei-dimensional homology of the third term of this
short exact sequence, so that the desired vanishing would follow from the associated long exact sequence
in homology. Without loss of generality, we may assume thatT ′ is the subtree containingv, so thatT ′′

is a path. Induction applies toT ′, so that〈Hi′(∆T ′,m′),Sµ′〉 6= 0 implies µ′
1 ≥ mv + n′ − 2 − i′.

Also note that Example 4.14 implies∆(T ′′) only has homology in dimensionn′′ − 2. Therefore by the
Künneth formula,Sλ can only occur in thei-dimensional homology of the third term if it occurs in the
decomposition of some tensor productSµ′ ⊗ Sµ′′ into irreducibles wheren′ + n′′ = n, µ′ ⊢ n′, µ′′ ⊢ n′′

and one hasµ′
1 ≥ mv + n′ − 2 − i′ for somei′ satisfyingi′ + (n′′ − 2) = i − 2. On the other hand, the

Littlewood-Richardson rule for decomposing this tensor product easily implies thatλ1 ≥ µ′
1. Putting all

of these inequalities and equalities together givesλ1 ≥ mv + n − 2 − i, a contradiction.

5.2 The case of three leaves.
The caseℓ(T ) = 2 was discussed in Example 4.14, and using some of our results constraining the
homology, we can now deal with the case whereℓ(T ) = 3 with all multiplicities1, i.e.m = (1, 1, . . . , 1).
Let Ta,b,c be the spanning tree on[n] for n = a + b + c + 1 which has a central vertexv of degree3, and
three “arms” consisting ofa, b andc other vertices respectively. We assume without loss of generality that
a ≥ b ≥ c ≥ 1.

We introduce the following convenience for describing the homology representations of∆Ta,b,c
. For

two pairs(p, q), (r, s) of positive integers satisfyingp+ q = r + s = n andp > max(r, s) ≥ min(r, s) >
q, define a (virtual)C[Sn]-module by the equation

V(p,q),(r,s) ⊕
(

S1p ⊗ S1q ↑Sn

Sp×Sq

)

∼= S1r ⊗ S1s ↑Sn

Sr×Ss

which actually turns out to define a genuine (not virtual) representation

V(p,q),(r,s)
∼=

min(r,s)
⊕

k=q+1

S(2k,1n−2k). (5.1)

Theorem 5.3. Let a ≥ b ≥ c ≥ 1 andn = a + b + c + 1. Then∆Ta,b,c
has all of its (reduced) integral

homology concentrated in dimensionsn − 2 andn − 3, and no torsion.
Furthermore, the homology withC coefficients has the following description as anC[Sn]-module:

Hi(∆Ta,b,c
) ∼=

{

S1n if i = n − 2
⊕

c1,c2≥1, c1+c2=c+1 V(a+b+c1,c2),(b+c2,a+c1) if i = n − 3

Remark 5.4. Note that using this theorem, one could easily write down a formula which is piecewise-
linear ink for the multiplicities

ck := 〈Hn−3(∆Ta,b,c
),S(2k,1n−2k)〉.
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However the presence of themin(r, s) in the formula (5.1) forV(p,q),(r,s) would make this somewhat
clumsy.

Remark 5.5. Note also that the theorem is consistent with the constraints from Theorems 4.10, 4.11 and
5.1. In fact, these results would suffice to imply all of the assertions about vanishing homology in the
theorem, except for the lack of torsion.

Proof. Since∆Ta,b,c
has dimensionn−2, Theorem 7.3 below implies the result about homology concen-

tration. It also implies that there is no torsion inHi(∆Ta,b,c
, Z): the only non-vanishing homology groups

are the top two, and Proposition 2.9 implies that∆Ta,b,c
is an orientable pseudomanifold, which never has

torsion in its top two homology groups (see e.g. [29, p. 206, Exerc. 4.E.2]).
We know from Proposition 2.9 that the assertion of the theorem fori = n − 2 is correct, and that this

top homology gives the only occurrence ofS1n . Thus only the homology in the single dimensionn− 3 is
unknown, and there can be no two occurrences of the same irreducible module in two different homology
groups. It therefore suffices to compute the(virtual-)C[Sn]-module Euler characteristic(or Lefschetz
character) which is the formal sum of modules

χ(Ta,b,c) :=
∑

i≥0

(−1)i〈Hi(∆Ta,b,c
),Sλ〉 Sλ

For this we again use the two exact sequences (4.1) and (4.2), choosing the edgee onT := Ta,b,c to be
the edge containing the central vertexv and lying on the arm havingc vertices, and choosing the edgeê
on T̂ := Ta+1,b,c−1 to be the edge containingv which lies on the arm havinga + 1 vertices (Note: this is
again an example of the flossing induction). Letm andm̂ be the multiplicity sequences of all ones onT
andT̂ respectively so that(T,m)/e = (T̂ , m̂)/ê. If we let Pr denote a path havingr vertices, these two
exact sequences become:

0 → C•(∆T/e,m/e) → C•(∆Ta,b,c
)

→ (C•(∆Pc
) ⊗ C•(∆Pa+b+1

))[1] ↑Sn

Sc×Sa+b+1
→ 0

0 → C•(∆T̂ /ê,m̂/ê) → C•(∆Ta+1,b,c−1
)

→ (C•(∆Pa+1
) ⊗ C•(∆Pb+c+1

))[1] ↑Sn

Sa+1×Sb+c+1
→ 0

(5.2)

Since Euler characteristics are additive on short exact sequences and multiplicative on tensor products,
one concludes that

χ(Ta,b,c) = χ(T/e,m/e) − χ(∆Pc
) ⊗ χ(∆Pa+b+1

)

χ(Ta+1,b,c−1) = χ(T̂ /ê,m/ê) − χ(∆Pa+1
) ⊗ χ(∆Pb+c+1

).

where the symbols⊗ on the right-hand side should be interpreted as the induction product on virtual
characters. Since∆Pr

is the Coxeter complex forSr whose homology vanishes except forS1r in the top
dimension, one concludes that

χ(Ta,b,c) − χ(Ta+1,b,c−1)

= S1b+c ⊗ S1a+1 ↑Sn

Sb+c×Sa+1
−S1a+b+1 ⊗ S1c ↑Sn

Sa+b+1×Sc

= −V(a+b+1,c),(b+c,a+1)
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By induction onc, and using the fact thatTa,b,0 = Pa+b+1 for the base case, one obtains

χTa,b,c
= (−1)n−2



S1n −
∑

c1,c2≥1,c1+c2=c+1

V(a+b+c1,c2),(b+c2,a+c1)





as desired.

6 Remarks and questions.
We begin by asking: What is the correct (tight) version of Conjecture 4.12? Can one prove such a result
via shellabilityor vertex-decomposabilityof some skeleton of∆T,m, as in [1, 34]?

A different question deals with how the two extremes of trees from Examples 4.5 and 4.14 bound the
homology of∆T for an arbitrary spanning treeT on [n]. Let Pn denote the path withn vertices, and
Starn the star graph onn vertices. Since for any treeT , the complex∆T is an orientable pseudomanifold
carrying the sign representation ofSn on its top homology (Proposition 2.9), the homology of the Coxeter
complex forSn (that is, ∆Pn

) trivially gives a lower bound for the multiplicities of irreducibleSn-
representations in any homology groupH·(∆T , C). We speculate that the chessboard complex∆n−1,n

(that is∆Starn
) provides a companion upper bound:

Question 6.1. Is it true that for every irreducibleSn-representationSλ, and every spanning treeT on [n],
one has

〈H̃i(∆Pn
, C),Sλ〉 ≤ 〈H̃i(∆T , C),Sλ〉 ≤ 〈H̃i(∆Starn

, C),Sλ〉?
One can check using Theorem 5.3 and the results of [15] that the answer is affirmative whenT has at
most3 leaves, but we have not checked it extensively in other cases. One could also ask more generally
whether there exists a partial ordering≤ on all spanning trees on[n], roughly from “less branched” to
“more branched”, so that paths are at the bottom and stars are at the top, with the property thatT ≤ T ′

implies
〈H̃i(∆T , C),Sλ〉 ≤ 〈H̃i(∆T ′ , C),Sλ〉.

Lastly, we remark that chessboard complexes have the unexpected property that the combinatorial
Laplacians defined from their simplicial boundary maps have only integer spectra [15], but unfortunately,
the same property is not shared by∆T in general. This fails, in fact, even whenT is a pathPn for n ≥ 4.

7 Appendix: A special case of the connectivity Conjecture 4.12.
Our goal here is to use nerve-type arguments as in [8] to prove Theorem 7.3 below. This result confirms
Conjecture 4.12 in a very special case needed for the assertions about torsion-free homology in Theo-
rem 5.3: the case whereT has3 leaves, and the multiplicity sequencem assigns1 to all vertices except
possibly for the unique vertexv of degree3. It is due to the different flavor of the arguments in this proof,
and our hope that the conjecture (or a tighter connectivity bound) will eventually be proven, that we have
relegated this discussion to an appendix.

Let ∆r
a1,...,ak

denote the complex∆T,m whenT has

• ℓ(T ) = k,
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• a central vertexv of degreek,

• k armsconsisting ofai other vertices each,

• n := 1 +
∑

ai vertices total,

• m assigning multiplicity1 to all vertices exceptv,

• mv = r.

For example∆1
a,b,c is what was previously called∆Ta,b,c

. We also allow for the possibility thatr < 0,
even though this was not originally allowed in the definition of∆T,m; one can check that∆r

a1,...,ak
is a

well-defined, non-empty simplicial complex as long asm := r +
∑

i ai ≥ 0. Our goal will be to describe
the homotopy type of∆r

a1,a2
for r an arbitrary integer, and the connectivity of∆r

a1,a2,a3
for r ≥ 1.

We begin with∆r
a1,a2

. Of course, here the treeT is unbranched, and hence Example 4.14 applies as
long asr ≥ 1. But since we are allowingr to be an arbitrary integer, more needs to be said to determine
the homotopy type of∆r

a1,a2
in general.

Lemma 7.1. For a1 ≥ a2 ≥ 0 andr ∈ Z, let

m = a1 + a2 + r

n = a1 + a2 + 1.

Then the homotopy or homeomorphism type of∆r
a1,a2

is as follows.
For r ≥ 1, one has that∆r

a1,a2
is a type-selected subcomplex of the Coxeter complex of typeAm−1,

and hence homotopy equivalent to a wedge of(n − 2)-spheres.
Otherwise,∆r

a1,a2
is



















a homotopy(m − 2)-sphere if0 ≤ −r < a2

contractible ifa2 ≤ −r < a1

a typeAm Coxeter complex ifa1 ≤ −r < n

empty ifn ≤ −r.

Proof. The assertions forr ≥ 1 and forn ≤ −r follow from the previous discussion.
For r in the range0 ≤ −r < a2, we use a nerve argument. Cover∆r

a1,a2
by the stars of the verticesvi

for i = 1, 2, . . . ,m, wherevi corresponds to the labelled subforest of the path onn vertices which has a
singleton on the end-vertex of thea1-vertex branch labelled by the singleton subset{i} and the remaining
path ofn−1 vertices labelled by the set[m]−{i}. It is easy to check that this indeed covers∆r

a1,a2
, using

the fact thata1 +r ≥ 1. One can also check that for anyt < m, the intersection of the stars ofvi1 , . . . , vit

will have a cone vertex. Specifically, this cone vertex corresponds to the labelled subforest withs = t if
t ≤ a1 ands = t − r + 1 otherwise, partitioning the path into thes vertices furthest toward thea1-vertex
branch, labelled by the set{i1, . . . , it}, and then − s remaining vertices, labelled by the complementary
set[m]−{i1, . . . , it}. On the other hand, fort = m, this labelled subforest is no longer a vertex as it does
not partition the path into two sets (the second set has cardinalityn− t+r−1 = n−m+r−1 = 0), and
in fact the intersection of all of the stars of thevi is the empty face. Hence by the usual nerve lemma (see
[3, (10.7)], or the limiting casek = ∞ in the Lemma 7.2 below),∆r

a1,a2
is homotopy equivalent to the

nerve of this covering, which is the boundary of an(m − 1)-dimensional simplex, so an(m − 2)-sphere.
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The same nerve argument works forr in the rangea2 ≤ −r < a1. The only difference is that now
for t = m ≤ a1 the intersection will no longer be the empty face, and will again have a cone vertex
corresponding to the labelled subforest described as the first case in previous paragraph. Hence the usual
nerve lemma implies that∆r

a1,a2
is contractible in this situation.

If a1 ≤ −r < n = a1 +a2 +1, we repeatedly use the following isomorphism of simplicial complexes:

∆r
a1,a2

∼= ∆r+1
a1,a2−1 if a1 + r < 0. (7.1)

This isomorphism (7.1) is a special case of the inclusion in the cofibration sequence of Remark 4.7, in
whiche is one of the two edges incident to the vertexv, namely the edge pointing toward the branch having
a2 vertices. Here the inclusion is also surjective (and hence an isomorphism) because the assumption that
a1 + r < 0 implies every non-trivial labelled subforest must usee in one of its subtrees. We obtain

∆r
a1,a2

∼= ∆−a1

a1,m
∼= ∆−m

m,m

by applying the isomorphism (7.1) first−(r+a1) times to lower thea2 in the subscript, and then−(r+a2)
times to lower thea1 in the subscript.

It only remains to describe an isomorphism from∆−m
m,m to the Coxeter complex of typeAm. Given a

typical labelled subforest corresponding to a face of∆−m
m,m, its subtrees are labelled by sets which give

an ordered decomposition of[m], i.e. a sequence of setsB1, . . . , Br with [m] = ∐iBi, where it is
possible that the setBi0 labeling the unique subtree containing vertexv is the empty set. ReplacingBi0

by Bi0 ∪ {m + 1} gives an ordered decomposition of[m + 1] into non-empty sets, which labels a typical
face in the Coxeter complex of typeAm. One can easily check that this is the desired isomorphism.

For the case of∆r
a1,a2,a3

, we use a connectivity nerve lemma from [8].

Lemma 7.2. [8, Lemma 1.2] Let∆ be a simplicial complex covered by a family{∆i}s
i=1. Suppose that

every non-empty intersection
⋂t

j=1 ∆ij
is (k − t + 1)-connected fort ≥ 1. Then∆ is k-connected if and

only if the nerve of the covering{∆i}s
i=1 is k-connected.

Theorem 7.3. Givena1, a2, a3 ≥ 0, let n = a1 + a2 + a3 + 1.
If r ≥ 1, the complex∆r

a1,a2,a3
is (n − 4)-connected. In particular,∆Ta,b,c

is (n − 4)-connected.

Remark 7.4. Note that this agrees with Conjecture 4.12 in this case, sinceℓ(T ) = 3 here.

Remark 7.5. Although∆r
a1,a2,a3

is a well-defined simplicial complex even forr negative, some lower
bound onr is necessary for the conclusion of the theorem. For example, the complex∆−2

1,1,1 is isomorphic
to the1 × 3 chessboard complex, and hasn = 4, but is disconnected, i.e. not0-connected.

Proof. We use a nerve argument as in the proof of the previous theorem, but applying Lemma 7.2. Cover
∆r

a1,a2,a3
by the stars of the verticesvi for i = 1, 2, . . . ,m, wherevi corresponds to the labelled subforest

which has a singleton on the end-vertex of thea1-vertex branch labelled by the singleton subset{i} and
the remaining tree ofn − 1 vertices labelled by the set[m] − {i}. As before, these stars do indeed cover
∆r

a1,a2,a3
, using the fact thata1 + r ≥ 1. Also as before, one can check that for anyt ≤ min(a1,m− 1),

the intersection of the stars ofvi1 , . . . , vit
will have a cone vertex with a similar description to the one in

the previous proof: the branch witha1 vertices has an end subtree labelled by the set{i1, . . . , it}, and the
remaining vertices form a subtree labelled by the complementary set[m] − {i1, . . . , it}.
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For t in the rangea1 < t < m, one can check that the intersection of the stars ofvi1 , . . . , vit
is

isomorphic to∆r+a1−t
a2,a3

. By checking various cases using Lemma 7.1, one concludes that∆r+a1−t
a2,a3

is
always at least(n − 3 − t)-connected fort in this range.

Finally, if t = m, this intersection of stars is the empty face. This means that the nerve of this covering is
the boundary of an(m− 1)-simplex, and hence(m− 3)-connected. Sincer ≥ 1 impliesm− 3 ≥ n− 3,
the nerve is(n − 3)-connected, and we can apply Lemma 7.2 to conclude that∆r

a1,a2,a3
is (n − 3)-

connected.
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plexes.J. London Math. Soc.49 (1994), 25–39.
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