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Observational theories are a generalization of first-order theories where two objects are observationally equal if they
cannot be distinguished by experiments with observable results. Such experiments, called contexts, are usually in-
finite. Therefore, we consider a special finite set of contexts, called cover-contexts, “covering” all the observable
contexts. Then, we show that to prove that two objects are observationally equal, it is sufficient to prove that they
are equal (in the classical sense) under these cover-contexts. We give methods based on rewriting techniques, for
constructing such cover-contexts for interesting classes of observational specifications.

Keywords: observational, contexts, rewriting

1 Introduction

A fundamental aim of formal specifications is to provide a rigorous basis to establish software correctness.
Intuitively, a program is correct w.r.t its initial specification if it satisfies all the properties required by this
specificationBehaviouralabstraction provides a suitable basis for a more adequate notion of correctness.
In a behavioural or observational theory, two objects are viewed as being identical if they cannot be
ditinguished by observable experiments. Thus, for proving the correctness of a program, behavioural (or
observational concepts allow to abstract away from internal implementation details, and to focus only on
its observable behaviour.

For instance, in the field of object-oriented programming, an observable experiment consists of an ap-
plication of amethodhat returns certain visible attributes of that object. The actual implementation of the
object is not crucial as long as the visible attributes returned by certain methods (and the iterative applica-
tion of these methods) satisfy the program specification. When formalized using algebraic specifications,
method names map to a sorted signature and the observable experiments map to contexts (terms over the
signature with a “hole” for the invisible object) with visible sorts.

The idea that the semantics of a specification must describe the behaviour of an abstract datatype is
due to [Gut75]. A lot of work has been devoted to the semantical aspects of observability and provability
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of observational equivalence, see for example [BBK94, Rei95,[JR97,[HB99, GM99]. In the framework of
algebraic specifications, experiments with observable results are represented by particular terms called
observable contextd'he main difficulty when dealing with proofs of observational properties is that the
number of observable contexts is often infinite, and it had been shown in [Sch92] that there is no finite
axiomatization of the behavioural equality in first-order logic.

In the framework of initial algebras, an algorithm was given in [BBR98] for constructing a finite set
of contexts, that allows to describe the whole set of observable contexts. It applies to specifications
represented by a left-linear system. We consider this construction in a more general framework (the
semantic we use is not limited to only initial algebra), give more intuitions about it, and show that it
can be used by any first order theorem prover for proving observational properties. We call the contexts
obtainedcover-contextsThen, to prove that two terms are observationally equal, it is sufficient to prove
that they are equal (in the classical sense) under these cover-contexts. We also show that the algorithm
applies to an interesting class of non left-linear (equational) specifications with observable sorts. Finally,
we consider the general case of non left-linear rewriting systems, we propose a procedure which outputs
a cover-context set when it terminates.

2 Related work

Hennicker[Hen9l1] has proposed an induction principle, catt@atext inductionwhich is a proof prin-

ciple for behavioural abstractions. A contexis viewed as a particular term containing exactly one
variable; therefore, the subterm ordering defines a Noetherian relation on the set of observable contexts.
Consequently, the principle of structural induction induces a proof principle for properties of contexts of
observable sort, which is call@dntext inductionThis approach provides a uniform proof method for the
verification of behavioural properties. It has been implemented in the system [SAR|[BH93]. However in
concrete examples, this verification is a non trivial task and requires human guidance: the system often
needs a generalization of the current induction assertion before each nested context induction, so as to
achieve the proof.

Malcolm and Goguer] [GM00] suggested doing coinduction proofs by first defining a relation, show-
ing it is a behavioural or hidden congruence, and then showing behavioural equivalence of two terms
by showing that they are congruent. This technique, which they call “hidden coinduction,” is easily au-
tomated only in certain cases where the specification satisfies additional strong restrictions. Note that
checking if a relation is a hidden congruence involves establishing observational equivalence. Moreover,
if the candidate relation is not a hidden congruence, then users have to find another candidate to complete
the proof. The same problems appear in the approach of Bidoit and Hennicker|[BH96] where users have
to provide partial congruences.

Several other proof tools have been developed to aid coinductive proofs, but all of them require the
user to supply an appropriate relation which the system can then prove to be a bisimulation. In the work
of [DBG96], an automatic method is given to construct a bisimulation relation, however it uses heuristics
and can fail on some examples.

In [MF98], an algorithm is proposed to generate the contextual equality, which coincides with the
behavioural equivalence, by eliminating the redundant observational contexts using rewriting techniques.
However, this algorithm applies to specifications with only one hidden sort.
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3 Basic notions

We assume that the reader is familiar with the basic concepts of algebraic specifi¢ations [Wir90], term
rewriting and equational reasoning. A many sorted signaiusea pair(S F) whereSis a set of sorts
andF is a set of function symbols. We assume a partitiof @fito two subset€ andD of constructors
symbolsanddefined function symbold.et X be a family of sorted variables and [EtF,X) be the set
of sorted terms. Letar(t) denote the set of variables appearing.iiA term is linear if all its variables
occur only once. Ifar(t) is empty thert is a ground term. The set of all ground terms is also denoted
by T(F). Aterm inT(C,X) is called aconstructor term Let A be an arbitrary non empty set, and let
Fa = {fa|f € F} such that iff is of arity n, then fa is a function fromA" to A. The pair(A,Fa) is
called a>-algebra, and\ is the carrier of the algebra. For sake of simplicity, we will writéo denote
the 2Z-algebra wher- andFa are non ambiguous. A substitutionassigns terms of appropriate sorts to
variables. The domain of is denoted bydom(n). If t is a term, thertn denotes the application of
tot. If n replaces every variable by a ground term, theis a ground substitution. We denote Bythe
syntactic equivalence between objects.

Let N* be the set of finite sequences of positive integers. For anyttdPo¥t) C N* denotes the set of
positions oft, and the expressidrfu denotes the subterm bft positionu. The root position is denoted
by €. The depth of a position, denoted byul, is the length of the corresponding sequence. We denote
by t(u) the symbol ot at positionu. A positionu in a termt is said to be a strict positionifu) € F. Let
u andv two positions, if there exists a positiansuch that uw=v them < v. We writet[s], to indicate
thats is a subterm ot at positionu. We use also the notatidisy, ..., s, to indicate that the terrh
contains the subterns, ..., s,. The depth of a ternis defined as followsjt| = 0 if t is a constant or
a variable, otherwisg,f(t1,...,tn)| = 1+ max]ti|. An equation is a formula of the forin=r. It will
be called a rewrite rule and writtdn— r if interest is in the left to right use of this equation. The term
| is the left-hand side of the rule. A rewrite rule— r is left-linear if| is linear. A rewrite system is a
set of rewriting rules. Let be a term and a position int. We write:t —g sif there exists arulé —r
in Rand a substitutiow such that /u =lo,s/u=ro andt/v = s/v for any positionv such thatu £ v.

A termt is irreducible (or in normal form) if there is no tergsuch that —r s. A rewrite systenR is
said to be terminating if there is no infinite derivatign—r t; —g - - - starting from any ternty. If > is a
reduction orderir@on terms such that- r for everyl — r € R, thenRis terminating. A ternt is ground
reducible if all its ground instances are reducible. A valid propirtyt, in R, is denoted bR =t =t.
A theoremt; =t; of R, is denoted byR+t; = tp. An operatorf € D is sufficiently completdf for all

t1,...,tn € T(C), there existg € T(C) such thatf(t,...,t,) —t. A rewriting systemR is sufficiently
complete if eachf € D is sufficiently complete.

4 Observational Semantics

The notion of observations has been introduced as a means for describing what is observed in a given
algebra. Various techniques have been proposed: observations based on sorts, operators, terms or formula
(see[[BBK94] for a survey). The semantics we choose is based on a relaxing of the satisfaction relation.
The notion of context is fundamental in all approaches based on such observational semantics. An obser-
vational property is obtained by taking into account only observable information. To show that it is valid,
one has to show its validity in all observable contexts.

T A reduction ordering is a well-founded ordering that is closed under contexts and substitutions.
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specification: STACK
sorts: nat, stack
observable sorts:nat
constructors:

0: —nat

S: nat- nat

Nil: — stack

push: natx stack— stack
defined operators
top: stack— nat

pop: stack— stack
axioms:
top(push(x,y))=x
pop(push(x,y))=y

Fig. 1: Stack specification

Definition 1 (Context) Let TF, X) be a term algebra andS F) be its signature.

e a context over F is a non ground ternecT (F, X) with one distinguished occurrence of a variable
called the contextual variable of c. To indicate the contextual variabteceurring in ¢, we often
write ¢[zs] instead of ¢, where s is the sort qf z

e a context reduced to a variable af sort s is called an empty context variable of sort s.

o the application of a context|z:] to a term te T (F, X) of sort s, denoted by/tg, is defined by the
substitution of zby t in dz. In this case, the context c is said to be applicable to t.

e by assumption, vdc) will denote the set of variables occurring in ¢ except the contextual variable
of c. A context c is ground if vét) = 0. We denote bjc| the depth of c.

e a subcontext (resp. strict subcontext) of c, is a context which is a subterm (resp. strict subterm) of
¢, having the same contextual variable as c.

Notations Let c[z] andc’[Z,] be contexts such that is of sorts, lett be a term and be a substitution
such thatzs ¢ dom(g). We use the following notations:

e (c[t])o = (co)[to] =c[t]o

Definition 2 (Specification, Observable specification) A specification (or equational specification) SP is
atriple (SF,E) where(SF) is a signature and E is a set of equations. An observational specification
SRpsis a couple(SR Syps) such that SP= (S F,E) is a specification andggs C S is the set of observable
sorts.

In the following we denote b$Rps = (SESps) an observational specification, whe3®= (S F,E).
We denote byR the rewriting system associated wii.
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Example 1 The Stack specification in Figuré 1 is an observational specification whgge-gnat}.

Definition 3 (Observable context) An observable context is a context whose sort belongs the set
of observable contexts is denoted kyL

Example 2 Consider the specification in Figuré 1, there are infinitely many observable contexts:
® top(Zstack),
top(pPop(Zstack) - -
top(pop(. .. (POP(Zstack) - --))s - - -+
top(push(i, zstack),
top(pushi, pop(zstack))), - - -

The notion of observational validity is based on the idea that two objects are equal if they cannot be
distinguished by observable contexts.

Definition 4 (Observational validity) Lettt, be two terms. We say that+ t, is observationally valid,
and denote it by B=gpsts = to, iff for all ground Gps € Cops, E = Copdt1] = Cobdtz]. We say thatitand b
are observationally equal and denote it Bytopsty, iff E Fopsts = to.

Note that ifE |=t1 =ty thenE |=opsts = tz, but the converse may not be true. Observational theories
generalize first-order theories:3ps = Sthen the satisfaction relatidaqpsis equal to=.

Example 3 Consider the Stack specification in Figlife 1. It is easy to see that(fs), pop(s)) = s

is not satisfied (in the classical sense), because (pagstNil ), pop(Nil)) = Nil is not valid. However, it
is observationally satisfied if we just observe the elements of the sequencé® pis3fpop(s)) and s.
This can be formally shown by considering all observable ground contexts.

5 Cover-contexts

The main problem of proving observational properties is that the number of observable ground contexts
is often infinite. We introduce in this section the notiorcofrer-contextsvhich allow to describe finitely
the often infinite set of observable ground contexts.

Definition 5 (Cover-tree) A cover-treesTs a tree such that:
e The root is a contextual variable with s¢ Syps

e The successors of a node which is a non observable corjgxbtsort $, are all the contexts of
the form f(xq,...,%_1,C,Xi+1,...,X%), where:
—feFRf:gx...X§_ 1X§XS41X...X—9
— cisofsort§ (S & Sons)-
— X1,...,%-1,%+1,--.,Xn &re New variables not occuring inz.

A path from a nodeqnto a node R is a sequence of contexis;, n,, ..., Np) such that eachjns a successor
of n_1, for 2 <i < p. The depth of T, denoted by defh s the length of the longest path of T.
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top(pop(Zstack))
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top(Zstack) PO P(Zstack) push(X, Zstack)

Fig. 2: A cover-tree for the stack specification

Example 4 A cover-tree g for the stack specification is given in Figlire 2.

Note that such cover-tree is often infinite. Each node is a context embedding its predecessor con-
texts in the same branch, and each leaf is an observable context. An interesting point is that, for prov-
ing thata =qps b wherea andb have a sors ¢ Sy it is sufficient to consider a finite set of contexts
{c1,C2,...,Cn} such that at least one contextoccurs in each path starting from the ragt In fact,
if we haveci[a] = ¢[b] for eachci,1 <i < n, then we can deducey,da] = copgb] for each observ-
able contextops, Since by construction ofs, the contexts;(1 < i < n) are subcontexts of all possible
observable contexts. For exampletifandt, are terms of sorstack we can show ift; =qpst2 by
considering only the set of contex{so p(zstack), PO Zstack) s PUSHX, Zstack) }- We can also consider the
set {top(Zstack), tOP(POP(Zstack) ), POP( PO Zstack) ), PUSH(X, POP(Zstack) ), PUSHX, Zstack) }- Note that there
usually are infinitely many possibilities for choosing a set of contexts{léecy,...,c,}. An interesting
refinement is to consider if, not the whole set of context$zs], but only contexts that can be embedded
in an observable ground irreducible context. We call such contextsr-contextsln other terms, instead
of reasoning on the set of all observable contexts, we consider just an equivalent subset which is the set
of ground observable and irreducible contexts.

Definition 6 (Quasi ground reducibility) A context c is quasi ground reducible if for all ground substitu-
tionst such that dorfr) = var(c), ct is reducible.

Example 5 The context tofpush(X, zstack) ) is quasi ground reducible. But the context {agpack) is not
quasi ground reducible.

Definition 7 (Cover-context set) A cover-context set is a finite set of contexts @&, cy,...,cq} such
that:

i/ for each ¢ € CC, there exists an observable conteygssuch that gydci] is not quasi ground re-
ducible.
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i/ for each ground irreducible observable contextg there exists jcc CC,c!

" bs € Cobs and a ground
substitutiort, such that gps = , JCi]T.

Propertyji expresses the minimality@C€: only contexts that can be embedded in an observable ground
irreducible context are retained. Propgriy ii expresses the completen@€s efich ground observable
context is "covered”, in some sense, by a conteat CC.

The following lemma shows that cover-contexts are sufficient for proving an observational property in
first-order logic.

Lemma 1 Let R be a terminating rewriting system such that(vac var(l) for each rule I—rin R, and
let Spsdenotes the observable sorts.
Then, R=gpsts =t if R |= cftg] = cfto] for all c € CC.

Proof:

Let cops be an observable ground context.clfs is irreducible, then there exists a context CC, a
contextc, . € Cops and a ground substitutionsuch thaicons = ¢, Jc]T (by second property of a cover-
context set). We havR = c[t1] = c[tz] (by hypothesis), and therefor,= (c/, Jc|T)[t1] = (C,pdC]T)[t2]-
Thus, R |= Copdta] = Copdtz]. If Cops is reducible, then there exists an irreducible térsuch thatR =
CobgZ] =t (sinceRis terminating). There are three cases here:

(i) If the variablez does not occur i, then clearlyR |= copdti] =t andR = copdtz] =t, and hence
R = Cobglt1] = Cobgltz]-

(i) If the variablez occurs exactly once ity thent = ¢ JZ], wherec,, . is an observable irreducible
ground context. In this case, the argument given above showR that, [t1] = ¢, Jt2], and hence

R Copslt1] = Cobgltz]- |

(iii) Finally, if the variablez occurs more than once i then we consider the contetét obtained by
replacing all but one occurrences by t;. Then we havecopdts] —& ti[ts]. If t1is reducible,
we normalize it byR tot’ and if zoccurs more than once th we consider the terit? obtained by
replacing all but one occurrencesaidy t;. We repeat the process. If this process does not terminate,
then we have an infinite derivatiagpdts] — t[t1] —& t?[t1] —% - -+, which is impossible sincB
is terminating. Therefore, the above process terminates with an irreducible tenich contains at
most one occurrence af Thus, this reduces to either c@se i or dadse ii above.

6 Computation of cover-context sets for left-linear systems

Let us first introduce some useful definitions. We defide ptliR) as the maximal depth of strict positions
in left-hand sides oR. We definede pti{R) as the maximal depth of positions in left-hand sideRof
The idea of the computation is the following: for all non observable spvi® construct a cover-trég
of depth equal tedepttiR). Then we consider the sktof all the leaves of allls. Starting from the non
quasi ground reducible observable contextk,offe add all contexts df that can be embedded in one of
those observable contexts, to give a non quasi ground reducible and observable context. The algorithm is
given in Figur¢ B. This computation terminates since the ffease finite, for alls ¢ Syps.
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Since the depth of the cover-treésis sdepthiR), the cover-contexts constructed will have a depth
smaller than or equal tedeptifR). However, we can reduce the number of cover-contexts by considering
only subcontexts (for example of depth smaller than or equal to 1) of the constructed cover-contexts.
Examplg ¥ illustrates this idea.

The Ground reducibility is decidable for equational rewriting systéms [Pla85]. The test of ground
reducibility relies on a special finite set of terms caltest set A test set is defined as a finite Se§R)
of irreducible terms, such that a term is ground redudifflall its instances by substitutions ThSR)
are reducible. Several algorithms have been proposed for computing a test set, for left-linear rewrite
systems (for example see [JK89, SF95]). For non left-linear systems, the computation is more complex
than the left-linear case but applies to any rewrite system (for example see [KNZ86)Kou92, SF95]). The
constructed test set verifies some important properties|(see [Kou92]):

1/ (finiteness)T SR) is a finite set.

2/ (minimality): For any ternt in TSR), there exists a ground substitutiorsuch thatt is ground and
irreducible.

3/ (completeness): For any ground irreducible tertiere exists a termin T §R) and a ground substi-
tutiont such thas =tt.

4/ (transnormality): Every non ground term TiSR) has an infinite number of ground irreducible in-
stances.

5/ (coverage): Any non ground terinin TSR) is of depth equal or greater thde ptHR).

In the case of a left-linear rewrite system, only conditiog f[} 2, 3 and 5 are necessary, besides ¢dndition 5
is simplified as follows: Any non ground tertiin TSR) is of depth equal tedepthR).

Test substitutionallow to instantiate variables of a contex{or a termt) by elements of the test set
whose variables are renamed in order to check the existence of a ground irreducible instance of the context
c (or the ternt).

Definition 8 (Test substitution) A test substitution for a context ¢ (resp. a termt) is a substitution that
instantiates all the variables in vér) (resp. the variables in vdt)) by terms taken from the test set
(whose variables have been renamed).

Test sets are used to test ground reduciblity, this property can be expressed as follawse aderm
ando be a test substitution such thatis irreducible, then there exists a ground substitup@uch that
top is ground and irreducible. The proof of this property in the left-linear case is based on the fact that for
all variablex in t, |xa| = sdeptiiR), so, no subterm dfop can match a left-hand-side of a ruleRa In
the non left-linear case, the proof uses the transnormality property to build an irreducible igstarte
thattop is ground and irreducible (see for example [Kou92]).

The Quasi ground reducibility is decidable for equational rewriting systems [KC86]. To test whether
a contexic[zg] is quasi ground reducible, we apply all test substitutions[zg and show that they are
reducible.

Lemma 2 A context ¢z is quasi ground reducible iff for all test substitutioossuch that dorfo) =
var(c), c[zs|o is reducible.
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for eachnon observable sort s, construct a cover-figef depthsdepthiR).

let LV be the set of leaves of all cover-treks

L := UccLv €xpandc) whereexpandc) is cif c is observable, otherwissxpandc) is obtained from
¢ by instantiating its variables (except the contextual variable) in all possible ways by terms,

such that the new obtained contexts have all their variables at the samesdeptf(R).

CG := {c e L|cis observable and not quasi ground redudihld z;| s is observablg
Lo := {c € L|cis not observable

repeat

CG1:=CG U{ce Lj|3c € CG such that;i|c] is not quasi ground reducible

Liy1:=L\CGi1

until CG.1 =CG

output CG

Fig. 3: Computation of cover-contexts for a left-linear system

Proof:
—

Suppose for all test substitutions c[zs|o is reducible. By property of test sets, we deduce that for
all ground substitutions such that for allk € var(c),xt is ground and irreducible: there exists a
ground substitutiom such that for alk € var(c),xop is ground and irreducible. Then|z]op is
reducible. Thus, for all ground substitutionsuch thadom(t) = var(c), c[z]t is reducible.

Suppose that there exists a test substituisoch that|z)o is irreducible. We have to show that we
can build a ground substitutignsuch thatvx € var(c),xap is ground and irreducible, arazs)op

is irreducible, and Thus;[z] is not quasi ground reducible. The proof uses the same arguments
than for showing that test sets allow to test for ground reducibility. Let us detail the linear case:

From condition 2/ of test sets, there exists a ground substitytiench thatop is ground and
irreducible. Suppose thafzs|op is reducible. Then there exists a strict positig ruleg — d and
a substitutiord such that|z)op/u = gB. Note that the position necessarily occurs igz] since
opisirreducible. Sincgis linear and for alk in c[z] |xo| = sdepthiR), we can build a substitution
a such that for all variable occuring at a positiow of g, xa = c[z5Jo/uv. Then,c[z]o/u = ga.
Thus,c[zo is reducible, contradiction.

d

Theorem 1 Let R be a left-linear rewriting system. Then, the set of contexts CC output by the computation
described in Figurg]3 is a cover-context set.
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Proof: We have to show th&C is a cover-context set w.r.t Definitidh 7

i/ Let c e CC. Then there existssuch that € CG. Let us show that there exists an observable context
Cobs SUch thatgpdc] is not quasi ground reducible. The proof is by inductiori:on

i = 0: in this casec € CCy. We sefcops = Zs Wheres is the sort oft.

i > 0: there existgi_1 € CG_1 such that_;[c] is not quasi ground reducible. ¢f_1 € Cops, then
we setCops = Ci_1. Otherwise,|ci_1| = sdeptkiR). By induction hypothesis, there exists an
observable contextops such thatcypdci—1] is not quasi ground reducible. Let us show that
Cobs/Ci—1[C]] is not quasi ground reducible.

Cobs|Ci—1] is not quasi ground reducible, therefore, there exists a test substitugiorh thatiom(o) =
var(CopgCi—1]) and (CopslCi—1])0 is irreducible (by Lemm@Z). Let; be the restriction ol to
var(Cobs), then(copso1)[ci—1] is still irreducible.

ci—1[c] is not quasi ground reducible, therefore, there exists a test substitutgrch thatom(a,) =
var(ci_1) Uvar(c) andci_1[c|oy is irreducible (by Lemmp]2).

Let us show thatepdCi—1[c]]o107 is irreducible. We can then deduce, by property of test sets, a
ground substitutiom such thatepdci—1[c]]o102T is ground and irreducible.

Suppose thatohgCi—1[c|]0102 is reducible, then there exists a rge- d, a substitutior® and a po-
sition u such thatypdCi—1[c]]0102/u = gB. The positioru cannot occur irgi_1, otherwisec;_1[c|o>
would be reducible. Then, necessarilypccurs incyps Sinceg is linear, we can build a substitu-
tion a such that for each variableappearing at a positiow of g, xa = (Cop01)[Ci—1]/uw. Then
(CobsT1)[Ci—1]/u= ga, which contradicts the fact th&tops01)[Ci—1] is irreducible

i/ Suppose that there exists an observable ground irreducible caitextch that there does not exist
¢ € CCand a ground substitutionsuch thatrt is a subcontext of,. Let us first define theop of a
termt as follows:

e top(t,d) =t,if [t| <d
o top(f(ty,...,tn),0) = f(Xq,...,%n), wherex (i € [1..n]) are fresh variables.
e top(f(ty,...,tn),d) = f(top(ts,d—1),...,top(tn,d — 1)) otherwise.

Let d be the depth of the position of the contextual variablepfLet us choose, such thatd is
minimal. Letcops = top(co,d). If d < sdepthR) thencops € CC, contradiction. Otherwise, letbe a
subcontext ofqys of depthsdepthiR), and letc;,  be an observable context such thgds = cpJc].
Note thatc), Jc| is not quasi ground reducible. By hypothesisZ CC. Let d’ be the depth of
the contextual variable af . We haved’' < d, necessarily there exists € CC, 7', ¢, such that
Cops = CopdlC]T'. Inthis case¢’ € CC sincec’[c] is not quasi ground reducible, contradiction.

Example 6 Consider the specification in FigL@ 1. We have: sdéRjh- 1. A test set for Ris:

{0,s(x), Nil, push(x,y)}.
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Applying the computation principle described in Figlife 3, we get:

C&G = {Znahtop(zstack)}
Lo = {pop(zstack, PuUsH(i,Zstack }

In the next iteration, we add the context gaack) since topop(Zsiack)) is ground and irreducible.

CC = {Zmattop(Zstack } U {POP(Zstack }
L1 = {pushi,ztac}

CGC, = CC(C; is a cover-context set for R.

Definition 9 Let f € D. We say that f is strongly complete iftf,...,t,) —t and te T(C,X), for all
ti(i € [1..n]) € (T(C,X)\ X). A rewriting system R is strongly complete if for alkefD, f is strongly
complete.

Note that: iff is strongly complete, thehis sufficiently complete. The converse may not be true. The
following theorem states that we can compute a cover-context based on the algorithm given iff[Figure 3,
for a non left-linear rewriting systems provided that it is strongly complete and that the relations between
defined functions are left-linear.

Theorem 2 Let R be a rewriting system strongly complete, such that relations between defined functions
are left-linear. We also assume that if a constructor cosisx s,...S, — S is such that if s is observable

then g,%...s, are also observable. Then, the set of contexts CC output by the computation described in
Figure[3 is a cover-context set.

Proof:

i/ Letce CC. Then there existissuch that € CG. Let us show that there exists an observable context
Cobs SUch thatypdc| is not quasi ground reducible. The proof is by inductiori:on

i =0: in this case € CGy. We setcyps= zs wheresis the sort oft.

i > 0: there existsj_; € CG_1 such thatci_1[c] is not quasi ground reducible. &_1 € Cops
then we setyps = Ci_1. Otherwise|ci_1| = sdeptiiR). By induction hypothesis, there exists
an observable contextps such thatcopdCi—1] is not quasi ground reducible. Thanks to the
assumptions on constructors, we can choggg such thatcyps(€) € D or Cops(€) € X. If
Cobs(€) € X (empty context), then we hawgpg[Ci—1[c|] not quasi ground reducible. Otherwise,
we havecops(€) € D. Let us show then, thatgci—1[c]] is not quasi ground reducible.

CobgCi—1] IS not quasi ground reducible, therefore, there exists a test substimfi@uch that
dom(o1) = var(Cops) @and(Cops01)[Ci—1] is irreducible.

¢i—1[c] is not quasi ground reducible, therefore, there exists a test substitytiarch thatlom(oz) =
var(ci_1) Uvar(c) andci_1[c]oz is irreducible.

Consider all subcontexts(ts, ..., tk_1,C [z, tki1, - .-, tn) Of CongCi—1]0102, wheret; is a term for
all je{1,...,k—1k+1,...,n}, andc is a context. Sincécyp01)[Ci—1] is irreducible andR is
strongly complete, they € T(C, X). Besidesops(€) € D.
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specification: STACK
sorts: nat, stack
observable sorts:nat
constructors:

0: —nat

S: nat- nat

Nil: — stack

push: natx stack— stack
defined operators

top: stack— nat

pop: stack— stack
axioms:
push(x,push(x,Nil))=push(x,Nil
top(Nil)=0
top(push(x,y))=x
pop(Nil)=Nil
pop(push(x,y))=y

Fig. 4: A non left-linear specification

Let u, be the position ofs in (Cops01)[Ci—1[Zs]], andu be a position inCyps01)|[Ci—1[Z]] such that
U < Uz Necessarily(cop01)[Ci—1](U) € D, otherwise(cops01)[Ci—1] Would be reducible sincR is
strongly complete.

Now, let us show thatopdCi—1[c]]0102 is irreducible. We can then deduce, by property of test
sets, a ground substitutiansuch thatcopgCi—1[c]]0102T is ground and irreducible. Suppose that
CobglCi—1[C]]0102 is reducible, then there exists a rgle- d, a substitutior® and a positioru such
that copdCi—1[c]]0102/u = gb. The positionu cannot occur irti_1, otherwisec;_;[c]a, would be
reducible. Then, necessarilypccurs inCops.

U 4 Uz, then(copa1)[Ci—1] would be reducible. Contradiction.

u =< u; thencepg(u) € D. In this caseg is linear since the relations between defined symbols are
left-linear. Then, we can build a substitutionsuch that for each variableappearing at a
positionw of g, xa = (CopsT1)[Ci—1]/uw. Then(copd1)[Ci—1]/uw= ga, which contradicts the
fact that(cons01)[Ci—1] is irreducible.

i/ The proof of the second property of cover-contexts is similar to the case Wisreft-linear.

d

Example 7 Consider an example of a non left-linear rewriting system given in Figure 4. The rewriting
system is strongly complete and the relations between defined operators (top and pop) are left-linear. We
have sdeptfR) = 2. Atestset for R is:

{0,s(0),s(s(x)), Nil, pusi0, Nil ), push(s(x), Nil ), pusHO, pushx,y)), push(s(x), pushx,y))}
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Applying the computation principle described in Figlife 3, we get:

CG = {Zmat,top(Zstack),top(POP(Zstack) }
Lo = {pop(pop(zstack)), PUshO, pop(Zstack), PUSHs(x), POp(Zstack),
pushO, push(x,2)), push(s(y), pust(x,2))}

In the next iteration, we add the context @@PP(Zstack)) Since todpop( POP(Zstack))) is ground and
irreducible.

CG = {Znat,top(Zstack),tOP(POP(Zstack)) } U { POP(POP(Zstack)) }
Li = {pusHO, pop(zstack), PUSHs(X), POp(Zstack), PUsHO, push(x,z)),
push(s(y), push(x,2))}

CGC, = CCy is a cover-context set for R.
We can refine CCby considering only subcontexts of depth smaller than or equal fthis leads to

the cover-context s€nat, tOP(Zstack); PO P(Zstack) } -

7 Computation of cover-context sets for non left-linear systems

The algorithm for computing a cover-context set for left-linear rewriting systems does not work for the
non-linear case. For example, consider the following rewrite syRem

o) — x
g, — X
f(x,09x)) — x

f(x,x) — X
f(x,f(x,2) — X
Hgm,f(x2) — x

AtestsetfolRis TSR) = {a,g(a)}. Consider the contexts = f(x1,2),c, = f(x2,2),¢c3 = f(x3,2). The
contextc [cp] has an irreducible ground instance whicH (g, f(g(a),z)). The contexty|cs] has also an
irreducible ground instance which f$a, f(g(a),z)). However, the context

cilcocs]] = f(xa, f(x2, f(Xs,2)))

has not an irreducible ground instance. Therefore, the cover-contexts computation for left-linear systems
(see Figur¢[3), does not hold for non left-linear systems, since it is based on the idea that: if there exists
¢ € CG such thati[c] is a non quasi ground reducible context, tlteran be embedded in an observable
ground irreducible context. For non left-linear systems, we use a stronger condition; we show that if there
existsc; € CG such thatci[c] has an infinite number of irreducible instances, toeran be embedded

in an observable ground irreducible context. We present in this section a procedure for computing a
cover-context set for non left-linear rewriting systems, but which can diverge in some cases. Let us first
introduce some useful definitions.
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for eachnon observable sort s, construct a cover-figef depthdeptiR).
let LV be the set of leaves of all cover-treéks

L := UceLv €Xpandc) whereexpandc) is cif c is observable, otherwissxpandc) is obtained from
¢ by instantiating its variables (except the contextual variable) in all possible ways by terms,
such that the new obtained contexts have all their variables at the sameldgpttR).

CG:={ceL|cis observable and not quasi ground redudibl€ z | s is observable
Lo:={ceL|cis not observable

repeat
for eachc e L do
if there existg; € CG such that;|c] is observable
and not quasi ground reducible
thenCG.1:=CCGU{c}
Lit1:=Li\{c}
else ifthere existx; € CG such that;[c] is quasi infinitary
or ground and irreducible
thenCG.1:=CGU{c}
Lita:=Li\{c}
else for eachc; € CG such that;|c] is not quasi ground reducible
and not quasi infinitardo
extendc;|c| by all possible ground substitutiopg
such that;[c|pj is either ground irreducible or quasi infinitary
Liva = (L \ {ch) U (UjG[clpy)
until Liy1 =L andCG.1 =CG
output CC=CG

Fig. 5: Computation of cover-contexts for a non left-linear system

Definition 10 (Quasi infinitary) A context|es] is quasi infinitary iff there exists a test substitutimsuch
that donfo) = var(c), for all x e dom(o), xo is not ground, and [es]o is irreducible.

If cis a quasi infinitary context, thenhas an infinite number of irreducible instances, thanks to the test
set properties (transnormality).

Example 8 Consider the specification in Figl@ 4. The context gush) is quasi-infinitary since
pushs(y), 2) is irreducible for all y.

Theorem 3 Let R be a non left-linear rewriting system. Then, if the computation described in [Figure 5
terminates, the set of contexts CC output is a cover-context set.

Proof: We have to show tha&C is a cover-context set w.r.t Definitigh 7.
Let c € CC. Then there existssuch thatt € CG. Let us show that there exists an observable context
Cobs SUCh thatypgc] is not quasi ground reducible. The proof is by inductiori:on
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i =0: in this case € CGy. We setcyps = zs Wheres s the sort oft.

i > 0: there existg;j_1 € CG_1 such that;_1[c] is not quasi ground reducible. df_1 € Cyps, then we set
Cobs= Ci—1. Otherwise|ci_1| = deptR). By induction hypothesis, there exists an observable con-
text cops SUCh thatepgCi—1] is quasi infinitary or ground irreducible. Let us show thedsci—1[c]]
is not quasi ground reducible.

CobgCi—1] is not quasi ground reducible, therefore, there exists a ground substitytooh thatiom(t;) =
var(Cops) and(Copst1)[Ci—1] is irreducible.

Supposeci_1[c] is quasi infinitary (the proof of the case where it is ground and irreducible is a sub-
case), therefore, there exists a ground substitatiuch thatlom(t,) = var(ci_1) Uvar(c), ¢i_1[c|T2 is
irreducible and for alk,y € var(ci_1[c]):

IXT2] > [CobglCi—1]T1]
|Ixt2| = |yTal| > [ConslCi-1]T1]
Let us show thatepgCi—1[c]]T1T2 IS irreducible.
Suppose thatypgCi—1[c]|T1T2 is reducible, then there exists a rge- d, a substitutior® and a position

u such thatcopgCi—1[c]|T1T2/u = gB. The positionu cannot occur irti_1, otherwisec;_1[c|t2 would be
reducible. Then, necessarilypccurs inCops.

e If gislinear, we can build a substituti@nsuch that for each variabkeppearing at a positiom of g,
Xa = (Copsl1)[Ci—1]/uw. Then(copst1)[Ci—1]/uw= ga, which contradicts the fact th&tonst1)[Ci—1]
is irreducible.

e If gis not linear, suppose there exists two positiapsandu, corresponding to a variabbein g
such that
Cobs[Ci—1]T1/UU1 # CopgCi—1]T1/Ulh.

but
Cobs[Ci—1[C]]T1T2/ Ul = Copg[Ci—1[C]]T1T2/ ULy

Let u, be the postion of the contextual variablecpfs in CopgCi—1]-

case 1:uj OCCUrs iNCopsly. Uz OCCUIS iNGj_1.
case 1.1:up < uz anduy £ U;. In this casecypdci—1]c|]T1T2/Ul is not ground, but

Cobs(Ci—1[C]]T1T2/Uly

is ground, contradiction.
case 1.2:u» < u; andu; < U,. In this case:

|Cobs[Ci—1[C]]TaT2/Uth | # [Cops[Ci—1[C]|T1T2/Uth ],

contradiction.
case 1.3:u; £ uzanduy £ U.
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— if CopglGi_1]/ul is ground, thertops[Gi_1[c]]T1T2/Ulp = CopdGi_1]T1/ULp.
Besides:

Cobs{Ci—1[C]]T1T2/Ulp = Cops[Ci—1[C]|T1T2/ULL.

Therefore

Cobs{Ci—1]T1/Ulp = Copg[Ci—1[C]|T1T2/UlL = Cops[Ci—1]T1 /Ul

contradiction.
— if copdCi—1]/uUlp is not ground. Lek be a variable occuring icpdCi—1]/ulp. We have:

XT2| > [Cobg[Ci—1]T1]-
Therefore:

|Cobs{Ci—1[C]|T1T2/ Ul | = |Cobg[Ci—1]T1/UlL| < |Cobg[Ci—1|T1T2/Ulk| = |Cobs[Ci—1]T1T2/Uly ],

contradiction.
case 2:up OCCUrs ingj_1. Uy OCCUrS inCj_1.

case 2.1:up < Uy andu;y £ Uy In this caseopdCi—1[C|]T1T2/up is not ground
andcopgCi—1[C]]T1T2/uy is ground, contradiction.

case 2.2:uy < Uz andu; < U,. Similar tocase 1.2
case 2.3:up A Uz anduy £ U.
— if copgCi—1]/uwy is ground andopgCi—1] /Ul is ground. In this case

Cobs{Ci—1[C]|T1T2/UlL = Copg[Ci—1]T1 /Ul
and
Cobs{Ci—1[C]|T1T2/Ulp = Cops[Ci—1]T1/Ulb.

Therefore:
Cobs|Ci—1]T1/Ul1 = Copg[Ci—1]T1/Ulb,

contradiction

— if CopdCi—1]/uwy is ground andopdCi—1]/uUlp is not ground. Lek be a variable occuring
iN CopgCi—1]/Ulp. We have

[XT2| > |Cons|Ci—1]T1] > |Cobs/Ci—1]T1/Ulh].

Therefore:
|CobslCi—1[C]]T1T2/Ulp| > |CopglCi—1[C]]T1T2/Uly,

contradiction.
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— if CopgGi_1]/Uly is Not ground anaopgCi—1]/ulkp is not ground. Lek be a variable in
Cobs]Ci—1]/UUy such that

XT1| = MaX ccopdci_1]/uty IXT2|.

Lety be a variable irtopdci—1] /Ul such that

V2| = MaX; ccpdo]/uw|YiT2l-
Suppose thaktz| > |yT2| + [CobsCi—1]T1|. Therefore:
|Cobs{Ci—1[C]]T1T2/Uth| > |Cops[Ci-1[C]]T1T2/ ULk,
contradiction.

The second part of the proof is similar to that of Theofgm 1. O

8 Conclusion

We have presented an algorithm for computirggpeer-context sethich is a finite description of the often

infinite set of observable contexts. We have shown that this computation applies to left-linear rewriting
systems as well as an interesting class of non left-linear rewriting system, with any number of observable
sorts. In the general case of a hon left-linear system, we have proposed a procedure for computing a cover-
context set. Once a cover-context set is computed, it is possible to use any first order theorem prover to
prove observational properties, provided we usectirgext induction rulgiven below:

Ve[zs) € CC, clt1] = cty]

Po— wherety,to> are terms of non observable sat.
1=12

We plan to extend the computation of cover-context sets for a more general class of conditional speci-
fications, and to use more refined observations based on operators or terms.
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