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Let P(G;x,y) be the number of vertex colorings V — {1,...,x} of an undirected grap8 = (V, E) such that for all
edges{u,v} € E the relationsp(u) <y andg(v) <yimply @(u) # ¢(v). We show thaP(G;x,y) is a polynomial inx

andy which is closely related to Stanley’s chromatic symmetric function, and which simultaneously generalizes the
chromatic polynomial, the independence polynomial, and the matching polynontal \0fe establish two general
expressions for this new polynomial: one in terms of the broken circuit complex, and one in terms of the lattice
of forbidden colorings. Finally, we give explicit expressions for the generalized chromatic polynomial of complete
graphs, complete bipartite graphs, paths, and cycles, and sholR(@iat¢ y) can be evaluated in polynomial time for
trees and graphs of restricted pathwidth.

Keywords: chromatic polynomial, set partition, broken circuit, pathwidth, chromatic symmetric function

1 Introduction

All graphs in this paper are assumed to be finite, undirected and without loops or multiple edges. We write
G = (V,E) to denote tha6 is a graph having vertex sétand edge seE.

The well-known chromatic polynomid?(G;y) of a graphG = (V,E) gives the number of vertex-
colorings ofG with at mosty colors such that adjacent vertices receive different colors. For an introduction
to chromatic polynomials the reader is referred AR [[7].

TuTTE [L3,[I4] has generalized the chromatic polynomial to the Tutte polynomi@t x,y). We
propose a different generalization of the chromatic polynomial by weakening the requirements for proper
colorings: LetX = YU Z, 9 N Z = 0, be the set of available colors witlx| = x and|Y’| =y. Then,

a generalized proper coloringf G is a mapg:V — X such that for al{u,v} € E with @(u) € 9" and

o(v) € 9 the relationg(u) # @(v) holds. Consequently, adjacent vertices can be colored alike only if the
color is chosen front. In order to distinguish between these two sets of colors we call the colors of
proper and the colors ofZ improper The number of generalized proper colorings®fs denoted by
P(G;x,y), and as we will see in Theorefh 1 below, this number turns out to be a polynomiaridy,
which we refer to as thgeneralized chromatic polynomiaf G. Despite its simple definition, this new
two-variable polynomial shows some interesting properties which are discussed later on in more detail:
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It generalizes the chromatic polynomial, the independence polynomial, and the matching polyno-
mial.

It is closely related to Stanley’s chromatic symmetric function [11].

It distinguishes all non-isomorphic trees with up to nine vertices.

It satisfies both an edge decomposition formula and a vertex decomposition formula.

In subsequent sections, we give explicit expressions for the generalized chromatic polynomial of com-
plete graphs, complete bipartite graphs, paths, and cycles, and show that our generalized chromatic poly-
nomial can be evaluated in polynomial time for trees and graphs of restricted pathwidth.

2 Basic properties

Let G = (V,E) be a graph, and let= |V| andm = |E| denote the number of vertices and edge&pf
respectively. By consideringy = 0 we getP(G; x,0) = x". The casez = 0 shows thaP(G;y,y) coincides

with the usual chromatic polynomiB(G;y). For any edge € E let G— eandG/e be the graphs obtained

from G by deleting resp. contractireand then, in the resulting multigraph, replacing each class of parallel
edges by a single edge. By the edge decomposition formula for the usual chromatic polynomial we have

P(G)y,y) =P(G—ey,y) —P(G/ey.y). 1)

Since vertices belonging to different componentsGotan be colored independently, we find that if
Gy, ..., Gk are the connected component3)fthen

k
P(G;x,y) = HP(Gi;x,y). 2)

The following theorem shows th&(G;x,y) can be expressed in terms of chromatic polynomials of
subgraphs o6. Let G — X be the subgraph obtained fraBby removing all vertices of a vertex subset
X C V. For short, we writés — v instead ofG — {v}.

Theorem 1 Let G be a graph. Then,

P(Gxy) = XEV(X—Y)‘X'P(G—X;W

Proof. Every generalized proper coloring 6fcan be obtained by first choosing a subsedf V that
is colored with colors ofz. There arg(x—y)/X! different colorings for these vertices. The remaining
subgraph has to be colored properly using colord pfor which there aré®(G — X;y) possibilities. O

Corollary 2 Let g denote the number of independent vertex sets of cardinalitywhere n denotes the
number of vertices of G. Then the independence polynomial of G, defin¢@by I= S jax, satisfies

1(G,x) =P(G;x+11).

In particular, P(G; 2,1) is the number of independent vertex sets of G.
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Proof. By Theorent]l we have

C

P(G;x+1,1) = Xvalxhv(c;—x;l).

Note that the chromatic polynomiBI(G — X; 1) equals 1 iV — X is an independent set (a set of isolated
vertices) ofG; otherwise P (G — X; 1) = 0. Consequently, the coefficientxfin P(G;x+ 1,1) counts the
independent sets of cardinality-i in G. O

Theorem 3 The generalized chromatic polynomial@®, x,y) satisfies

P(G;xy) = Z/PG Vi X, Y).

Proof. From Theorentl1 it follows that
3 PG-vxy) =3 3 x=y)MPG-wW-vy)
VE VEV WV {v}

= 3 XIo-yX PG xiy)

- a% (va(X y)XIP(G— X;y))

0
- &P(Ga X7y)7

which gives the result. O

We close this section by remarking that our generalized chromatic polynomial is not an evaluation of
the Tutte polynomial[[13,74]: The Tutte polynomiB(G; x,y) equals<~? for every tree having vertices
regardless of the structure of the tree. However, there are non-isomorphic trees with different generalized
chromatic polynomials. The smallest example for such a pair of trees is presented in[fFigure 1. The
generalized chromatic polynomials of these two tfeeandS; are respectively given by

P(Ps; X, Y) =X — 3%y + Y2+ 2xy—, ©)
P(Ss;%,y) = x* — 3x%y+ 3xy—. (4)
O O

Fig. 1. Non-isomorphic treeBy andS; having four vertices and distinct generalized chromatic polynomials.



72 Klaus Dohmen, Andr Pdnitz, Peter Tittmann

3 The partition representation of P(G;Xx,y)

Let G = (V,E) be a graph andl(V) be the partition lattice of the vertex sét A subsetW CV is
connectedf the subgraph ofG induced by the vertices aV is connected. Leflg be the set of all
partitionsttof V such that every block aftis connected. TheRAg forms a geometric sublattice Bf(V)
(see e.g.[[10]). The unique minimal eleménin Mg is the finest partition consisting only of singletons.
We show thatllg corresponds to thiattice of forbidden coloring®f G. Let f (1) be the number of
colorings ofV with y proper colors and — y improper colors such that

1. the vertices of each blodkof mtall get the same color,
2. if |B| = 1 then that color can be any color &fwhile if |B| > 2 then that color must be fromf, and
3. no two blocks which are connected by an edge may be assigned the same ¢6lor of

Consequently, no proper coloring &f contributes tof (17) for 1t > 0. We denote byt the number of
blocks ofrt Letks (1) be the number of singletons of We obtain

(-t (m) _ Z f(a).

ocllg
o>T

Our generalized chromatic polynomiB(G;x,y) corresponds td (f)). Thus, by Mdbius inversion we
obtain the following theorem.

Theorem 4 The generalized chromatic polynomial can be expressed as a sum over thellgitice

P(G;X, y) — Z u(ﬁ’ T[)Xkl(n)yln‘_kl(n)' (5)
Tl g
a
c d
b

Fig. 2: A graph with four vertices

Consider the grap® shown in Figurg]2. The latticB¢ of forbidden colorings o5 and the values of
the Mobius functionu(0, Tr) for this lattice is presented in Figuk 3. The resulting polynomial is

P(G;x,y) = X* — 4x%y + 4xy+y? — 2.

In Eq. (3) the sum is extended over all bloagks lMg. In the worst case this givé(n) terms, wherd(n)
denotes thath Bell number. A combinatorial interpretation of the coefficients is given in the next section.
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abed (-2)

0 Y

abc/d (2) acd/b (1) ab/cd (1) a/bed (1)

ab/c/d (-1)  ac/b/d (-1)  a/be/d (-1) a/bled (-1)

a/ble/d (1)

Fig. 3: Lattice of forbidden colorings for the graph in Figdie 2.

STANLEY [L1] defines thehromatic symmetric functidior any graphG = (V,E) by
—1/:
Xg 1= [k
211

where the sum is over all proper coloringsV — {1,...,n} of G. Thus, the coefficient 0(’}1 - -xﬁ‘f in
Xg is the number of proper colorings & such that\¢ vertices are colored for k =1,...,r. Stanley
shows that R
Xe = 1(0,1) pa(my
Tellg
whereA (1) denotes the type af, that is,A(T) = (A1, ..., Ar) where the\('s denote the sizes of the blocks
of 1, and wherep denotes the power sum symmetric function, whichXet (A1,...,A,) is defined by
(cf. [L1])
Al

m:gz$,

where |A| denotes the number of parts df In view of this and Theorerf] 4, the coefficients of our
generalized chromatic polynomial and of Stanley’s chromatic symmetric function are related via the lattice
MNe.

We proceed by establishing a connection between our polynomial and the matching polynomial. Recall
that amatchingof a graphG = (V,E) is a subseF of E such that no two edges & share a common
vertex. Letmy be the number of matchings of cardinalityn G. Thematching polynomiabf G is defined
by

[n/2]
M (G;X) := Z) (—1)*mex2
k=

Corollary 5 The matching polynomial is related to the generalized chromatic polynomial via

[z"*z‘(} M(G;z) = [X“*kyk} P(Gixy),
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where[2"%] M (G; ) and [x"~2yX] P(G; x,y) denote the coefficients 6F 2 in M (G;z) and X~y in
P(G;x,y), respectively.

Proof. By Theoren{}4 we have

A PExy = 3 uom. (6)
Tiellg
k1 (T)=n—2k
[m=n—k

where the Mbius function of an interve{f),n] in the partition lattice is given by (c.f. &A [B])
u(0,m = (- ™ [ 0A -2 (7)
S

HereA € mindicates tha® is a block ofrt. A partition of {1,...,n} with exactlyn— 2k singletons and
n—k blocks must contain exactk/two-element blocks. Iftis such a partition, then Ed](7) yields

u(,m = (-1).

This is also the value of the &bius function i g since the interva[f), T[} coincides with the correspond-
ing interval of the patrtition lattice. Thus, Eq] (6) becomes

(29 P(Gixy) = (~1)|{me Mg k() = n—2K i =n—k}.

Since there is a one-to-one correspondence between the set of partitions on the right-hand side of the
formula and the set of matchings of cardinaktythe statement of the corollary immediately follows]

Thus the generalized chromatic polynomigIG; x,y) incorporates the matching polynomial Gfas
well as the independence polynomial®f The matching polynomial and the independence polynomial
are also related by the line graph via the identity (cf. [5])

M(G;x) = (—1)"x" 2™ (L(G); —x?),

but usingP(G; x,y) eliminates the need for usindG). Thus, our new polynomial may be considered as a
generalization of the chromatic polynomial, the independence polynomial, and the matching polynomial.
We proceed by establishing a representation of our new polynomial in terms of falling factorials. A
partitionTtof the vertex se¥ (G) is calledindependenif every block ofrtis an independent set &. We
useA - nto denote thak is a number partition ofi. We obtain the following partition representation:

Theorem 6 ForeachAn=|V (G)|, let a be the number of independent partitions of G of typ&hen,
the generalized chromatic polynomial satisfies

k(D)
P(Gxy) = 3 a0 5 (M) gty )

AEn

where y denotes the falling factorial gy — 1) - - - (y—i +1).
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Proof. The formula counts all proper generalized coloringsGof To avoid multiple counting, we
color all vertices of each block having more than one vertex by one proper coj6r Bifferent blocks
containing two or more vertices are colored differently. This g»éés‘L possibilities to color these
blocks. The remaining singletons of the partition may be colored arbitrarily with proper colors or improper
ones. When using proper colors the singletons must be colored differently. This gives the second sum on

the right-hand side, and we are done. O

Corollary 7 Let a; be the number of independent partitions of G with exactly i singletons and j blocks
having two or more vertices. Then, the following equation holds:

P(GixY) = 225”;<> —yfyE,

Corollary[T suggests the introduction of a simpler two-variable polynomial of the form

Q(Gixy) = zozoauxy‘ (8)

which comprises the same amount of information as our generalized chromatic polynomial. However, the
simplicity of defining the polynomial in this way has to be paid for with loss of many nice properties, e.g.,
the multiplicity with respect to components.

4 The coefficients in terms of broken circuits

One of the most important results about the usual chromatic polynomial is Whitney’s broken circuit theo-
rem [15], which expresses the coefficients of the chromatic polynomial in terms of broken circuits. Many
results can be deduced directly from Whitney’s broken circuit theorem; see 2agBNIK [g].

Let G = (V,E) be a graph wher®/| = n andE is linearly ordered. Aroken circuitof G is obtained
from the edge set of a cycle @ by removing its maximum edge. Theoken circuit complexf G,
abbreviated t@B((G), is the set of all non-empty subsets of the edge set not including any broken circuit
as a subset. The definition of a broken circuit goes back ta™WEeY [L5], while the broken circuit
complex was initiated by WF [Lg] and further investigated by LawskI and OXLEY [2,3]. In fact,
BC(G) is an abstract simplicial complex in the sense of topology, whence we refer td eaBr(G) as
afaceof BC(G).

Whitney’s broken circuit theoreni [[L5] states that for ry N,

n

PGY) = 3 (~1kby™,

k=0

wherebg = 1 andby, k > 0, counts the faces of cardinalityin the broken circuit complex db. Note that
while the definition of the broken circuit complex depends on the ordering of the edges, the same does not
apply to theby’s.

We now generalize Whitney’s broken circuit theorem to our new two-variable polyn@&@ilx, y).
The proof of this generalization (and thus of Whitney’s original result) is facilitated by applying the
following inclusion-exclusion variant, which is an immediate consequende of [4, Corollary 3.5].
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Proposition 8 Let {Ac}ece be a finite family of finite sets, where E is endowed with a linear ordering
relation. Furthermore, letF be a set of non-empty subsets of E such that for agyf,

Nac U A

ieF j>maxF

Then,

Al

iel

Ae| = (-t
eL€JE | Iggﬂ)
1Z2F(VFeF)

For any graphG = (V,E) and any subset of E we useG[l] to denote the graph having vertex set
{veV|veeforsomeee |} and edge sdt

We are now ready to state the main result of this section, which coincide¥\Whitmey's broken circuit
theoremin the diagonal case where=y.

Theorem 9 Let G= (V,E) be a graph with n vertices and m edges and whose edge set is endowed with
a linear ordering relation. Furthermore, let® N and ye {0,...,x}. Then,

m k

) — 1\Kpy k]
P(Gxy) = kZm;)( 1)4ox" 1y ©)

where Ipo = 1 and ky, k > 0, counts all faces | of cardinality k in the broken circuit complex of G such
that GJI] has exactly | connected components.

Proof. Define ¥ as the set of broken circuits & and for any edge of G define
A :={f: Vo {1... x}|f(uy="~f(v)<y}, e={uv}.

Then, the requirements of Propositign 8 are satisfied, and thus we obtain

P(G;x,y) =x"—

ﬂAi‘. (10)

i€l

U Ae‘ =x"+ g(—l)k
=1

ecE 1€BC(G)

ES
For any subsdte BC(G) letm;, n; andc, denote the number of edges, vertices and connected components
of the edge-subgrapB|l], respectively. Sinc&|l] is cycle-free for anyt € BC(G), we conclude that
m, —n; +¢ = 0 and hence,

ﬂA,- = X"yE = MGG (11)
i€l
Now, put (I1) into [Z0) and take into account tlea my andmy = |1]. O

In view of the results in[]4] it can even be shown that for aryN,

P(Gix,y) < (—1)*bx" 'y (r odd),

™-
XEMX

(—1)Xox" 'y (r even)

M =

P(G;xy) >

il
=)
I
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whereby, is defined as in Theoref 9. The proof of this ‘Bonferroni-like’ result is left to the reader.
We further remark that the independence polynorri@ x) satisfies

m k

Lo\ 1k n—k—I
1(G;x) = kZOI;( 1)"bw (x+1) ;

which immediately follows from (G;x) = P(G;x+ 1,1) and Theorenf]9, and thd{ (9) can be restated as

)
Z(G;x,y) = zozj 1)Kbygxky!

Thus,y"Z(G;y~1,1) and(x+1)"Z(G; (x+ 1)1, (x+1)~1) give the chromatic polynomial and the inde-
pendence polynomial @&, respectively.

As an example, consider the pa&hand the sta&g in Figure[l. Letby andbj, denote the coefficients
of P(Ps;x,y) andP(Ss; X,y), respectively. According to the interpretation of the coefficients provided by
Theoreni® we find that

><|l—‘
><|‘<

P(G;x,y) = X" Z(G

where

b10=0, b3 =0, 3_0 =0, éO =0,
b11=3, ba=1, =3, 31=1,
bo=0, b32=0, by=0, 32=0,
by1 =2, b33 =0, /21 =3 /33 =0.

Putting these values intd] (9) we again obt&in (3) &nd (4). The correspafigintynomials are

Z(Pyx,y) = 1—3xy+ 24y +x2y? —xCy,
Z(S;x,y) = 1—3xy+ 3%y —xy.

5 Special graphs
5.1 The complete graph

The latticelNg for the complete grapk® = K, coincides with the partition latticBl(V) of V, whereV
denotes the vertex set & From (%) we obtain the equation

P(Kmxy) = 5 WO, mxamym-talm, (12)
mel(Vv)

wherepis the Mibius function of the partition lattice as defined in Eg. (7). A closer look at[Ep. (12) reveals
that the terms of the sum do not depend on the partitibat only on its type. In the following, we use a
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second representation for a number partifioBesides\ = (A1,...,A;) we also writeh = (1<12k2 .nkn)
where eaclk; gives the number of parts of sizén A. Consequently,

iiki =|A| and iiiki =n,

and hence,

(=D
P(Knixy) =nl § —3—————xayM-le,
AR iz N M. k!

A simpler representation of this formula follows immediately from Corol[ary 7:

n

P(Knixy) = k; (E) (x—y)kyn=k.

5.2 The complete bipartite graph

Let Kmn = (VUW,E) be the complete bipartite graph with+n = |V|+ |W| vertices. We choosk
vertices fromV and color these vertices with proper colors. I{é} denote the Stirling number of the

second kind. Foy different colors there aré'j‘}yi different colorings. The remainingyn— k vertices of
V may be colored with improper colors. No vertexX\Wfmay receive one of th¢ proper colors that are
used forV. Hence, we countx— j)" different colorings for vertices &V. Summing up all possibilities,

we obtain
m

Plknaiey) = 3 () ooy ,i{l;}yl(x_ i

As a special case, we obtain f&f = Ky n:
P(Sixy) =X (x—y) +y(x—1)".

5.3 The path

Let B, be the path withn vertices. As an example, we first consider the g&ths shown in Figurg 4.

O O
a b c d e

Fig. 4: The pathPs

The lattice of forbidden colorings fd% is shown in Figur€]5. We observe that this lattice is isomorphic
to the Boolean lattic&4. More generally, the lattic€lp, is isomorphic to the Boolean lattid&,_1 (in
fact, M is isomorphic toBy_1 for any treeT havingn vertices). The proof of this fact is rather easy. A
connected partition of the vertex set of the pBttwith k blocks is generated by choosikg- 1 separators
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abcde
abcd/e abc/de ab/cde a/bcde
abc/d/e ab/cd/e ab/c/de a/bcd/e  a/bc/de  a/b/cde
ab/c/d/e  a/bc/d/e a/b/cd/e  a/b/c/de

a/b/c/d/e
Fig. 5. The lattice of forbidden colorings fd#

between the elements of the linearly ordered{set...,vn}. A separator corresponds to a removed edge
of the path. In the following, we refer to such a partition dmear partition. Now, by Theorenfl4,

P(Prixy) = Y (=1 Iljxy),
(]

wherel;; denotes the number of linear partition®of vq,vo, ..., Vs With i singletons blocks angl non-
singleton blocks. All suchtcan be constructed as follows. Start with a diagramiof — 1 slashes which
createi + j spaces (between, before and after slashes) in which to place dots. Place oneafahim

spaces and two dots in the remainipgThis can be done ilﬁiTj) ways. Now distributen — i — 2j dots
among the spaces that already have two dots. The number of ways of doing this is the nhumber of ways of
choosingn —i — 2j objects fromj objects with repetition which equals

j+(n=i-2j)-1\ (n—-i—j-1
n—i—2j S\ n-i-2j )’
Now replace the dots from left to right with the labelg;, vo, ..., vh. The result is a linear partition with

the specified number of singleton and non-singleton blocks and every such partition is obtainable in this
way. Note that the total number of choices is

as desired. Hence,

P(PuX,Y) = Od;jgn(—l)"fifi (i T j) (”n—_' I—_J . 1) iy,
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For example, the polynomials of paths of up to five vertices are

P(Pi;xy) =X,

P(P2x,y) =X -,

P(Ps;x,y) =% — 2xy+,

P(P;x,y) = X* — 33y + Y2 + 2xy—y,

P(Ps; X, Y) = X° — 4x3y + 3xy? + 3x%y — 2y — 2xy+ Y .

Section[[ gives a method for obtaining the generalized chromatic polynomial of any tree by using a
polynomial-time recursive algorithm.

5.4 The cycle

The last special graph to be considered here is the €gcléhe construction of the lattice of forbidden
colorings differs only slightly from the construction of the corresponding lattice for the pathV ket
{v1,...,Vn} be the vertex set oF, in correspondence with the order of traversing the cycle. A cyclic
partitionTtof V is one obtained by removing edges fr@xnand using the resulting connected subsets of
vertices as blocks af. Note that the lattice of cyclic partitions ¥fis isomorphic tdB,, with the rank just
below the maximum element removed. By Theofgm 4,

PCrxy)=(n-1)(-1)"y+ § (1" ey,
(i.)A0D)

wherec;j denotes the number of cyclic partitions which hawsingletons and non-singletons. These
can be obtained as follows. As in Sectjon 5.3, build a dot diagram which can be dpnevatys where

lij again denotes the number of linear partitions. Now turn the diagram into a cyclic partition by picking
one of then dots and then replacing the dots starting with that det asoving right, and then wrapping
around circularly to get the dots to the leftvaf Thus we genl;; labeled diagrams. We claim that every
cyclic partition is obtained exactliy+ j times. This is because any circular partition can be written with
the element; in any of thei + j blocks. Sanlij = (i + j)cij and hence,

n /i+j\/n—i—j—1
Cij=—— .
SRR n—i—2j

P(Cn:x,y)=(—1)"V+”O<i;j§n%njij<ﬁj>( '_j211> e

For example, the generalized chromatic polynomial for cycles of up to five vertices are

Therefore,

P(Ca;%,y) = x° — 3xy+ 2y,
P(Ca;x,y) = X' — 4Py + Axy+2y* — 3y,
P(Cs; x,y) = X° — 5x%y + 5xy? + 5x%y — 5y — 5xy+ 4y.
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6 Non-isomorphic graphs

Does the generalized chromatic polynomial distinguish non-isomorphic graphs? Two non-isomorphic
graphs having the same generalized chromatic polynomial must have the same chromatic polynomial,
the same matching polynomial, and the same independence polynomial. Consequently, the number of
vertices, edges, and components must be the same for each such pair. The smallest non-isomorphic graphs
having the same generalized chromatic polynomial are depicted in Higure 6. We found by complete

N

Fig. 6: Non-isomorphic graphs having the same generalized chromatic polynomial.

enumeration that there is no pair of non-isomorpieswith up to nine vertices that have the same
generalized chromatic polynomial. We found such a pair with 10 vertices which is presented in[Figure 7.
Note that the chromatic symmetric function, as defined tyN&EY [L1], does not coincide for these two

OOOOuiO

Fig. 7: Non-isomorphic trees having the same generalized chromatic polynomial.

trees. The question whether the chromatic symmetric function distinguishes non-isomorphic trees is still
open. We hope that our polynomial could be of some value to decide this question. The search for pairs
of non-isomorphic trees having the same chromatic symmetric function can now be restricted to those
pairs of trees that have the same generalized chromatic polynomial. In this way (and using a computer)
we found that there are no non-isomorphic trees with up to 15 vertices that have the same chromatic
symmetric function.
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7 A polynomial algorithm for trees

As with the usual chromatic polynomial, the computation of the generalized chromatic polynomial is an
NP-hard (in fact: #-complete) counting problem. As a consequence, polynomial-time algorithms can
only be found for some restricted classes of graphs. In this section, we consider the restricted class of
trees.

Let P(G,W;x,y) be the generalized chromatic polynomial®fvith the additional restriction that there
is one proper color forbidden for all vertices of some given subéetf V. Let C(G,v) be the set of
components ofs — v. The following theorem provides an algorithm for comput{G; x,y) for any
treeG.

Theorem 10 Let T be a tree and ¥ V(T). Then, for eachiTe C(G,v) the set Nv) NV (T;) consists of
only one vertex, and the polynomialP,x,y) can be computed via the following recursion:

PTxy) =(x=y) [ PMxy) +y [] PNWVNV(T)xy),

TieC(T,v) TieC(T,v)
P(T{vhxy) = (x=y) [] Pxy) +(y-1) P(Ti, N(V) NV (Ti);xy) .-
TieC(T,v) TeC(T,v)

If T only consists of v, then

P(T;x,y) =X,
P(T,{v};x,y)=x—1.

Proof. Consider the first equation. Each vertex\Mbtan be colored with proper or improper colors.
There are exactlx —y possibilities to choose an improper color foin which case the coloring of
the neighbors o¥ is independent of the color of. Consequentlyy can be removed fron. The
number of remaining colorings follows from the product formdla (2). The second product of the first
equation arises from thedifferent colorings ofv with proper colors. Now, the neighbors whave to
be colored differently fronv. The neighbor ofv in the subtree€T; is given byN(v) NV (Ti). Indeed,
this set contains exactly one vertex. The number of remaining colorings of the stGibtreegiven by
P(Ti,N(v) NV (Ti);X,y). This shows the first formula. In order to prove the second formula we first remark
that there are agai—y different colorings using only improper colors, which cause no restriction on the
components off —v. However, if we colowv with a proper color, then we have onyy- 1 possibilities.

The remaining part is proved in a similar way. O

Figure[8 illustrates the computation of the generalized chromatic polynomial for an example tree. The
darkened vertices in this figure correspond to the vertices for which one color is forbidden. The decom-
position vertex at each step is denotedvbi he resulting polynomial for the depicted tree is:

P(T;xy) = (x—y)x° [(X—y)x2+y(x— 1)2} +y(x—=1)° [(x=y) X+ (y— 1) (x—1)?]
= x" — 6y + Iy + 6y — 11y — 9x2y? + 10x%y + 5xy? — 5Xy— Y2 + V.

There exists a vertex in every tree withn vertices such that no component Df— v has more than
n/2 vertices. This vertex can be found in polynomial time as follows. Start with a randomly chosen
decomposition vertew. If T —w contains a componefl} with more then/2 vertices, then next choose
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I
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O ® o
(- 1y

Fig. 8: Computation of the generalized chromatic polynomial of a tree

the neighbor ofv belonging tal;. Repeating this procedure, we obtain after at mg&tsteps a maximum
component with at most/2 vertices. By the appropriate combination of components, we can always
achieve a decomposition into three subtrees each consisting of ahj2ogtrtices.

Let f(n) be the time complexity of the recursive algorithm as described in Thefpriem 10 for the compu-
tation of the generalized chromatic polynomial of any input tree ofsizgV|. We find that

f(m) <3f (3) +p(n), (13)

wherep(n) is a polynomial that incorporates the effort of the search for a decomposition vertex. For each
polynomial p(n) inequality {IB) leads to solutions which are polynomiahirConsequently, we obtain a
polynomial time algorithm for the computation of the generalized chromatic polynomial of a tree:

Corollary 11 The generalized chromatic polynomial of a tree can be computed in polynomial time.
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Corollary 12 The generalized chromatic polynomial of a pat > 1, satisfies the recurrence relation
n-1 .
P (Phix,y) = (X=Y)P(Prh-1;x.Y) +y(y— )" ?(x— 1) +-y(x ) 2 - 1)"2P(Prisx.Y)

i=
with the initial condition RPy; X, y) = X.

Corollary[I2 is an immediate consequence of Thedrédm 10.

8 Graphs of restricted pathwidth

Many NP-hard graph problems become simple in graphs of restricted treewidth or pathwidth. A nice intro-
duction to treewidth and related problems is given lyDBAENDER [[l]. Here we present a polynomial-
time algorithm for the computation of the generalized chromatic polynomial for graphs of restricted path-
width. The main ideas may also be extended to cover graphs of restricted treewidth. The problem of
determining the pathwidth (treewidth) is NP-hard in general. If the pathwidth is known to be akmost
then there is a polynomial-time algorithm for finding a path decomposition (composition order) okwidth

A path decompositionf a graphG = (V,E) is a sequencé = (Jp, ..., J;) of subsets o¥/ such that

1. U[:OJ| :V, JO - Jr - 0,
2. every edge o6 has both its vertices contained in at least one subsgt of
3. foralli, j,kwith 0 <i < j <k <r the relationJ; N Jc C J;j holds.

Thewidth of a path decompositiosi is the maximal cardinality of a subset #f The pathwidthof the
graphG is the minimum width over all path decompositions@f A path decompositiorf = (Jo, ..., Jr)
is calledniceif |(Ji+1~J)U(J~J41)|=1foralli=0, ..., r — 1. A nice path decompositioh may be
described in terms of a sequer8g/) of signed verticesf G: The notationt-v indicates the inclusion of
the vertexv into the set); while the notation-v stands for the removal affrom J;.

2

3

Fig. 9: Bridge graph.

For example, a nice path decomposition of the bridge graph presented in Figure 9 is
J=(0,{1},{1,2},{1,2,3},{2,3},{2,3,4},{3,4},{4}.0).
which is uniquely determined by the following sequence of signed vertices

S(]) = (+17 +23 +3a 71; +47 727 737 74) .
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It follows from the definition of path decomposition that each vertex appears exactly once with positive
sign and exactly once with negative sign3{y). Let J = (J,...,Jr) a path decomposition of widtk of
G. ThenJ can be transformed i®(n) time into a nice path decompositignof width at mostk (see [9]
and [12]).
A composition ordeof a graphG = (V,E) is a sequence= (sy, ..., ) of signed vertices and of edges
of G such that

1. if 5 € srepresents an edge with end verticeandv then there are indicesk,m, p with j k <i <
m,pands; =uU,%=V,Sm=—U,Sp= -V,

2. every edge o6 appears exactly once &)

3. the removal of all edges frosyields a nice path decomposition Gf
A composition order of the graph in Figulie 9 is
S= (+17 +27 {17 2}7 +37 {17 3}7 _15 {27 3}7 +47 {25 4}7 _2a {37 4}) _35 _4) . (14)

We refer to the objects in a composition ordersgspsor, to be more precise, agrtex activation steps
(positively signed vertices)ertex deactivation step@egatively signed vertices), aratige insertion
steps. The composition order gives complete information about the graph structure, that is, no other
graph representation is required for the computation of the generalized chromatic polynomial.
Corollary[T shows that the numbeag, of independent partitions consisting pgingletons andj other
blocks give all the information which is necessary to determine the generalized chromatic polynomial of
G. The algorithm presented below computes these numbers directly. Some additional notation is needed.
Let G; be the graph consisting of all activated vertices and all edges inserted up to and includinig step
a composition ordes, letV; be the vertex set d&;, andA; be theset of active verticesf Gj, i.e.,V; minus
the set of vertices deactivated up to and including stéplabeled partitionrt of A is a set partition of\;
where blocks may have a label that will be denoted by a §}ar (
For each independent partitiorof Vi we define thénduced index of as a tripld = (11, p,q) consisting
of a labeled partitiont of A; and two integerg andg wherep equals the number of singletons@findq
is the number of blocks a¥ with more than one vertex. The blocks€orrespond to the restriction of
to A, and a block oftis labeled iff the corresponding block ofis not a singleton. We note that different
partitions of; may have the same induced index and refer to these partitiorpr@sentedby the index.
Let ¢ be the number of partitions & represented by the induced indexA pair (I, c) will be called a
stateconsisting of thendex | and thevalue ¢ and the set of all states at stiegiefines thestate set Z
The main idea behind the algorithm is to compute the stat&;skbm the previous state s&_;
according to certain rules depending on the stey the given composition order.
Obviously, the very first state s&g consists only of a single staf€?,0,0),1), sinceVp = 0 and since
there is only one partition of an empty set, and this partition contains neither singleton nor non-singleton
blocks. More interestingly, the very last stateZetontains all the numbees,. The set of active vertices
will be empty since each vertex has been activated and deactivated once. The patrtitions in the induced
indices are partitions of this active set and hence empty partitions. The atoessponding to indices
I = (11 p,q) gives the numbegyq of partitions of the full vertex set (sind&y |, g| = V) with p singleton
andg non-singleton blocks.
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The transformation rules for the state sets are as follows: For eacls; stdpstates of the state set
Z;_1 are considered in turn leading to some (possibly empty) siettefmediate successor statéthese
states represent the same set of partitions as the original state but use the new active vertex set for their
description. After the individual states are transformed, there might be sets of such intermediate successor
states sharing the same index. These sets are replaced by single states using the common index and a value
equal to the sum of the values of states in the set. The states remaining after this clean-up form the next
state sef;.

Vertex activation (+v): After activation stefs activating some vertex this vertexv is a singleton irG;,
since no edge incident tocould have been introduced befarbecame active. Seis independent
of all vertices inG;_1 and hence, it can extend any independent se&0f. Suppose we need
to transform a state = (I,c) with | = (1, p,q). Let S= {01,02,...} be the set of independent
partitions consisting op singletons andj non-singleton blocks that indude We then proceed as
follows:

e First of all, note that the new vertaxcan form a singleton block of its own in any of tbg.
In this case, the number of singletons increases by oney émins a new unlabeled block
of Tt Everything else remains unchanged, leading to a single intermediate successor state of
((riv, p+1,0),c), whererjv is the partition obtained by augmentindy a single blocKv}.

e Secondly, sincey is independent of all vertices iG;_1, it is certainly independent of the
vertices that constitute any of tlgenon-singleton blocks of son®. Hencey can be added
to any such block, which results in a block of cardinality larger than one.XUe¢ such a
non-singleton block and define:= X N A_;. We have to distinguish two cases: (aYl& 0,
thenv will be a singleton in(X + {v}) NA.. Since|XU {v}| > 1 it must be marked, and
thus the single successor statg (gv*, p,q),c). (b) If Y # 0, then we already have parts
of X in the active vertex set, namely the verticesYof In this case, the successor state is
(m=Y[(¥U{v})",p,a),0).

e Similarly to the above, the new vertexcan be added to afl singleton blocks. This works in
a similar way with one exception: the singleton grows to a non-singleton block, whence we
have to decrememi and incremeng by one in the successor state.

Vertex deactivation (—v): If | = (11, p,q) describes a set of independent partitiongspf;, then (rt—
v, p,q) describes the same set f& wherem—v is m— {v} in case that is a singleton resp.
11— X|X ~ {v} in case thav € X for a larger blockX of . So for deactivation, every state has a
single intermediate successor state, which is obtained by removing the vertex for the partition in the
index partition.

Edgeinsertion {u,v}: Letl, wandrtbe defined as in the vertex activation step abovetisfa partition
containing a blockX with {u,v} C X then this block forms no independent seGnasG; results
from Gi_1 by inserting edgqu,v}. Consequently, the stafé,c) has no successor states as there
are no independent partitions inducimgn G;.

As an example, we compute the generalized chromatic polynomial of the bridge graph depicted in
Figure[®. The resulting transformations using the composition order givgniby (14) are presented in Table
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Step | Partition p q | Count Step | Partition p g | Count
0 0 0 1 24413 2 1 1
+1 |1 1 0 1 2|34 2 1 1
+2 | 12 2 0 1 {2,4} 2|34 4 0 1
12 0 1 1 2|3|4* 2 1 1
{1,2} | 12 2 0 1 2|34 2 1 1
+3 | 123 3 0 1 -2 34 4 0 1
132 1 1 1 3|4 2 1 1
231 1 1] 1 34 2 1| 1
{1,3} | 1J2|3 3 0 1 {3,4} 34 4 0 1
231 1 1 1 3|4 2 1 1
-1 |23 3 0 1 -3 4 4 0 1
23 11 1 4* 2 1 1
{2,3} | 2|3 3 0 1 —4 0 4 0 1
+4 | 2|3/4 4 0 1 0 2 1 1
2|34 2 1 1

Tab. 1: Computation of the generalized chromatic polynomial of the graph in F[gure 9.

. At the end, two states remain corresponding to the coefficiagts 1 anday1 = 1. The polynomial in
equation[(B) is thus* + x2y, which can easily be transformed via Coroll&y 7 into

P(Gix,y) = X* — 5%y + bxy— 4y +2y°.

A minor modification of the presented algorithm permits the computation of a funidi®; x,y)
that is defined analogously @(G; x,y) with the exception that the coefficieag, counts the number of
partitions consisting op singletons and other blocks such that each block forms a clique.

The computation of)*(G;x,y) again requires a nice path decompositionGof However, the edge
insertion step is not necessary. A state (T, f) consists of a labeled partitiamas index and a bivariate
polynomial f as value. This time, the label of a block mfindicates that this block belongs to a clique
that contains already deactivated vertices. Such a labeled block can not be extended to a larger clique.
The coefficienfxPyd] f of the polynomialf gives the number of partitions represented by the irmdthat
consist ofp singletons andj other cliques. The initial state for the empty graph{@sl). We use the
following elementary transformations:

Vertex activation (4Vv): A new vertex may always form a one-vertex clique. Thus, every s$tate)
induces a new stat@tv,xf). If vis adjacent to a unlabeled singletpw} of tthen{v,w} forms
a two-vertex clique of producing a new statém— {w} [{v,w} ,x1yf). If vis adjacent to all
vertices of a non-singleton blodX that is not labeled then an existing clique may be enlarged by
generating a new stafe— WW U {v}, f).

Vertex deactivation (—v): The vertexv has to be removed from the index (i.e. the labeled partition).
If vis removed from a non-singleton block then the remaining set becomes a labeled block. The
values remain unchanged. A reduction of the number of states is possible by collecting states with
identical index into one state the value of which is the sum of the values of the collection.
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The application of this algorithm to the graph of Fig{re 9 yields
Q' (G;x,y) = y* + 5xy? + 2xy+ 2x°.

Lelé be the complement of the gragh It follows from the definition ofQ* that Q(G;x,y) =
Q* (G;x,y). This gives the following result:

Theorem 13 The generalized chromatic polynomial can be computed in polynomial time for graphs of re-
stricted pathwidth and for graphs whose complement is of restricted pathwidth. In particular, the matching
polynomial, the independence polynomial, and the chromatic polynomial can be computed in polynomial
time for graphs of restricted pathwidth and for graphs whose complement is of restricted pathwidth.
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