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Tree languages are powerful tools for the representation and schematization of infinite sets of terms for various
purposes (unification theory, verification and specification ...). In order to extend the regular tree language framework,
more complex formalisms have been developed. In this paper, we focus on Tree Synchronized Grammars and Primal
Grammars which introduce specific control structures to represent non regular sets of terms. We propose a common
unified framework in order to achieve the membership test for these particular languages. Thanks to a proof system,
we provide a full operational framework, that allows us to transform tree grammars into Prolog programs (as it already
exists for word grammars with DCG) whose goal is to recognize terms of the corresponding language.

Keywords: Tree Grammars, Proof Systems, Prolog Implementation

1 Introduction

Tree languages[3] 6] have been extensively studied and have many applications in various areas such as
term rewriting, term schematization, specification and verification ... Languages can be handled either
from the generation point of view (i.e. grammars) or from the recognition point of view (i.e. automata).
Regular tree languages [3, 6] are very close to regular word grammar with tree (iff)tasrisasic ob-

jects. They have nice closure properties (concerning complementation, union and intersection) and the
membership test and the emptiness test are decidable. Moreover they can be defined using a notion of
finite automata which can be easily used to test the membership of a term to a given language. Therefore,
from a practical point of view, tree automata appear to be easily implementable tools for recognition. But,
these notions are not sufficient to describe more complex sets of terms (non regular tree languages).

In this paper, we focus on two particular non regular classes of tree languages defined by their associated
notion of tree grammars: Tree Synchronized Grammars and Primal Grammars. The purpose of this paper
is to define a uniform and operational framework to describe and implement a membership test procedure
for these languages.

T In the following and without any loss of generality, we consider always terms as the basic elements of tree languages
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Tree Synchronized Grammarg3Q [3] and Primal Grammar®@) [1] are issued from thE-unification
framework. E-unification [17] is known to be undecidable in general, but, as explainediin [14], some
decidable classes can be characterized by using such tree languages. Due to their specific definitions in-
troducing control in the derivation process, a notion of automata can not be easily derived for these two
classes of tree languages. Their expressive power can be highlighted by the two following simple exam-
ples.

Example 1 (TSG) We want to define the language correspondingfi(s’(z),*"(z)) | n € N} which is
obviously not a regular language.

The language description problem lies in the fact that, informally, each time a function sgishmlo-

duced in the first argument dfone has to produce two in the second argument. In fact, the growth of the
first argument has to be synchronized with the second. Tree Synchronized Grammars take this control into
account by allowing packs of synchronized production rules instead of usual single grammar productions
rules.

Example 2 PG) In this second example, we want to describe the language of all the integfn, lists0].
Integer are represented with{for the zero integer) and successor functsamd lists are built thanks to
the binary constructor and the empty list_ (i.e. the list[2,1,0] is obtained as(s(s(2)), *(s(2), *(z, L))).
This language is also not regular.

The main problem here is the relation between the different arguments of the list you are constructing.
Once you have generated an elem&iz), next element of the list must #*1(z). It appears that you

have to count the depth of successive argument. By introducing counters variables in the production rules,
Primal Grammars are able to handle this language.

One has to remark that the language of the first example cannot be generatd@Gsihie the language

of the second example cannot be described Hys5& Due to these two specific control mechanisms
(synchronization and counter variables), the standard notion of automata does not appear clearly.
Inspired by the implementation of Definite Clause Grammars [2] that allows to write word grammars as
Horn clauses in a Prolog environment, our aim is to propose a similar approach for these particular tree
languages. The key idea is to define a proof framework to describe the behavior of tree grammars and
therefore to provide a proof theoretical semantics for grammar derivations. In this context, we change
from syntactic generation of trees to logical deduction (i.e. productions rules are translated into logical
formulas and grammar derivations into logical inferences). Then, the membership test, for a language
described by a grammar, just consists in proving a particular formula in a sequent calculus using a proof
system. This approach provides a uniform framework for the definition and use of both type of grammars.
The method can be briefly described as follows;

Production rules are translated into logical formulas built over linear logic synitax [8] to handle the problem
of synchronization (this idea was already investigated-in [10]. Then, a sequent calculus proof system,
inspired by the proof system of D. Miller[i16], allows us to translate derivations into proof searches. The
same job can be adapted for Primal Grammars.

The equivalence between the notion of grammar computation and our notion of proof is established by a
correctness and completeness result. The last part of our work consists in refining this initial proof system
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in order to introduce a notion of strategy in the proof search and thus to get a goal directed procedure. At
this step, both transformation function and logical inference system can be easily translated into Prolog
Horn clauses. Of course, it should be noticed that our system also works for Regular Tree Languages,
since they are included iiSG Note that an alternative algorithm has been proposed for the membership
test of a TTSG inl[9].

This paper is an extension of the previous wark [18] and is organized as follows. Section 2 presents basic
definitions of Tree Synchronized Grammars, Primal Grammars and proof systems. Section 3 described
how the different formalism can be translated into linear logic formulas. The proof system is defined and
refined in Section 4. Section 5 is the implementation issue of our work and we conclude in Section 6.

2 Preliminaries

In this paper, we recall here some notions about tree grammars and linear logic proof systems. We refer
the reader to[3] 6] 7] 8 13,116] for more details.

We first introduce the two specific grammar formalisms we deal with in this paper. The original for-
malisms have been adapted to unify and simplify the presentation.

2.1 Tree Synchronized Grammars

Let £ be a finite set of symbols (a signatur€),L) denotes the first-order algebra of ground terms over
L. L is partitioned in two parts: the sgt of terminal symbols, and the sg&f of non terminal symbols.
Upper-case letters denote elementsA¢f t|u denotes the subterm ofat occurrencas andtu « V]
denotes the term obtained by replacing the subternt|u by v. t[v] denotes a term containing a subterm
v at a particular occurrence a@it) denotes the set of occurrences.i€(Xy, ..., Xn) denotes a term with
occurrences{1...n} such thaC(Xy,...,X,)|i = X. C will be called a context. We first define the notion
of productions folTSG We require thatF N A’ = 0 and that each element gfU A has a fixed arity. We
refer the reader tal[4] for more details on these basic notions.

Definition 1 (Productions) A production is a rule of the form %t where Xe Al andte T(L) . A pack
of productions is a set of productions denofed =-t1,..., Xy = tn}.

¢ When the pack is a singleton of the fof; = C(Y1,...,Ys)} where C is a context of terminal
symbols and ¥...,Y, non terminals. The production is said free, and is written more simply
X1 =CM1,...,Yn).

e When the pack is of the forfiX; = Y1,..., Xy = Y} where Y, ..., Y, are terminals or non termi-
nals. The productions of the pack are said synchronized.

We can then define the notion 868G

Definition 2 (TSG) A TSG is defined by a 4-tupler, A/, PP, T1) where
e 7 is the set of terminals,
e Al is the finite set of non terminals,

e PP is afinite set of packs of productions,
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e Tl is the axiom of the TSG denotéd#) where | is a non terminal anét a new symbol added to
the signature.

Note that, the axiom is a pair due to the control of synchronizations. Basically, counters are associated to
non terminal symbols to ensure the integrity of the application of synchronized productions.

Back to example 1, we wanted to define the language correspondiffg4¥z),s"(z)) | n€ N}. The
corresponding SGconsists of the following production rules:

Ro: 1= f(X,Y)

Ri:X=z

R Y=z

Pr:i{Rs: X=5(X),Ra:Y =5s(s(Y))}

whereX,Y are non terminal symbols arfds,z terminal symbols.P; : {Rs, R4} denotes that, using the
pack of productiorP;, Rz andR4 have to be applied at the same time (synchronization).

Definition 3 (Computations of aTSG) The set of computations of a TSG &1, A[,PRTI), denoted
CompGr), is the smallest set defined by:

e TlisinComgGr),

e iftisin ComgGr), t|y = (X,c) and the free production X% C(Y1,...,Yy) isin PP
then fu — C((Y1,c¢),...,(Yn,€))] is in ComgGr),

e ift isin ComgGr) and there exists n pairwise different occurrences u,un of t such thatvi €
[1,n] t|y, = (X,c) and ¢ = a and the pack of productionX; = VYi,..., Xy = Yo} € PP, then
t[ur <« (Y1,b)]... [un < (Yn,b)] (where b is a new symbol) is in CorfGr).

The symbok- denoting also the above two deduction steps, a derivation of Gr is a sequence of computa-
tionsTl=t = ... =t

Always following Exampld]l, one possible derivation of this grammar is thus (whisra new symbol):

(1L#) =R, F((X,#), (Y. #)) =p, F(s((X,a)),s(s((Y,a))))
=r, (8(2),8(s(Y,8))) =r, f(s(2),5(s(2)))

As mentioned in the introduction, counters are introduced to control the application of the synchronized
production rules. The previous definition imposes that only non terminals having the same control symbol
can be used in a synchronized production. It should be noticedr &@ivere originally defined using

tuple of counters. Here, as we already did, concerning tuples of terms in the definition of the axiom,

we consider a single counter to control synchronization in order to simplify the presentation of the basic
concepts. The second step of this derivation clearly illustrates the notion of synchronized production rules.

Definition 4 (Recognized Language)The language recognized by a TSG Gr, denoted ®eg is the
set of trees composed of terminal symbols CE&TpN T (F).
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2.2 Primal Grammars

In this section, we recall definitions related to primal grammars which have been introduced by M. Her-
mann and R. Galb&vin [1]. To avoid too long developments, some notations have been modified to fit
ours. More details can be found in11].

The control mechanism introduced by Hermann and Gallimbased on the notion of counter variables
which are variables having integer values.

Definition 5 A counter expression is an expression built d¥esuccessor function s and a set of counter
variablesCnt. §c) meansl +c if ¢ is a counter expression. The ground counter expressi@) &
interpreted as the integer n.

Now, we recall the notion of primal term.

Definition 6 (Primal Algebra) The algebra of primal terms is defined over a set of functibnsvhose
elements are called defined functions and have a counter aziy(f) and a standard arityar(f)), a set
of constructor symbolg, a set of ordinary variable and a set of counter variablegnt. This is the
smallest set such that

e each ordinary variable o is a primal term,

e if cy,...,Cq are counter expressions, t..,t, are primal terms and e D such that ca(f) =kand
ar(f) =k+n, thenf(cy,...,cta,...,tn) is @ primal term,

e if t1,...,t, are primal terms and c is a constructor with the arity(ey = n the cty,...,t,) is a
primal term.

The schematization is achieve by introducing a particular type of rewrite system.

Definition 7 (Presburger rewrite system) A Presburger rewrite systeoontains for each defined func-
tions f the following pair of Presburger rewrite rules:
e basic rule

e and the inductive rule which have one of the following forms:

f(N+1,T;X) —ppgta[u— (N,T;X)]

f(n+1,5%) —ppgto[u— f(n,C1,.e,G1,G 4+ 1,Cis 1,0, Cri X)]

whereC is a vector of counter variableg,a vector of ordinary variables and& O(ty),

To simplify the presentation, we omit here some additional conditions that are needed to ensure decidabil-
ity properties ofPG. We refer the reader ta{11] for more details.
From the previous definitions, we can now define a primal grammar and its associated language.
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Definition 8 (Primal term grammar) A primal term grammafor primal grammafor short) is a quadru-
ple G= (F,D, R ,t) where( is a set of constructorgD the set of defined functiong, is a Presburger

rewrite system and t a primal term callediom

The language generated by such a primal term grammar is the set of té@)s-L{ot | % | 0 affects a

ground integer value to each counter variable of.t Note that, as usualt | 4 represents the normal
form ofat w.r.t. the systen® (see [5] for details on rewriting).

Intuitively, a PG generates terms thanks to a rewrite syskemhich is controlled by counter variables.
Elements of the schematized language are then obtained by completely instantiating the terms with ground
substitutions if needed.

Back to the introducing Examplé 2, I6tbe a primal grammar defined Iy = {sucz *}, D = {f,g”}, R
is composed by the 4 Presburger rewrite rules

§(0) —pbgz,
g(s(n)) —pbg s(G(n)),
f( )HPbg
f(s(n)) —pog G(s(n))  F(n)
and the axion (c).

To simplify the notationy(,) are omitted in the use of binary functienand moreover, the list reduced
to one element(z L) is simply denoted ag Using the precedence > §, our Presburger rules fit
Definition.

f(1) —pogG(1) * f(0) —ppgG(1) *Z—ppgS(§(0)) ¥z — S(2) ¥ 2
SoL(G) ={z5(2) *z,...,sud(2) xsuc 1(2) x---xz...}

2.3 Linear Logic and Sequent Calculus

We recall here some basic notations and notions related to first order and linear ogics [8, 7], and proof
systems in sequent calculusi[16].

Let us consider a first order logic signatlrevith V a countable set of variabless a finite set of function
symbols with fixed arity andy a finite set of predicate symbol3.(Z+,V) denotes the first order term
algebra built oveE y andV and7 (Z4) denotes the set of ground terms. Atoms are, as usual, built over
predicates symbols and terms. A substitution is a mapping ¥otm T (X+,V) which is extended to
T(Z4,V) . A substitution assigningto a variablex will be denoted{x «— t}. We introduce some linear
logidf] notations:o— denotes the linear implication angddenotes the multiplicative conjunction (séefj8, 7]
for the precise definitions of these connectives).

A formulaAo—B; ® ... ® B, will be called a clause. The sBtormula is the set of-formulas built using
atoms and the logic connectives.

We recall basic notations for sequent calculus.

* Intuitively, the key idea of linear logic we use here is that, when performing logical inferences, some hypothesis can be consumed.
This means that, along a proof, some formulas are persistent (as in usual first order logic) but some formulas can only be used
once.
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Definition 9 (Sequent) A sequent will be written a& : A — G whereX is the signature/ a multiset of
>-formulas and G &-formula.

From these sequents we can built proof systems.

Definition 10 (Proof System) A proof system consists of a set of inference rules between sequents. An
inference rule is presented here as:

2:A—G

N -G
We use the classical notion of proof (i.e. there is a proof of a sequent in a proof system if this sequent is
the root of a proof tree constructed using inference rules with empty leaves).

3 From TSG and PG Computation to Proof Search

In this section, we define the translation of grammar production rules into linear logic formulas. Then,
designing a particular proof system, we show that usual grammar computations as defined in Ddlinitions 3
and[8 can be reduced to proof searches using this system.

3.1 Transformation of TSG into Linear Logic Formulas

Given aTSG (F,N,PPTI), the setPP of production rules is partitioned intBP;ee the set of free
production rules an®Psync the set of packs of synchronized production rules. We define now a trans-
formation functionW which is decomposed into two different mappings (corresponding respectively to
the transformation of free and synchronized production rules). A predicate symbol and a variable will be
associated to each non terminal.

Definition 11 (Transformation Function Wrsg)

Let oy : AL — Zy be the mapping that translates every non terminal symbol into a predicate symbol
(to simplify, we will writea, (N) = n). Leto, : AL — ¥ be the mapping that transforms every non
terminal symbol into a logical variable (we will write,,(N) = N). For the sake of readability, universal
quantifications have been omitted when clear.

LetOppy,.. : PPfree — Zformula € the mapping that translates every free production rule infefarmula

and oppyy,. : PPsync— Ztormula the mapping that translates every pack of synchronized production rules
into a>-formula.

Free productions

Let N— g(Ng,...,Np) and N—t in PP¢ee.

OPPfree(N — g(Nl, ey Np))
=n(g(Ny,...,Np),€)o—n1(N1,¢) ®...®@Np(Np,C)

OPPree(N — 1)  =n(t,c)o-1

Synchronized Productions



234 Frédéric Saubion and Igor phan
OpPyn{R1; - -+, Ra}) = Ve3nc(os(Ry,¢,n0) ® ... @ 05 (R, €,NC))

whereds : § x Cx C — Ztormula IS defineﬁ, for N — g(Ny,...,Np) and N—tin S, as:

05(N — g(Ng,...,Np),c,nc)
=n(g(Nz,...,Np),c) o—n1(N1,nc) ® ... @ np(Np, Nc)

os(N—t,conc) =n(t,c)o-1

LetZy =25 UZy andW((F,A,PPTI)) = 0Py, (PPtree) U Oppy(PPsynd) (in the following, W will
denote a set of formulas obtained frorf&Gand will be called & SGprogram). At this step, a particular
sequent calculus defines the semantic¥ of

A similar transformation function can be defined for primal grammars.

3.2 Transformation of PG into Linear Logic Formulas

We suppose in the following that Presburger rewrite systems are such that each definite symbol not ap-
pearing in the left hand side of a rule must also appear linearly in the right hand side. This is not in fact a
restriction since multiple occurrences of a same symbol can be replaced by a new symbol with the same
definition. This transformation does not modify the primal grammar definition.

Given a primal gramma(¥,D,R,A), the functiomyp : D — Zp maps each defined symbhl to a
predicate symbol (we will use the notatio,(N) = n). o, : D — ¥ is the function that maps each
defined symboN to a logical variable @,,(N) = N). We use the notatiod = (ct,...,cN)-1) ¢ =
(ct,...,d L s(cd),d*L, ... c@e(N)-1) andvi € [1..p|,G C C.

ORrR: R — Ziormule IS the function that maps to each Presburger rewrite rule a formula:

8 The selC denotes a set of counters (i.e. new symbols which are not in the current signature).
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V(N(0) —t) € R,
GK(N( ) —1)
=n(0,t) o—

V( (0,€) = g(N1(€1), - -, Np(Cp)))
0 (N(0,C) — g(N1(C1), ..., Np(Cp))
= n(g(Ng,...,Np,0,8)) o= ny(Ng,C1) ® ... @ Np(Np, p)

V(N(S(€?),8) — g(N1(C1),...,Np(p)) [N(c%,©))) € R,
og (N(s(c?),€) — g(N1(C1),- .., Np(Cp)) [N(c°,©)])
= n(g(Ng,...,Np)[N },co,é)o—n (Ng,C1) @ ... ®@np(Np, &p) @ N(N, c%,T)

Y(N(s(c),€) — (N1 (C1), ..., Np(Cp)) IN(%,&)]) € R,
g (N(s(c),€) — g(N1(C1), ... Np(Cp)) [N(c”, ©)])
=n(g(Ng, . .,Np)[N],s(c%),8)o—  n1(N1,€1) @... @ np(Np,p) @N(N, 0, )

235

As previously defined folf SG we get the notion oPG programW¥W from the above definition. After

these syntactic transformations, there is no more need to distinguish the two different types of grammar

definition. We propose a uniform proof system which allows us to handle both formalisms at once.

3.3 The Proof System FG

In this section, we define a sequent calculus proof system inspired by the system Forum of D MIiller [16].
Our proof systentG (Forum forGrammars) is defined by the following inference rules and defines the

basic proof theoretical semantics oT 8G(resp. PG) programW. In order to simplify the presentation,

we have omittedV in the sequents since, of course, it does not change.

Definition 12 (FG system)

(4

[Syn¢
>,0:C6,...,.C0,A— G
>:A—G

wherevVeanc(C1®...9C) e W, 8= {c—pB,nc—a},Be, a¢g.
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[Back!]

20— A0 ... Z:Ap— A0
20, 0p0—G

whereC= (Ho-A1®...®Ap) € Wand Ho = G.

[Back?]

2: 01— A0 ... ZZAp—>ApO'
S:(Ho-A®...@A), A, ...,05p—G

where Ho = G.

Comments:t should be noticed that we distinguish free production rules and synchronized production
rules (see the definition of the transformation funct®im Section3]1). Clearly free productions appear

as clausesl - A1 ® ... ® A, and packs of synchronized productions appear as fornvieBsc(C; ® ... ®

Cn) where theCi’s areH o— A1 ® ... ® A, and are called linear clauses (in the following linear clause will
always refer to a clause generated by synchronization rules). Clauses corresponding to free productions
in W are persistent along the proof and are used in the infer@aa!] (this corresponds to a step of the
grammar derivation using this free production). The treatment of a pack of synchronization is performed
thanks to the ruleg§Syn¢ and [Back?]. The first step consists in generating the formula corresponding

to this pack inA (rule [Syngd). The control is ensured by the instantiation of the counter variables with
new symbols added to the signatien rule [Syn¢. SinceA is the linear logic part of our system,

the linear clauses will be consumed when used by [Béek?] (in the philosophy of linear logic). This
ensures the integrity of the synchronization and the control of the simultaneous application of the different
productions of this packBack?] and[BacK] lead to branching in the search tree.

As a consequence, our syst&i@ is a subset of Forum (i.e. our rules can be expressed in Forum).

Proof: The rules of FORUM used in this proof can be foundln [16]. We introduce the prodtamnthe
proof to keep the initial FORUM presentation.

Proof of the correctness of 1 w.r.t. FORUM
Letl=1o-Lin

Ly
2. Y=

m[decida_]

2:¥,—

1R
R

=Ll L
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Proof of the correctness of Syn¢ w.rt. FORUM
LetC®C' = (Lo ((Lo-C)®(Lo-C'))) and[xL]:

>:¢.Cc,C,A—G
S W.C.CA— L.G"
STYCA— 1oC.6"
S YCA—1,1oC6H
W A— 10-C,Lo-C,G

R

R

[-R

(LL]

f’gR]

S:WA— (Lo-C)®(Lo-C),G PR

fo-L]
S yAeS e

and3IxB= (VxBY)* = L o (Vx(_Lo-B)) and[3L] (y & Z):
V2 WA B{x—y}—G

V.2 WABKX—y =16

I [>-R
V, 2 W A— 1 o B{Xx«y}, G[VR]

T W, 3IxB,A—VX(Lo-B),G AR =t

Z:W;A@?G

I B,a:¥;C{c—pB,nc—a},...,.Ch{c—B,nc—0a},A—G
C1{C+ B,NC+ 0}®..€Cn{C «— B,NC+— O}
—

>.B,a:¥;A G

EN
SBIWA 3nc(Cy{C B&.@Cn{c — By

S B:WA VCHnC(CE}...@Cn)

G

VL]
G
IB:VeaAnclCi®...0C) e W;A—G

[decide)]

with a(#£ B) € Z.

Proof of the correctness of Back!] and [Back? w.r.t. FORUM
Letts,....thn € T(Z5), p={X1 < t1,.... Xt} WithHp =G
anddy, =

2 W A AP 2W A, Ap—ApR... QAP

(oL

> qJ;Al,...,ApHAlp(X)...@App
andC®C' = (Lo ((Lo-C) ¥ (Lo-C'))) and

237
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[LL]
S:WA-C  T:iwS ) WA -C 0 el

o-L] [o-L]

[LL]

R > gy )

S W AN (LmC)ﬂ}LmC’)

SIWAN,((Lo—-C)®(Lo-C))
SWAN,((Lo-C)®(Lo-C)) — L
W AN —-CeC

[’EL]

[decidq]
N

[LR
[-R

O

finitial|

S WAL Ap—APR.. . 0Ap W5 G

[o-L]
Hpo-A1p®...2App
—

WA, p GWL]”

5 LIJ;A]_, o 7Ap VX1.4.Xn(HCF_A)1®..4®Ap) G

W (V... xa(H O—A1®...®Ap)),A1,...,Ap—>G

[decide)]

and
3
[initial ]
STWAL . Ap—APR.. . 0AD ZIW5G
Hpo-A1p®...0App
—

2:W A,

(VL
5 W;Al, o 7Ap VXl...xn(Hw_A}@...@Ap) G
W (WX a(Ho- A1 ® ... @ Ap)), g, ..., 0p—C

[decide)]

3.4 Correctness and Completeness of FG

The correctness and completeness of the sy§t@ris ensured by two theorems: one w.r.t. f®@Gand
the other w.r.tPG.

3.4.1 Correctness and Completeness of FG w.r.t. TSG

We have to prove the following theorem.

Theorem 1 (Correctness and Completeness &G w.r.t. TSG)
GivenaTSG 7, A/, PP,(1,#)), the corresponding T SG progra#hand te T (X« ), (Zw,#:— 0y (1) (L, #))

has a proof in FG w.r.t. the TSG progratif and only if ((I,#) = t).
Prologue to the proof of Correctness and completeness 6G w.r.t. TSG.

The set of instantiated productions of a computation 88& Gr= (F,A,PR TI) denoted P(Gr) is the
smallest set defined by:
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e if tisinCompgGr), tlu= (X,B), andR= (X—g(Y1,...,Yn)) iS in PPfree
thenR(B) = ((X,B)=9((Y1,B),...,(Yn,B))) is in IP(Gr),

e if tisin ComyGr) and there exista pairwise different occurrences, ..., u, of t such thatvi €
[1,n],t|ui = (X, ¢i) andc; = B and the pack of productiois= {R; = X1—>g1(Y1 . ) LR =
Xe—0r(Y,..., Yy )} € PP(wherea is a new symbol)

thenp(avB):{(X]-’B)ﬁgl((Yllaa) (Ynlla )) '7(XUB):>gﬂ((eraa)v'"v(Ylgraq))}
={Ry(a,B),...,R(a,B)} is included mlP(Gr)

Leto; : IP(Gr) — Ztormula b€ the mapping that translates every instantiated productions Bygauia:

O ((X’ B)ig((Yla G), ) (Yma)))
= X(0(Y1,---,¥n),B) o-y1(Y1,0) ® ... @ Yn(Yp, )

A presynchronised production is a production of the fq@qp)—C((Y1,0),...,(Ys,a)) whereC is a
context of terminal symbolg, o two new symbols andfy, ..., Y, non terminals.
The set of computations of ESG Grenlarged by presynchronised productigngs Com@dGr) plus

o t[u«— C((Y1,0),...,(Yn,a))] if t is in the computation ofsr enlarged with®, tju = (X,) and
((X,B)—0((Y1,0),...,(Yn,0))) isinP.

If sis the number of instances of packs of productions used durif@Gderivation(t = t'):
e 3y U {#} plus the set of counters used during the derivation is derkited- t') and
o the set of instances of synchronized productions is derbfees t').

If sis the number of instances of packs of productions used durii@Gderivation((1,#) = t):
e thehth pack of productions used during thi§Gderivation is denote&, (Bn,an), L<h<s

o the family of sets{>y,}o<h<s is defined by inductionZg = ¥p U {#} andvh,0< h <s,
Zhi1=2ZnU{ans1},

e the family of sets{A"}o<n<s is defined by induction:A® = 0 andvh,0 < h < s, AM1 =AMy
{Rl, cey Rp/{Rl, cey Rp} =0 (H1+1(Bh+1,(1h+1))} (Remark.AS =0 (¢’((| ,#) i t)))

Proof of FG = TSG.
First, we prove by structural induction that if there exist8&proof (with only instances of thiBack!],

[Back?] and[1] rules) for(Zs : AS—n(t,B)) then there is a derivatiof(N,B) = t) for the TSGenlarged
by the set of presynchronised productigpiswith o) (®°) = AS

Base Cases:Only the cas¢Back?] + [1] is treated, the cagBack!]| + [1] is similar.
g
ZS : (n(t, B) o= 1)4)n(t7 B)

with the linear clausén(t, 3) o— 1) from a presynchronised producti¢fN, 3)—t). Then(N, )=t
for the TSGenlarged with{ ((N,)—t)} ando; ({(N,B)=1)}) = {(n(t,B) o— 1)}.

[Back?]
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Induction cases: Only the cas¢Back? is treated, the cagBack!] is similar.

s Ap—ny(ty, ) Zs: Ap—np(tp,a)
[Back?
Ss:01,...,Ap,n(9(Ny,...,Np),B) o- m(Ny,a) ®...® ng(Np,a)—n(t,B)" ack?]

with a & .

By induction hypothesi¥i, 1 <i < p, there exists a derivatiofN;, ) = t; for the TSGenlarged
with the set of presynchronised productiohsandA; = oy (®;). Then there exists a derivation
(N,B) = t for the TSGenlarged with the presynchronised productions

p
U b U {(N,B)Hg((Nl,G),...,(Np,(]))}

i=1
and

p
0° = U 01 (®i) U{ai ((N,B)—g((Ng,0),... ->(vau)))}-

i=1

Synchronization Rule Introduction: We begin with a definition.

Definition 13 (Restricted FG proof) A FG proof is inrestrictedform if all the instances of the
[Syn¢ rule are at the root of the proof.

First, we prove by induction okif there exists a restrictelG proof for(Zy,# : —i(t,#)):

O

Zs i D) g e

- 1
Se.d i)

then there exists a restrict€@ proof for (Z : AX—i(t,#)):

_ o
s DSt #) (Synes
. k-+1
S A

The case&k = 0 is trivial. Now we assume & k < s. By induction hypothesis, there exist&
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proof for (%1 : AK"1—i(t,#)) with s— k+ 1 instances of théSyng rule, then :

O

X DA g

[Syng+t

Z1,0 A1 05(Ry,c,nc), ..., 05(Rp,cC, nc)6—>i(t,#)[Syn¢k

T 1 A1t #)

with Bc = {Ry,...,Rp},p>1andp € Zx_1, a & Zx_1 andB = {c— B,nc+ a} and a derivation
(1,#)=t) for the TSGenlarged withd 1, g (dk-1) = Ak-1,

But Ak = A% U {0 (Ry,c,n0)8,...,05(Rp,C,NC)0} andZy = Zx_1 U {a} then

0
s DSt #) (Synes
. k-+1
S NS

Finally, we prove by induction ok that if there exists a restrictdals proof for (Zy,# : —i(t,#)):

O

Z DL

- 1
o d i

then there exists a derivatigfi, #) = t) for the TSGenlarged withdK, g; (dK) = AK.
The cas& = sis a consequence of the previous result. Now we assume thatfs. By induction
hypothesis on the proof (witR.;1 = {Ry,...,Rp}, p>1):

O

Ty, 0 AR #) Syndeit
Ty AR it #)

- 1

So.d A

there exists a derivatiof(l,#) = t) for the TSGenlarged withd®**! and g, (1) = Ak+1, But
A1 = AXw {o5(Ry,c,n0)8,...,05(Rp,c,nc)0} (8 = {c+ B,nc— a}) so in the derivation, the
presynchronised productio®R;(B,a)}1<i<p can be replaced by the instanBg 1(3,a) of the
packB 1. O
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Proof of TSG = FG.
First, we prove by induction on the structure of derivation: if there exists a derivation

(N, B),--» (N1, B)) = gt . r) @
for aTSGthen there exists for eveky 1 < k < |, aFG proof for
(Z((Nk, B) = ti) 1 01 (P((Nk, B) = t)) — N(t, B)) 2

Base casesOnly the case with a pack of productions is treated, the case with a free production is similar.
Let{N; —t1,...,Nr =t } € PRyncand the derivationig((N1,p),...,(Nr,B)) =9(t1,...,t)). Then
for everyk,1 < k <r there exists &G proof:

Zq,l, B —1
2y, B (nk(ty, B) o= 1) — ni(t, B)

with
P((Ne,B)=t) = {(Ne,B) =t}

01 (P((Nk, B) = t)) {ru(t, B) o 1}
q)(g((Nla B)a EER) (Nl’v B)) = g(tla s 7tf)) {(nl(tlvﬁ) o= 1)7 EEX) (nf (tra B) o= 1)}

Induction cases: Only the case with a pack of productions is treated, the case with a free production is
similar. Let

{Ng — gr(N$, . NP N — e (NF . NP € PRyne (3)
and a derivation

(g((Nla B)a RN (NHB))
= g(g1((NF, 0, (N, ), r (N, @), .., (N, 00)))
= 9(0u(t, ot O (1)
Then by induction hypothesis, for evekyl < k < r andig, 1 < ix < pk there exists &G proof:
I R
Z((N&,0) = 1) 1 01 (P((NG, @) = 1)) — e (B¢, @)

O =

Foreveryk,1<k<r,
01 (D((Nk, B) = Gk(ti, 1))

Pk . .
= o (JP(NS ) = ) U{(NG B) = ak((Ng, @), ..., (N, a))})
i=1

U a1 (((NS, @) = ) U {01 (N, B) = ak((NE, @), .., (NP, 00)))}

U a1 (D((NE, @) = 59) U{n(Gh(Ng, -, NP), B) o= (N, @), .., nf (NP, )}
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Then for evenk, 1 < k < r there exits &G proof (the signatures (ﬂik, 1<ik < px, are augmented
with B):

3. 8
Z((Nk,B) = g(t, ... t%)) 1 01 (D((NK, B) = Gk(t - -, 1)) — Mi(Qk(tE - -, t8), B)

Pk ) .
Z((Ne.B) = Gk(tic, - 18)) = [ (N @) = 5 U {B}

=1
and

r

O(g((NL.B), -, (N, B) = QG2 (- ot O (K ) = [ ©((Ne, B) = Gk(Ecs - §0))-
k=1

By the result above, we have the following corollary:

Corollary 1 If there exists a derivatiof(1,#) = t) for a TSG then there exists a FG proof i@ : AS —

i(t,4)).

Now we prove by induction oh: if there exists &G proof for (Zs : A5 — i(t,#)) then there exists aRG
proof for (I, : AN — i(t,#)).
The base cask = 0 is trivial, now we assume thatQh <s. X1 = ZpU{aps1} andAM1 = APy
(R, RYL/{RITL . R} = 6y (Phia(Bnit, Ohea)) . By induction hypothesis, there exist§&
proof for:

0

Sh,Ohee s AN R REFL it #)

so there exists BG proof:
O
h,Qhyp s AN RITL REFL i(t,#)
ZhZAh—>i(t,#) l

yng

g

This achieves the first part of the correctness and completeness of our transformation. We now have to
provide a similar theorem for Primal Grammars.

3.4.2 Correctness and Completeness of FG w.r.t. PG

Theorem 2 (Correctness and Completeness &G w.r.t. PG)
Given a PG(F,D, R ,A), the corresponding PG prograt! andc € N2« and te T(F). (Sy : ¥;—
0p(A)(t,€)) has a proof in FG if and only ifA(T) = t).
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Proof of PG = FG.

We prove by induction on the length oG derivation if there exists RG derivation

(f(mP, M) =ppgt), with f € D andm? € N andm € N ()~ then there exists BG proof for (Zy : W; —
f(t,m°,m))

The right hand-side of the sequéiy : W;) does not vary and is omitted.

Casel = 1. f(mP,m)=ppgt thenmP = 0 and there exists a basic ryl§0,¢) —t) € ® and a linear clause
(VE(f(t,0,T) - 1)) € W and aFG proof:

— (1]

—1

W[Back']

Casel > 1. Only the case with the last applied rule as an instance of the second inductflis trdated,
the case for the first inductive rule is similar. 88 = s(m™1) and there exists a conteRtwith

t=C(ty,...,tp)[t'] and an inductive ruléf(s(c?),8)—puC(f1(E1), ..., fp(Ep))[F(c%,c7)]) € R.

SoVi € [1..p], (M) Hpbgti, F(mt,m*) £pbgt’ andsP k +K = | — 1. Then by induction hy-
pothesis, there exi$tG proofs forvi € [1..p|, (— fi(ti,m)):

-

—fi(ti, m)

and there exists BG proof for (— f (t',m, rﬁ*)):

6/
—f(t/,m1,m")

Moreover,
og (f(s(c%),©)—pudC(fi(C1), ., fp(cp)) [F(c
]

VeOVEvF ... VFYF (F(C(Fa,. .., Fp)[F],
o f1(F1,€1) ®...® fp(Fp, Cp) @ F(F,c% ct))

Then there exists BG proof for (— f (C(ty, ..., tp)[t'],s(m™1), m)):

5 5p &
—fi(ty, M) ... —fp(tp, M) —f(t,m1mt)

[Back!]
—F(Clty,.... tp) [t'], s(m™*), m)

ar(f) and ¢ = (c%,...,¢*) and m = (m’,...,m) and ¢+ = (c',...,d 1,5(c),c*L,...,c%) and m+ =
(mt,...,m=L s(m),m+*1 ... mK) andvi € [1..p], G is a subsequence Gfandr is a subsequence @fon the same positions.
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Proof of PG« FG.
We prove by induction on the structure oF& proof if there exists &G proof for

(Zy : W; —f(t,mP, m)), 4)

with f € D andn? € N andim € N&"()-1 then there exists BG derivation( f(m®, i) =ppgt)
The right hand-side of the sequéiiy : W;) does not vary and is omitted.

Base case:There exists a proof om sonm® = 0 and there exists a linear claugg(f (t,0,¢) o—
1) € W and a basic ruld (0,¢) — t € R). Thenf(0,M)=ppg.

Induction cases: There exists &G proof for (— f(t,m°,m)). The only possible inference rule applied
at the root of the proof is an instance of fiack!] rule. Only the case for a linear clause obtained
from the second inductive rdlés treated, the cases for the basic rule or the first inductive rule are
similar.

We have &G proof of shape
o1 ... 8 & gacky
—f(t,s(m-1),m)

with the linear clause

VeOVEVFy ... YFoVF (f(C(F1,...,Fp)[F],s(c?),E)o-
f1(F,C1) ®...® fo(Fp,Cp) @ f(F, &0, ¢F) e W

(obtained from the rulé(s(c®),8) — C(f1(€1),. .., fp(€p))[f(c0,cF)] € R) witht = C(ty, ..., tp)[t']

andvi € [1..p] & a proof with the roof— f;(t;,m)) andd’ a proof with the root —n(t’,m=1, m+)).

For all proofsg;, i € [1..p], by induction hypothesis, there exBG derivationsﬁ(m):pbgti and
for the proofd’, by induction hypothesis, there existP& derivationf(m*l,rﬁ+):>pbgt’. Then by
the inductive rulef (s(c?),8)—pbdC(f1(€1), .., Fp(€))IN(2,cH)] € R, F(m®, M)=ppgt

3.4.3 Application

We address here Examfle 1 88Gto illustrate how the transformation and proof syste@work. We

build the derivation tree for thESGprogramW¥. Zy is omitted in the left hand side of the sequents of the
following proof in order to simplify the notation, we only mention the new symbols added to the signature
along the proof and universal quantifiers are omitted in the sequents:

I We denotek = ar(f) and ¢ = (cl,...,c) and m = (m!,...,m) and ¢+ = (c!,...,d"1,5(c),c*L,...,c) and m+ =
(mt,...,m=L s(m),m+*1 .. mK) andvi € [1..p|, G is a subsequence dfandmy a subsequence @i on the same positions.
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{ Fo 1 Ve(VXWY (i(f(X,Y),c) o= Xx(X,c) ®Y(Y,C))),
Fi:Ve(x(zc)o—1),
Fo:Ve(y(z c)o- 1),
Fa : Yeanc((VX(X(S(X), ) o X(X,NG))) @ (WY (y(S(S(Y)),€) - y(Y.N0)))) }

51 62

[Back!] Fp
#,B 2 X(8(X), #) o= x(X,B), y(S(s(Y)), #) o= Y(Y, B) — i(f(s(2),5(5(2))), #)
[Syn¢ Fs

#:—i(f(s(2),s(5(2))),#)

where

1
[Back!] Fp

61 . #7 B = X(Zv B)
[Back?]
#,B: X(s(X),#) o= X(X,B) — x(s(2),#)

and

& #B:—Yy(zB)

4 From Linear Logic to Prolog

From now on, there is no more need to distingui§Gand PG since they have been embedded into the
same formalism (i.e. linear logic formulas). From an operational point of view, it appears clearly that the
previous systenrG does not provide any strategy for a proof search (especially concerning the use of the
rule [Syng). Furthermore, a refinement will help us to get the implementation of the system. Therefore,
we define a goal directed proof syst&@2" with the following inference rules.

We define the set operat@rasii<j<nAy = Ui<i<pA such that’l <i,j <n,i # j,ANA; =0.
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Definition 14 (FGY" system)
[Back!d""]

Z: (01— Ga),..., (L1 — Gi_1),
o) — A10),...,(A'p — Apo),
(Ai+1 - Gi+1)a ceey (An - Gn))

(81— Ga)yeon, (B — Gp))
ifHo—A1®...®Ap € W, there exists a substitutiamsuch that H = G; andAj = Wi<k<ply..
[Back?]
Z:((A1— Ga),y..ny (Biz1 — GiZg),
(81 — A10), ..., (A — ApO),
(Bit1— Git1),- .-, (Bn — Gn))

Z:((Ar— Ga),..., (B0 — Gp))

ifC=(Ho-A1®...®Ap) €A, there exists a substitutiom such that HF = G; and A \ {C} =

1<k pli-
[Synerd"]
Z,C( ((AlUAIJ{ - Gl)7 [RRR (AiflUAiﬂfl - Gi71)7
(M UAY — A0),..., (D, UAY — AyO),
(Ai+lUAiﬂ+l - Gi+1)a R (AnUAﬁ i Gn))
> Z((Al — Gl),.. . (An — Gn))
if
Vednc(C1®...0C) eW, 1< j<r,
Ho =G, A = H—JlgkgpAf(,
{C16,...,Cj-18,Cj116,...,C0} = (W1ck(i)<nlk) ¥ (B1<k<pl),
BeZ a¢Zandd = {c— B,nc—a}.
[Synddir]

2,0 ((AlUA'l—>Gl),...,(Ai,1UAi/71—»Gi,l)
(Ai+1UAi/+1 — Gi+1), ceey (An UA;1 — Gn))
2. (A1 — G1),..., (A — Gp))
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if
Veanc(Ci®...®C) e W,1<j<rCje=(Ho-1),
Ho=Gj,A =0,
Cle, o ,Cj_le,CHle, . ,Cre = (Lﬂlgk(#i)gnAl/()a
BeZ a¢zand® = {c— B,nc—a}.
[Axiom!dI"]

2 ((A1—>G1),...,(Ai_1—>Gi—l)a
(Ai+1 — Gi+1), RN (An — Gn))
2. ((B1—G1),...,(Ah—Gn))

if Ho— 1 e W, Aj = 0 and there exists a substitutiansuch that Hv = G;.

[Axiom?ir]
. (b1—Gyp),... (i1 — Gig),
(Ai+l - Gi+1>7 ceey (An - Gn)
Z. (Al—)G1)7.’(An—)Gn)

if A = {H o— 1}, there exists a substitutiomsuch that v = G;.

The main difference introduced by this system is that synchronizations and reduction are led by the goal to
be solved. We now have to prove that this system is equivalent to our initial s¥{&Beifhe equivalence
of the two systems is ensured by the following theorem:

Theorem 3 FGY" < FG) There exists a proof of a sequent in the system FG if and only if there exists a
proof of this sequent in the system #G

Proof: This proof is inspired by[19].

The transformation of &G proof tree into aFGY" proof derivation is achieved by recombining the
different branches of the proof into a single derivation and then collapsing the synchronization rule with
its first corresponding linear clause. The intermediate sy$teifi is needed to achieve the first part of

the proof.

Definition 15 (FG'" System)

[Back!'"]
(Z1:81—G1),.. o, (Zi1 1 Dim1 — Giog),
(Zi:A] — A0),..., (5 A/p — Ap0),
(Zi+1 A1 — Gi.;,.j_)7 R (Zn Ay — Gn)
(ZlIAl—>Gl),...,(ZnZAn—>Gn)

where(Ho- A1 ®... @ Ap) € ¥, Ho = Gj andAj = Wy<k< ply.
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[Back?"]
(Z1:81—G1),...,(Zic1: D1 — Gig),
(Z: Ag_ — A10),..., (% A/p — ApO),
(Zprl : Ai+1 — Gi+1), R, (Zn Ay — Gn)
(ZlZAlﬂGl),...,(ZnSAnHGn)

where C= (Ho-A1®...®Ap) € A, HoO =G andA; \ {C} = Wi<k<phy.

[Syné"]
(Z1:81 - Ga),.., (Zim1 1 Bim1 — Gina),
(Zi,C( ZC19, e ,CrG,Ai — Gi),
(Zi+1:8i41 — Git1),---,(Zn 1 An — Gp)
(Zl:AlﬁGl),...,(Zn:An—>Gn)

wherevVcanc(C1®...0C) e W, a ¢ %, B Zjand8 = {c — B,nc— a}.

[Axiom!'in]
(Z1:81—G1),..., (Zim1: Bl — Gig),
(Zi+l . Ai+1 — Gi+l)7 ey (Zn . An — Gn)
(ZlIA1—>Gl),...7(ZnZAn—>Gn)

where(Ho-1) e W, Ay =0and Ho = G;.

[Axiom?i"]
(Zl A — Gl), cee (zi—l A1 — Gi_l),
(Zit1: Q41— Gig1),- -+, (Zn 1 A — Gp)
(ZlZA1—>G1),...,(ZnZAn—>Gn)

whered; = {(Ho-1)} and Ho = G;.

Lemma 1l (FG< FG'M)  There exists proofs of the sequevitsL < i < n, (Zi : & — Gj) in the system
FG if and only if there exists a proof of the sequénit: Ay — G1)...(Zn : An — Gp) in the system Sl

Proof of FG => FG'".
We prove by induction on the structure oF& proof if vi, 1 <i < nthere exists &G proof of (Z; : & —
Gi) then there exists BG'" proof of (Z1:01 — G1),...,(Zn: Ap — Gp).

Base cas¢Back? + [1]: TheFG proof is as follows:

2. —1
S:Ho-1—-G withHo =G
Then the derivation: ’
i 1lin
(Z - G)[Axmm. ]

is aFG'" proof.
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Base cas¢Back!] +[1]: This case is similar to thilBack? + [1] base case.
Induction case[Synd: The inference at the root of the proof is an instance of 8ya¢ rule:

O
a,2:C46,....G6,A— G
S:A—G
with (Veanc(C1®...®C)) e W,Be Z,a ¢ Zandd = {c— B,nc— a}.
By induction hypothesis, for theG proof tree:

[Syn¢

O
0,2:C10,....C0,A > G

there exists &G'" proof:
D
(@,2:Ci0,....C0,5 > G)

Then the following derivation:
D
(a,2:C46,...,C6,A — G)
(Z:A—G)

is aFG'™" proof.

Induction case[Back?: The inference at the root of the proof is an instance of Baek?| rule:

D]_ Dp
2:A1— A0 ... Z:Ap— A0
S Ho-AI®...QApAL,..., 00 =G with Ho = G.

By induction hypothesis for every< i < nthere is &G'" proof:

S
{SJ j’ieli

(Z:0i — A0)
Let give the followingFG'™ derivationvi, 1 <i < p:
S {(Z: 8k — AD) Ficksp

Dy {Sitje U{(Z: Ak — AO) fick<p

(Z A — Aid),{(z : Ak — Ako)}i<k§p
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Then the derivation:

S,
Dp
Sp—l’ (z Ap — Apo-)

@1<.i§p
(Z:4i = A0) {(Z: A — AD) hcick<p
S {(Z: 8k — AO) brcickep

Dy
(Z:01— A1p), {(Z: Bk — AO) f1<k<p
(Z:01,....0p—G)

is aFG'™" proof.
Induction case[Back!]: This case is similar to thiBack?] case.

O
Proof of FG'" => FG. _ _
We prove by induction on the structure ofF&'™ proof if there exists &G'" proof of (3 : Ay —
G1),...,(Zn: An — Gp) thenVi, 1 <i < nthere exisFG proofs for(Z; : & — G;).

Base caséAxiom?™"]: TheFG'™ proof is as follows:

_  Axiom?in
(Z:Ho—1—>G)[AX'Om' ! withHo =G.
The proof tree:
e
STHo1-G

is aFG proof.
Base cas¢Axiom!'"]:]
This case is similar to th#Axiom?] base case.

Induction case[Back?"]: The inference at the root of the proof is an instance of[Back?™"] rule
(without loss of generality= 1):

D
(Z]_:AS_*)Alc),...,(Zl:A/p*)ApO'),(zz:Az%Gz),...(zn:An*)Gn)
(ZlIA17HO—A1®...®Ap—>G1)7(ZzIAZHGz),...(ZnZAn—?Gn)
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with Ho = G1. By induction hypothesis/j, 1 < j < p, there exists & G proof:

my
i
21 A’j — Ajo
andvi, 2 <i <n, there exists & G proof:
Ui
2i O — G
Then the proof tree:
B S T
20N — Ao 210y — Apo

21 3_,...7A/p—>G1
is aF G proof.

Induction cases[Axiom!'"], [Axiom?!"] and [Back!'"]: The case§Axiom!'"], [Axiom?!"] and[Back!""]
are similar to théBack?™"] induction case.

Induction case[Syné"]: The inference at the root of the proof is an instance of #yad"] rule (without
loss of generality = 1):

D
(21,(1 :Cle,...,C,G,Al — Gl),(ZZ : Az — Gz),...,(zn ZAn — Gn)
(ZJ_:Al—)G]_),...,(Zn:An—>Gn)

with Veanc(C1®...®Cy) € W, B € 1, a € £ andB = {c — B,nc— a}. By induction hypothesis,
there exist/i , 2<i < n, aFG proof:

i

and aF G proof:
U1
21,0:C168,...,G 6,41 — G

Then the proof tree:
Up
Zl,d . Cle, o ,Cre,Al — G1
21,0: 01 — G

is aF G proof.

d

The following definitions and lemmas are technical ones to establish the equivalence be6lBemd
FGY" systems.
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Lemma 2 (FG Restriction Lemma)
If there exists a FG proof then there exists a restricted FG proof.

Proof of the FG restriction.

By (a double) induction on the distance between the closer instance [@ythé rule to the root and the
root, (and the number of instances[8f/n¢ rule which is straight forward), we prove that if there exists a
FG derivation then there exists a restricte@ derivation with the same first and last resolvents.

Base case:An instance of théSynd rule is already at the root.

Induction case: The instance of the rule at the root of the derivation is either an instan{@aok!],
[Back?] or [1] rules. The[l] is trivial. The [Back?| case is only treated, tiBack!] is similar. The
derivation is of the form (without loss of generality: 1):

0
201 —A10...2:0p— A0
>:A—G
with
C = Ho-A®...®Ap €A,
Ho = G,
A\{C} = Wick<plp

By induction hypothesis, there existsF& derivation )’ with an instance of théSyn¢ rule at

the root, the same number of instances of [Bynd rule and the same first and last resolvents as
O. A restrictedFG derivation is obtained by permuting this instance of {8gn¢ rule and the
instance of thgBack?| rule and inserting in the signature of every sequents of the descendants of
(Z: A — A) (Yk,1 < k< p) in the derivation)’ the constant inserted by the instance of the
[Syng rule.

At this stage, we need more intermediate definitions to continue the proof.

Definition 16 (Restricted FG'™ proof) '
A FG™ proof is inrestrictedform if all the instances of thgyné"] rule are at the root of the proof.

Definition 17 (Initial instance) ' . _
The initial instance w.r.t. an instance of tf@yné"] rule is the instance qBack?"”] or [Axiom?'"] rules
which uses for the first time one of the linear clauses introduced biBye"] rule.

Definition 18 (Ordered FG'™ proof) '
A FG™ proof is ordered if the order on the Eigenvariables induced by the instances [8yhé"] rules
is the same as the one induced by their initial instances.
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Lemma 3 (FG'" Restriction Lemmay) _
If there exists a F&' proof then there exists an restricted FfGproof.

Proof of the restriction lemma for FG'™.

By (a double) induction on the distance between the closer instance &ythé"] rule to the root and the
root, (and the number of instances{8fné"] rule which is straight forward), we prove that if there exists
aFG'" derivation then there exists a restricfe@'" derivation with the same first and last resolvents.

Base case:An instance of théSynd"] rule is already at the root.

Induction case: The instance of the rule at the root of the derivation is either an instan@aok!'™"),
[Axiom!'"], [Back?"] or [Axiom?"] rules. The[Back?"] case is only treated, there others are
similar. The derivation is of the form (without loss of generality 1):

g
(ZlZA’l—>A10'),...7(212A/p—>Ap0'),
(ZZAZﬁGZ),,(ZnAn—)Gn)

with C= (Ho-A1®...®Ap) € A, Ho = Gy andA; \ {C} = Wi<k<plp,. By induction hypoth-
esis, there exists BG'" derivation[)’ with an instance of théSyné"] rule at the root, the same
number of instances of th&ynd"] rule and the same first and last resolvent$lasA restricted
FG'" derivation is obtained by permuting this instance of [@ynd"”] rule and the instance of the
[Back?"] rule and inserting in the signature of every sequents of the descendé¥is Af — Aco)
(vk,1 < k < p) in the derivatior)’ the constantr inserted by the instance of tfigyné"] rule.

Lemma 4 (Ordered Lemma) _
If there exists a F&§' proof then there exists a restricted, ordered'B@roof.

Proof of the order lemma for FG'".

By the restriction lemma, for anG'" proof there exists a restricté@G'™ proof. The existential in-
troduction induces a partial order on the Eigenvariables. The order on the initial instances respects this
partial order. Two instances Byné"] rule can be permuted if this permutation respects the partial order.
The order of the initial instances can be chosen as the order of introduction of the Eigenvariablées.

Lemma5 FG'" < FGUN) _
There exists a proof of the sequéit : Ay — G1)...(Zn: Ay — Gp) in the system_Ft’.“u‘ if and only if
there exists a proof of the sequélt : Ay — Gy)...(Zn: Ay — Gp) in the system Fer

Proof of FG'" => FG"". _
We prove by induction on the number of instances of[Bynd"] rule if there exists a restricted, ordered
FG'™ derivation of(# :— G) then there exists BG"" derivation of(# :— G) with the same last resolvent.
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Casel = 0: TheFG'" derivation contains no instance [§yné"] rule so this derivation is alsoRG"
derivation.

Casel > 0: The restricted, orderedG'" derivation is composed of two parts:

e aderivation®_containing only instances of tfiBack!'"], [Axiom!'"], [Back?™"] and[Axiom?"]
rules:
d
(Z,0:0,C46,...,G0—G)

e and a derivatiors containing onlyl instances ofSyné"] rule with the last applied on

Veane(Ci®...9C)eW,0={c—B,nc—a},peIagx: (5)

(5,0:0,Ci6,...,C0— G)
(Z2:A—G)

(#Z~> )

By induction hypothesi®_ contains the initial instance corresponding to the instance o[lsyia‘f”].
It can be an instance of ttBack?™"] or [Axiom?™"] rules. The[Back?"] case is only treated, the
[Axiom?"] case is similar. The derivatiaR is of the form (without loss of generality= 1):

d
R/ (Z,0: A1 UAY — A10),..., (2,01 A UAY — Apo),
(Z,0:0UAN] — Gy),...,(Z,a: AyUAL — Gp)
(Z,0: 81U (Urck<pB ) U{H - A1 ®... @ Ap} — Gy),
(Z,0:0UAN] — Gy),...,(Z,a: AyUAL — Gp)

@/
(%.a:5,Ci0,....C8 > G)
with
Clea cee 7ijleacj+1e7 cee aCre = (&Jl<k§nA/k/) W (LﬂlgkgpAll(”)a
ErJlgkgpAf< AR
Ci0 = Ho-AI®...®A),
Ho = Gs.

The derivation®_ is restricted and ordered theR’ contains only instances of th@ack!""],
[Axiom!'"], [Back?™"] and [Axiom?I"] rules (on non initial instances) then the derivati®h is
also aFGY" derivation.
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Let D" be the same derivation &% without the instanceS8, 1 < k <r anda. Since the derivation
R _is ordered the derivatio®” is still a FG'" derivation. So by induction hypothesis on tR&'"
derivation below formed frorg without the last inference anfl’’:

(Z:01— G1),....(X: 00— Gp)

(z: A.—> G)

(#Z—> )

there is &G4 derivation?”:

(Z:01— G1),....(X: 00— Gp)

(# — )
So the derivation:
ad
R’ (Z,0: 0 UL — A10), ..., (Z,0 1 A UAY — Apo),

(Z’G:AzuAgHGz),...,(z,a AnUAﬁ"Gn)
(Z:A1—G1),...,(Z: 8 — Gp)

@/N

(#Z—> )

with {C16,...,Cj-10,Cj 416, ...,C0} = (W1ckenlf) ¥ (W1<k<ply’) andwsc<pl = Aq in aFGI
derivation.

Proof of FGI" => FG/", _ .
We prove by induction on the number of instances of [Byne+-9"] or [Synd] rules if there exists a
FGY derivation of(# :— G) then there exists BG'" derivation of(# :— G) with the same last resolvent.

Casel =0: TheFG?" derivation contains no instance [&ynet-4"] nor [Synd¥] rule so this derivation
is also aFG'" derivation.

Casel > 0: TheFGY" derivation is composed of two parts:

e aderivation® containing only instances of tfiBack!?"], [Axiom!9"], [Back?"] and[Axiom?"]
rules;

« and a derivatiorD containing onlyl instances ofSyner9"] or [Synd?"] rule;
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and a link inference dSyner9"] or [Synd“"] between® and? applied orivcInc(Cy®...®C;) €
WwithO={c—pB,nc—a},BeZ agz.

The [Synet+9"] case is only treated, tH8ynd“"] case is similar.
The derivationD is of the form (without loss of generalify= 1):

0
R (Z,0:80UAY — A10),..., (2,00 A UAY — Apo),
(Z,0:0UN) — Gy),...,(Z,a: AyUA, — Gp)
(5:A1—G1),...,(2: By — Gy)

Q)/

(# — )
with {C46, ... ,Cj-16,Cj1186, ... ,CnB} = (&J1<k§nA/k/) W (&JlgkgpAf(”), &JlgkgpAf( =14y, Cio=H o
A1 ®...®Ap andHo = G;. The derivation® contains only instances dBack! 4], [Axiom!dI],
[Back?"] and [Axiom®""] so it is also &G derivation. By induction hypothesis on tR&™"
derivation? containingl — 1 instances ofSynct-9] or [Synd?"] rules there exists BG'™ deriva-

tion:
(Z:01—G1),...,(Z: 80— Gp)
Q)” .
(Z:A—G)
s {7
(#Z~> )

Let D" be the same derivation a8’ but for all (¥’ : A" — G') of D"

e if G'is an ancestor dBy, 1 < k < n, thend is added ta\’;
e if G'is an ancestor d&; then(Uy <<, 4y') U {C;0} is added ta\’;
e O is added tc.

Then the derivation:

a
R {(Z,a:A’luA’l”—>A10),...,(Z7a:A’pUA’F;’—>Ap0),
(Z,a:0UAS — Gy),...,(Z,0 : AyUA] — Gp)
(%01 AU (Us<k<p A7) U{Ci8} — Gy),
(Z,a:0UN) — Gy),..., (2,0 : AgUA] — Gp)

Q)/N

(Z,a:A,G46,...,G6— G)
(z:A—G)

s {_
(#Z—> )

is aFG'™ derivation. O
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We have to mention here that this system provides a goal directed approach for the recognition of an
element of a tree language. This kind of operation is not practically possible using the initial grammar
definition which gives a method to produce elements of the language but does not give any strategy to
recognize an element.

The introduction of unification and variable renaming in the syst@f" would also ensure the gener-
ation of the element of the language. This has to be formally proved thanks to a lifting lemma (as it is
done for the SLD resolution of Prolo@i15]). As a consequence, the generation is available in the Prolog
implementation of our system described in the next section.

Concerning the decidability of our approach, it is clear that problems encountered with DCG’s appear
here (mainly due to left recursions and empty transitions). Since Prolog is the underlying framework, the
problems related to its depth left first strategy also occur. Thus, termination of our method depends on
this search strategy.

5 Implementation Issue

This section briefly describes how the implementation can be achieved from the previous inference system.
At this time, a library is able, taking &SG (resp. aPG) as input, to provide, as output, a predicate
phrase_TSG(resp.phr ase_PG which can recognize or generate a term for the defined language from
the axiom. The implementation of the method described along this paper can be divided in two parts: the
translation of the grammar into linear logic formulas (described in Seftipn 3.1) and the implementation
of the proof systenFGY" in Prolog. The following presentation of this implementation is related to
ExampleL.

5.1 Management of signature and linear context

The extension of the signature (i.e. new symbols introduced by existential quantifiers of synchro-
nization) is inspired by the management of essentially universal quantifier (quaptifierthe body of
clauses) ohProlog [1]: only the cardinality of this extension is needed.

The management of linear clauses is meta-programmed by a linear program continuation LPC (i.e. a
set containing the remaining linear clauses introduced by instanc{Sslmﬂer"] or [Synd] which have
to be used later). This technique is inspired by the management of intuitionistic implicatidtraibg

[2,].
5.2 Transformation Function

Back to Examplé€]1, the transformation is illustrated here by the implementation of the Elawbéch
corresponds to the free productiBg.

i(C, f(X Y), Sigmln, SigmaQut, Deltaln, DeltaCut) :-
x(C, X, Sigmaln, Sigmalnter, Deltaln, Deltalnter),
y(C, Y, Sigmalnter, SignaQut, Deltalnter, DeltaCut).

Si gnal n, Si gnal nt er andSi gmaQut represent the cardinality of the extension of the signature.
Del tal n, Del t al nt er andDel t aQut represent the LPC.

5.3 Implementation of the Proof System FGY" in Prolog
The inference rules[Back!] and [Axiom!] are handled by the reduction mechanism of Prolog.
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The inference rules[Back?] and [Axiom? are implemented by a meta-programming of Prolog by the
predicatd i near over the linear program continuation.

| i near (Predicat Synbol, C, Term Signmaln, SignaCut,
[Cj|G plus 1 Cn, C1L. G nminus_1, DeltaQut) :-
Cj = (Head :- Body),
Head =.. [PredicatSynbol, C, Term Sigmaln, SigmQCut,
Cl_Cmbut_G, DeltaCut],
append(Cl_ G mnus_1, § plus_ 1 Cm ClL Cmbut _G),
cal | (Body) .

The linear clauseC _j is meta-interpreted and then discarded from the linear program continuation:
Cl Cmbut g =C1_G _mnus_1wqg _plus_1 Cm(seeappend predicate).
A recursive prolog clause is added for the program continuation traversal.

The inference rules[Sync-9"] and [Synd] are implemented in a similar way as respecti&@gck!]
and[Axiom!] but with an increase of the linear program continuation by the linear clauses introduced by
the synchronization.

The prolog clause below corresponds to the implementatiofpfor the translation of the pack of
production{X = s(X),Y = s(s(Y)) }:

(Ve3ne((VX(x(s(X), €) o =x(X,nc))) @ (VY (Y(S(5(Y)), €) o =y(Y,nC))))).-

X(C, s(X), Sigmaln, SignmaCQut, Deltaln, DeltaCut) :-
NCis Sigmaln + 1,
S = (y(C s(s(Y)), SI, sO D, DO :- y(NC Y, SI, sO D, DO),
X(NC, X, NC, SigmaQut, [Cy|Deltaln], DeltaCut).

The linear clauses(Y = s(s(Y)),0,1) = (VY (y(s(s(Y)),0) o —y(Y, 1))) is implemented byy added to
the linear program continuation.

5.4 Reduction strategy

Due to the leftmost selection rule and the depth-first search strategy of Prolog the reduction strategy is a
left-outermost strategy as shown on the trace below for theggoadhse TSG(f (s(z), s(s(z))),i)

(the clausg y(0, s(s(Y)), SI, SO D, DO :- y(1, Y, SI, SO DI, DO) isde-
notedCy). The first column is the (simplifiell]) prolog trace, the second one contains the linear program
continuation and the third one the term already recognized.

** There is of course a symmetrical clauseyor
™ In the real system, variables are denoted as in Prolog (i.e. of the i®84). For the sake of readability, explicit names have
been introduced and meta-programming arguments have been discarded.



260 Frédéric Saubion and Igor phan

phrase TSGEf(s(z),s(s(z))),i) LPC

1 (0,f(s(2),s(s(2)))) {} (1,0)
x(0,s(2)),y(0,s(s(2))) {+ (X 0), (Y, 0))
x(1,2),y(0,s(s(2))) {Cyp  F(s((X 1)), (Y, 0))
y(0,s(s(2))) {Cyp  f(s(2), (Y, 0))
y(1,2) {3 f(s(2), s(s((Y, 1))))

{3} f(s(2), s(s(2)))

5.5 Practical Use of the System

We can now illustrate the complete use of our system on PG’s Exdinple 2. The user has only to write as
input the following prolog clause:

pg_wth_ trace :-

nane(Fi |l eName, "pg_wth_trace.pl"),

open(Fil eNane, wite, Strean),

sigma_pg(pg(f,[f,g], [
[(F(O) ->2z), (f(s(n)) ->g(s(n))*f(n))],
[(9(0) -> z),(g(s(n)) -> s(g(n)))]
1), Stream,

cl ose(Stream.

in order to provide the description of the PG thanks to the predicadea_pg. The execution of this
clause produces filpg with_trace.pl, containing a predicatphrase pg, which can be loaded and
used for grammar recognition as:

| ?- phrase_pg(s(z)*z,f,[s(0)]).

g*f

s(g)*f

s(z)*f

s(z)*z
yes

| -

This execution shows tha(z) « zbelongs to the PG and how it can be generated from the PG.
The source code of this implementation is available at:

http://www.info.univ-angers.fr/pub/stephan/Research/Downioad.html.

6 Conclusion

In this paper, we describe an implementation scheme for particular types of tree language including spe-
cific control features. The main idea is to provide an uniform framework in order to compute over tree
grammars. As it has been done for word grammars with DCG [2], we propose a transformation method
that allows us to get a set of Prolog Horn clauses from a grammatical definition of a tree language. This
method consists in translating grammar derivation into proof search using a sequent calculus proof system
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based on linear logic. By successive refinements, we get a goal directed procedure implemented in Prolog.
Since such tree languages appear as powerful tools for the schematization of sets of terms to represent
solutions of symbolic computation problems, it seemed necessary to define a method to use these repre-
sentations. Moreover, this approach allows us to embed various formalism into a unique framework, were
computations can include Regular Languad&¥Gand PG.
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