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A vertex partition of a graph into disjoint subsetsVis is said to be aP4-free coloring if each color classVi induces
a subgraph without a chordless path on four vertices (denoted byP4). Examples ofP4-free 2-colorable graphs (also
calledP4-bipartite graphs) include parity graphs and graphs with “few”P4s like P4-reducible andP4-sparse graphs.
We prove that, givenk ≥ 2, P4-FREE k-COLORABILITY is NP-complete even for comparability graphs, and for
P5-free graphs. We then discuss the recognition, perfection and the Strong Perfect Graph Conjecture (SPGC) for
P4-bipartite graphs with specialP4-structure. In particular, we show that the SPGC is true forP4-bipartite graphs with
oneP3-free color class meeting everyP4 at a midpoint.

Keywords: Perfect graph, the Strong Perfect Graph Conjectrue, graph partition, cograph, NP-completeness

1 Introduction
A graphG is perfectif, for each induced subgraphH of G, the chromatic number ofH is equal to the
clique number ofH. Claude Berge introdued perfect graphs and conjectured around 1960’s that a graph is
perfect if and only if it has no induced cycle of odd length at least five or the complement of such a cycle.
Nowadays this conjecture is known as the Strong Perfect Graph Conjecture (SPGC) and is still open. We
refer to [4] for more information on perfect graphs.

A measure of a graph’s imperfection has been considered by Brown and Corneil [8] as follows. Given a
graphG and a positive integerk, a mapπ: V(G)→{1, . . . ,k} is aperfect k-coloringof G if the subgraphs
induced by each color classπ−1(i) is perfect. Thus, a graph is perfect if and only if it is perfect 1-
colorable. Note also that, by the Perfect Graph Theorem [33], a graphG is perfectk-colorable if and
only if its complementG is perfectk-colorable. In this paper we consider a particular example of perfect
colorings. Our discussion is motivated by the fact that the perfection of a graph depends only on the
structure of its induced paths on four vertices (denoted byP4); see [36]. In this sense, graphs with empty
P4-structure (P4-free graphs) form a somewhat based graph class in discussing graph’s perfection; they
are indeed perfect by a result due to Seinsche [38] (see also Jung [31]).
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Now, we call a perfectk-coloring of a graphP4-free k-coloringif the subgraphs of that graph induced by
the color classes areP4-free. Note that theP4 is self-complementary, henceG is P4-freek-colorable if and
only if G is P4-freek-colorable. For general graphs, Brown [6] proved thatP4-FREEk-COLORABILITY is
NP-complete fork≥ 3, and in [1], Achlioptas proved a more general result implying the NP-completeness
of P4-FREE k-COLORABILITY for k ≥ 2. In the next section we shall prove that, for any integerk ≥ 2,
P4-FREE k-COLORABILITY is NP-complete even for (particular) perfect graphs, and forP5-free graphs.
In Section 3 we shall give some examples ofP4-free 2-colorable graphs, which we also callP4-bipartite
graphs. Many well understood classes of perfect graphs consists ofP4-bipartite graphs only. In Sections 4
and 5, perfectP4-bipartite graphs and the SPGC forP4-bipartite graphs with specialP4-structure will be
discussed.

The complement of a graphG is denoted byG. Graphs having no induced subgraphs isomorphic to a
given graphH are calledH-free. If X is a set of vertices inG, G[X] is the subgraph ofG induced byX,
andNG(X) is theneighborhoodof X in G; that is, the set of all vertices outsideX adjacent to some vertex
in X. If the context is clear, we simply writeN(X). The path onm verticesv1, v2, . . . , vm with edges
vivi+1 (1≤ i < m) is denoted byPm = v1v2 · · ·vm. The verticesv1 andvm are theendpointsof that path,
the other vertices are themidpoints. The cycle onm verticesv1, v2, . . . ,vm with edgesvivi+1 (1≤ i < m)
andv1vm is denoted byCm = v1v2 · · ·vm. C2k+1 andC2k+1, k ≥ 2, are also calledodd holes, respectively,
odd antiholes. Graphs without odd holes and odd antiholes are calledBerge graphs.

2 NP-completeness results
We now consider the following problem for fixed positive integerk.

P4-FREE k-COLORABILITY Is a given graph P4-free k-colorable?

We show in this section that, for fixedk ≥ 2, P4-FREE k-COLORABILITY is NP-complete for perfect
graphs. Notice thatP4-free 1-colorability (that is, recognizingP4-free graphs) is solvable in linear time
[14]. We shall reduce the following NP-complete problem ([37], see also [16]) toP4-FREEk-COLORABI-
LITY .

NOT-ALL -EQUAL 3SAT Given a collectionC of clauses over set V of Boolean variables such that each
clause has exactly three literals. Is there a truth assigment for V such that each clause inC has at least
one true literal and at least one false literal?

A comparability graphG is one which admits a transitive orientation~G: If (x,y) and(y,z) are arcs of~G,
then(x,z) is also an arc of~G. It is well known that comparability graphs are perfect. A typical example
of comparability graphs areP4-free graphs, as proved by Jung [31].

Lemma 1 Given a comparability graph G, it is NP-complete to decide whether G is P4-bipartite.

Proof. The problem is clearly in NP. We shall reduce NOT-ALL -EQUAL 3SAT to our problem. Let
C = {C1,C2, . . . ,Cm} be any set of clausesCi = (ci1,ci2,ci3) given as input for NOT-ALL -EQUAL 3SAT,
where the literalscik (1 ≤ i ≤ m,1 ≤ k ≤ 3) are taken from the set of variablesV. We shall construct a
comparability graphG which has a partition into twoP4-free graphs if and only ifC is satisfiable. For
convenience, we call a vertex partition of a graph into twoP4-free graphs agood partitionof that graph.
For each variablev∈V let G(v,v) be the graph shown in Figure 1 (left).

Observation 1 G(v,v) has a good partition. Every good partition of G(v,v) must contain the labelled
vertex v in one part and the labelled vertexv in the other part.✸
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For each clauseCi , let G(Ci) be the graph shown in Figure 1 (right).

Observation 2 G(Ci) has a good partition. Every good partition of G(Ci) must contain two of the labelled
vertices ci1,ci2,ci3 in one part and the other labelled vertex in the other part. Moreover, every partition of
{ci1,ci2,ci3} into two non-empty subsets can be extended to a good partition of G(Ci). ✸
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Fig. 1: The graphsG(v,v) (left) andG(Ci) (right)

The proofs of the observations will follow by inspection, hence are omitted. We now create the graph
G = G(C ) from the graphsG(v,v) (v∈V) and the graphsG(Ci) (1≤ i ≤ m) as follows: For eachv∈V
and each 1≤ i ≤ m, connect the vertexx ∈ {v,v} in G(v,v) with the vertexcik in G(Ci) by an edge if,
and only if,x is the literalcik in the clauseCi . Thus, inG, everycik (1≤ k≤ 3) has exactly one neighbor
outsideG(Ci) which is one of the labelled verticesv,v in a graphG(v,v) (with cik ∈ {v,v} in the given
NOT-ALL -EQUAL 3SAT instance).

Suppose thatG has a good partition into twoP4-free graphsA andB. Then it is easy to see that, for all
v∈V, if x∈ {v,v} is adjacent tocik, thenx andcik are in different partsA,B. We define a truth assigment
for NOT-ALL -EQUAL 3SAT as follows:

v is true if and only if the labelled vertexv in G(v,v) belongs toA.

By Observation 1, this assignment is well-defined. By Observation 2, it is clear that each clauseCi has at
least one but not all true literals.

Conversely, suppose that there is a truth assigment satisfying NOT-ALL -EQUAL 3SAT. Then letA(v,v),
B(v,v) be a good partition ofG(v,v) such thatA(v,v) contains the true vertex in{v,v} andB(v,v) contains
the false vertex of them. Such a good partition exists by Observation 1. LetAi , Bi be a good partition of
G(Ci) such thatAi contains the false literals vertices in{ci1,ci2,ci3} andBi contains the true vertices of
them. Such a good partition exists by Observation 2, and the fact that everyCi has at least one but not all
true literals. Set

A =
⋃

v∈V

A(v,v)∪
⋃

1≤i≤m

Ai , B =
⋃

v∈V

B(v,v)∪
⋃

1≤i≤m

Bi .

Clearly,V(G) = A∪B. Now, eachA(v,v) and eachAi is a P4-free graph, and no edge exists between
two parts of theA(v,v)’s andAi ’s, henceA is aP4-free subgraph ofG. similarly, B is P4-free. Thus,G is
P4-bipartite.

To complete the proof, note that eachG(v,v) and eachG(Ci) admits a transitive orientation such that
the labelled verticesv,v are sinks and the labelled verticesci1,ci2,ci3 are sources. To obtain a transitive
orientation ofG, direct the edgesxy, x ∈ {v,v} andy ∈ {ci1,ci2,ci3} with x = y in the given instance of
NOT-ALL -EQUAL 3SAT, from y to x. ✷
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Theorem 1 Given a comparability graph G and an integer k≥ 2, it is NP-complete to decide whether G
is P4-free k-colorable.

Proof. The casek = 2 is settled by Lemma 1. We shall make use of a construction for vertex-critical
P4-free k-colorable graphs in [7] to reduce the casek = 2 to the casek ≥ 3. Let H be a comparability
graph, and letG be the graph obtained from an inducedP4 by substituting three (arbitrary) vertices by the
graphH. ThenG is clearly a comparability graph, and it can easily be seen thatG is P4-freek-colorable
if and only if H is P4-free(k−1)-colorable. ✷

We shall remark that Brown [6] and Achlioptas [1] showed the NP-completeness ofP4-FREEk-COLOR-
ABILITY for fixedk≥ 3 by reducingk-COLORABILITY to P4-FREEk-COLORABILITY . Sincek-COLOR-
ABILITY can be decided in polynomial time when considering perfect graphs (see [17]), Brown’s and
Achlioptas’s reduction cannot be used in proving NP-completeness ofP4-FREE k-COLORABILITY for
perfect graphs.

Since a graph isP4-free k-colorable if and only if its complement is,P4-FREE k-COLORABILITY is
NP-complete for cocomparability graphs as well. Graphs which are both comparability graphs and co-
comparability graphs are calledpermutation graphs. We do not know the complexity ofP4-FREE CO-
LORABILITY on permutation graphs.

Problem 1 Find a polynomial time algorithm for solving P4-FREE k-COLORABILITY on permutation
graphs, or prove that the problem is NP-complete for the class of permutation graphs.

Notice that, using the construction mentioned in the proof of Theorem 1, one can show that for every fixed
k≥ 1 there areP4-freek-colorable permutation graphs which are notP4-free(k−1)-colorable.

We now are going to show thatP4-FREEk-COLORABILITY is NP-complete for(C4,C5)-free graphs. As
a consequence,P4-FREE k-COLORABILITY is also NP-complete forP5-free graphs. This is best possible
in the sense that the problem is trivial forP4-free graphs.

Lemma 2 Given a(C4,C5)-free graph G, it is NP-complete to decide whether G is P4-bipartite.

Proof. We shall reduce NOT-ALL -EQUAL 4SAT to our problem (the NP-completeness of NOT-ALL -
EQUAL 4SAT follows easily from that of NOT-ALL -EQUAL 3SAT). Let C = {C1,C2, . . . ,Cm} be any
set of clausesCi = (ci1,ci2,ci3,ci4) given as input for NOT-ALL -EQUAL 4SAT, where the literalscik

(1≤ i ≤ m,1≤ k≤ 4) are taken from the set of variablesV. We may assume that,

for everyv∈V, no clauseCi contains bothv andv. (1)

We now construct a(C4,C5)-free graphG which has a partition into twoP4-free graphs if and only ifC
is satisfiable. For each variablev ∈ V let G(v,v) be the graph shown in Figure 2 (left). For each clause
Ci , let G(Ci) be theP4 shown in Figure 2 (right). We create the graphG = G(C ) from the graphsG(v,v)
(v ∈ V) and the graphsG(Ci) (1 ≤ i ≤ m) as follows: For eachv ∈ V and each 1≤ i ≤ m, connect the
vertexx∈ {v,v} in G(v,v) with the vertexcik in G(Ci) by an edge if, and only if,x is the literalcik in the
clauseCi . Clearly, the construction and assumption (1) guarantee thatG cannot contain an inducedC4 or
C5.

Now, we can show, similar to Lemma 1, thatG is P4-bipartite if and only ifC is satisfiable. ✷

Theorem 2 Given a(C4,C5)-free graph G and an integer k≥ 2, it is NP-complete to decide whether G is
P4-free k-colorable.
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Fig. 2: The graphsG(v,v) (left) andG(Ci) (right)

Proof. The casek = 2 is settled by Lemma 2. Letk≥ 3. LetH be a(C4,C5)-free graph. Construct a graph
G as follows: Takek+2 disjoint copiesG1, . . . ,Gk+2 of H andk+2 new verticesv1, . . . ,vk+2, and connect
every pairvi ,v j (1≤ i 6= j ≤ k+2) by an edge and connect every vertex inGi with vi (1≤ i ≤ k+2) by
an edge. Clearly,G is also(C4,C5)-free.

Suppose thatH is P4-freek-colorable. ThenG is P4-free(k+1)-colorable by coloring the verticesvi ’s
with one new color.

Suppose, conversely, thatG is P4-free(k+1)-colorable. ThenH is P4-freek-colorable. If not, consider
two distinct verticesvi ,v j ∈ {v1, . . . ,vk+2} with the same colorc in aP4-free(k+1)-coloring ofG. Since
H is notP4-freek-colorable, the colorc must appear in every copy ofH. Say, for somei 6= j, x∈ Gi and
y∈ G j are colored byc. But thenxviv jy is a monochromaticP4 in G, a contradiction. Thus,H must be
P4-freek-colorable, as claimed. ✷

SinceC4-free graphs areP5-free, Theorem 2 implies thatP4-FREE k-COLORABILITY is NP-complete
for P5-free graphs, and, by considering complementation, forP5-free graphs as well. This is best possible
in the sense thatP4-FREE k-COLORABILITY is trivial for P4-free graphs.

Also, Theorem 2 implies thatP4-FREE k-COLORABILITY is NP-complete for(C5,C4)-free graphs as
well. Notice that graphs which are both(C5,C4)-free and(C5,C4)-free, i.e., split graphs, areP4-free
2-colorable.

3 Examples of P4-bipartite graphs
P4-bipartite graphs generalize in a very natural way the well understood bipartite graphs, split graphs and
cographs. Below we are going to list other well structured (perfect) graph classes that containP4-bipartite
graphs only. See [5] for a survey on these and related graph classes.

PROPER INTERVAL GRAPHS. Interval graphs without inducedK1,3 are called proper interval graphs.
In [2], it was shown that every proper interval graph can be partitioned into twoP3-free subgraphs. In
particular, proper interval graphs areP4-bipartite. Notice that, for everyk, there exists an interval graph
that isP4-freek-colorable, but notP4-free(k−1)-colorable.

DISTANCE-HEREDITARY AND PARITY GRAPHS. Distance-hereditary graphs are those graphs in which
for all verticesu,v, all induced paths connectingu andv have equal length [24]. In [9], Burlet and Uhry
introduced the bigger class of parity graphs; these graphs are defined by the condition that all induced
paths connectingu andv have equal parity. LetG be a parity graph, and letv be a vertex inG. In [9,
Lemma 4] (see also [35]) it was shown that, for eachi, the setNi(v) of vertices at distance exactlyi from
v induces aP4-free subgraph inG. Thus,

⋃
N2i(v) and

⋃
N2i+1(v) is aP4-free bipartition ofG. We thank

Stephan Olariu and Luitpold Babel for their hint to this fact on parity graphs.
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In order to give other well known classes that consist ofP4-bipartite graphs only we need the term
of p-connectedness introduced by Jamison and Olariu [30]. A graph is calledp-connectedif, for every
partition of its vertex set into two nonempty, disjoint subsets, there is an inducedP4 with vertices in both
parts. Ap-componentof a graph is a maximalp-connected subgraph of that graph. Clearly, a graph is a
P4-bipartite graph if and only if each of itsp-components is aP4-bipartite graph.

P4-REDUCIBLE AND P4-SPARSE GRAPHS. P4-reducible graphs are those graphs in which each vertex
belongs to at most one inducedP4 [26]. In [20], Hoàng introduced the bigger class ofP4-sparse graphs;
these are defined by the condition that each set of at most five vertices induces at most oneP4. It was
shown in [29] that everyp-component of aP4-sparse graph is a split graph. Since split graphs areP4-
bipartite, allP4-sparse graphs areP4-bipartite.

P4-EXTENDIBLE AND P4-LITE GRAPHS. P4-extendible graphs [28] are those graphs in which eachp-
component has at most five vertices.P4-lite graphs [27] are those graphs in which every induced subgraph
with at most six vertices either has at most twoP4s or is a (special) split graph. It was shown in [3] that
every p-component of aP4-lite graph is a split graph or has at most six vertices. Notice that all graphs
with at most six vertices areP4-bipartite, henceP4-lite andP4-extendible graphs areP4-bipartite.

COGRAPH CONTRACTIONS. In [25] Hujter and Tuza introduced the graphs calledcograph contrac-
tions. These are graphs obtained from a cograph by contracting some pairwise disjoint stable sets and
then making the ‘contracted vertices’ pairwise adjacent. It was shown in [32] that a graph is a cograph
contraction if and only if it admits a clique meeting eachP4 in a midpint and eachP5 in both endpoints of
theP5. In particular, cograph contractions areP4-bipartite graphs.

Notice that the complements of the graphs mentioned above are alsoP4-bipartite graphs.

4 Which P4-bipartite graphs are perfect?
Let G be a graph whose vertices are colored red and white (each vertex receives only one color). AP4

abcdof G is said to be of type

1 (or RRRR) ifa,b,c,d are red,

2 (or WRRR) if a is white andb,c,d are red,

3 (or RWRR) if a,c,d are red andb is white,

4 (or RRWW) if a,b are red andc,d are white,

5 (or RWRW) if a,c are red andb,d are white,

6 (or RWWR) if a,d are red andb,c are white,

7 (or WRRW) if a,d are white andb,c are red,

8 (or RWWW) if a is red andb,c,d are white,

9 (or WRWW) if a,c,d are white andb is red,

10 (or WWWW) if a,b,c,d are white.
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Clearly,G is P4-bipartite if and only if its vertices can be colored red and white in such a way that noP4

is of type 1 or 10. We also writeG= (R,W,E) for P4-bipartite graphG= (V,E) with partitionV = R∪W
such thatG[R] andG[W] areP4-free subgraphs inG.

For non-empty subsetS⊆ {2,3, . . . ,9}, we call a graphG aS-graphif the vertices ofG can be colored
red and white such that everyP4 of G is of typet ∈ S. ThusS-graphs areP4-bipartite. Bipartite graphs
(respectively, complements of bipartite graphs) are, for instance,{5}-graphs (respectively,{4}-graphs).

Many classes of perfectP4-bipartite graphs have been described in terms of types ofP4s. In [21],
Hoàng proved that “oddP4-bipartite graphs” are perfect; here theP4-bipartite graphG = (R,W,E) is
odd if every P4 of G has odd number of vertices inR (hence inW). Thus, oddP4-bipartite graphs are
exactly the{2,3,8,9}-graphs. Chv́atal, Lenhart and Sbihi [13, Theorem 2], and independently Gurvich
[19] extended oddP4-bipartite graphs to a larger class of perfectP4-bipartite graphs; they proved that
all {2,3,4,5,8,9}-graphs are perfect. These results and more related results in [12, 13] motivate the
following question:

What are the maximal subsetsS⊂ {2,3, . . . ,9} with the property that allS-graphs
are perfect?

We shall point out that the complete answer to this question already follows by the results in [12, 13].

Theorem 3 Let S be a maximal subset of{2,3, . . . ,9} such that all S-graphs are perfect. Then S is exactly
one of the follwing sets: S1 = {4,5,6,7},S2 = {2,3,4,5,8,9},S3 = {3,4,5,6,8}, and S4 = {2,4,5,7,9}.

Proof. First, color the odd holeC9 in the way RRWRRWRRW. Then everyP4 of thisC9 is of type 3 or
7, and everyP4 of the complement of thisC9 is of type 2 or 6. Second, color the odd holeC9 in the way
WWRWWRWWR. Then everyP4 of thisC9 is of type 6 or 9, and everyP4 of the complement of thisC9

is of type 7 or 8. Therefore, as odd holes and odd antiholes are imperfect,

none of{3,7},{2,6},{6,9} and{7,8} is a subset ofS.

Now, it is straightforward to show thatSmust be contained in one of the setsS1,S2,S3, or S4.
Finally, all S1-graphs are perfect [12], allS2-graphs are perfect [13, Theorem 2] (see also [19]), all

S3-graphs and allS4-graphs are perfect [13, Theorem 6]. ✷

We now turn to the recognition problem forP4-bipartite graphs addressed in Theorem 3. Given a graph
G, we consider the system of linear equations

w+x+y+z= 2 (w,x,y,z induce aP4 in G).

It is easy to see theG is aS1-graph if and only if this system of linear equations has a 0/1-solution. Thus,
S1-graphs can be recognized in polynomial time. Also,S3-graphs can be recognized in polynomial time;
the task reduces to the 2SAT problem as follows.

For eachP4 wxyzin G, let (x∨y)∧ (w∨z) be a Boolean formula.

The 2SAT formula forG is the product of such all formulas corresponding to theP4s in G. Now, if G is a
S3-graph with aP4-free coloringV(G) = R∪W, then the truth assigmentv := true⇔ v∈W satisfies our
2SAT formula. If, conversely, our 2SAT formula is satisfied, thenW := {v : v is true},R := {v : v is false}
is aP4-free 2-coloring ofG such that everyP4 of G is of typet ∈ S3. Since a graph is aS4-graph if and
only if its complement is aS3-graph,S4-graphs can be recognized in polynomial time, too.

The recognition problem ofS2-graphs remains open; see also [10].
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Problem 2 Given a graph G. Can you find in polynomial time a P4-free2-coloring of G such that every
P4 of G is of type t∈ S2, or prove that such a coloring does not exist?

We remark that it can be shown that Problem 2 is NP-complete ifS2 is replaced byS2∪{6}, or replaced
by S2∪{7}.

5 P4-bipartite graphs and the SPGC
The results in [21, 13, 19] mentioned in previous section will be implied by the truth of the following

Conjecture 1 The SPGC is true for P4-bipatite graphs.

Conjecture 1 has been proved for some particular cases. The following theorem is a consequence of
previously known results (see also [23]). It proves Conjecture 1 forP4-free graphs with one color class
being a stable set or a clique.

Theorem 4 Let G have a stable set(or a clique) T such that T meets every P4 of G. If G has no odd hole
(respectively, no odd antihole), then G is perfect. ✷

Also, in [23], Conjecture 1 is proved forP4-bipartite graphs with one color class inducing a(P4,C4,C4)-
free graph and meeting everyP4 in certain way as follows:

Theorem 5 Let G have a subset T⊆V(G) such that

(i) T induces a threshold graph,

(ii) T meets every P4 in an endpoint, or meets every P4 in a midpoint.

If G is Berge, then G is perfect. ✷

Therorem 4 suggests the following weaker conjecture forP4-bipartite graphs with one color class consist-
ing of vertex-disjoint cliques.

Conjecture 2 The SPGC is true for P4-bipatite graphs with one P3-free color class.

The main result of this section is the following theorem which is related to Therorem 5 and proves Con-
jecture 2 for the case when theP3-free color class meets theP4s in a certain way.

Theorem 6 Let G have a subset T⊆V(G) such that

(i) T induces a P3-free graph,

(ii) T meets every P4 in an endpoint, or meets every P4 in a midpoint.

If G is Berge, then G is perfect.

The proof of Theorem 6 relies on several known results onP4-free graphs and minimal imperfect graphs.
First, Seinsche [38] proved that

aP4-free graph or its complement is disconnected. (2)

Two verticesx,y aretwins if, for all other verticesz, z is adjacent tox if and only if z is adjacent toy. The
next property ofP4-free graphs is well known and can be derived from (2).

EveryP4-free graph with at least two vertices has a pair of twins. (3)
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A graph isminimal imperfectif it is not perfect but each of its proper induced subgraphs is. The well
known Perfect Graph Theorem due to Lovász implies that

the complement of a minimal imperfect graph is also minimal imperfect. (4)

Two (nonadjacent) verticesx andy form aneven-pairif every induced path connectingx to y has even
length. Meyniel [34] showed that

no minimal imperfect graph has an even-pair. (5)

In particular, no minimal imperfect graph has atwo-pair which is a pair of verticesx,y such that every
induced path connectingx to y has exactly two edges.

A cutsetSof G is called astar-cutset, respectively, astable-cutset, respectively, acomplete multipartite-
cutsetif G[S] has a universal vertex, respectively, has no edge, respectively, is a complete multipartite
graph (a complete multipartite graph is one whose vertex set can be partitioned into stable setsS1, . . . ,Sm

such that, fori 6= j, every vertex inSi is adjacent to every vertex inSj ). Chv́atal [11] showed that

no minimal imperfect graph has a star-cutset. (6)

In particular,

no minimal imperfect graph has a clique-cutset, (7)

and
in a minimal imperfect graph, no vertex dominates another vertex. (8)

Here, the vertexx dominatesthe vertexy if N(y) ⊆ N(x)∪ x. The next property of minimal imperfect
graphs was found by Tucker [39] saying that

no minimal imperfect graph has a stable-cutset, unless it is is an odd hole. (9)

Finally, Cornúejols and Reed [15] showed that

no minimal imperfect graph has a complete multipartite-cutset. (10)

Proof of Theorem 6. Suppose thatT meets everyP4 in an endpoint. Color the verices inT with color
red and vertices outsideT with color white. ThenG has onlyP4s of types 3, 4, 5, 6, or 8. In particular,G
is anS3-graph, hence perfect (see Theorem 3).

Let us consider the case whenT meets everyP4 in a midpoint, and assume thatG is a minimal imperfect
Berge graph. Further, we may assume that

G−T is disconnected.

Otherwise, by (2),G−T is disconnected and soT would be a stable-cutset or a complete multipartite-
cutset ofG, contradicting (4) and (9) or (10). In particular, by (7),

T consists ofm≥ 2 vertex-disjoint cliques.
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For convenience, we call aP4 bad if its both midpoints are outsideT. By our hypothesis, noP4 in G is
bad.

CASE 1. G−T has two adjacent twins x,y.
In this case, we claim that

x,y form an even-pair inG.

To see this, consider an induced pathP = xx1 · · ·xky, k ≥ 2, in G connectingx andy. As x,y are twins in
G−T, x1 must belong toT. Furthermore,

P has no edge inG[T].

For if P has an edge inG[T], then, sinceG[T] is a complete multipartite graph andx1 ∈ T, this edge must
bex1x2, andP is theP4 xx1x2y. But thenx1yxx2 is a badP4 in G, a contradiction.

P has no edge inG−T.

Otherwise, leti be minimal such thatxixi+1 is an edge inG−T. Note thati > 1. Setx0 := x. Then
xi−1 ∈ T andxi−2 ∈ G−T. But thenxi−1xi+1xi−2xi is a badP4 in G, a contradiction.

Thus,P has even number of edges, as claimed. This contradicts (4) and (5), and Case 1 is settled.

CASE 2. G−T has no adjacent twins.
Write G[T] = C1∪C2∪·· ·∪Cm with vertex-disjoint cliquesC1,C2, . . . ,Cm. Recall thatm≥ 2.

Observation 3 For all cliques C= Ci , 1≤ i ≤ m, and all component H of G−T, if N(C)∩H 6= /0, then
H ⊆ N(C).

Proof of Observation 3 Assume the contrary, and letH be a component ofG−T and letC be a clique
of T such thatN(C)∩H 6= /0 andH −N(C) 6= /0. Let x∈ N(C)∩H having a neighbory in H −N(C), and
let v∈C be a neighbor ofx.

By (8), there exists a vertexz adjacent toy but not tox. z∈ N(C)∩H, otherwisezyxvwould be a bad
P4. The same argument shows thatx andz have the same neighbors inC. Moereover,

for all u∈ T −C, if u is adjacent toy, thenu is adjacent to bothx andz. (11)

(Elseuyxvor uyzvwould be a badP4), and

for all u∈ T, u is adjacent tox if and only if u is adjacent toz. (12)

This is clear foru ∈ C. Supposeu ∈ T −C is adjacent tox but not toz, then (11) implies thatu is
nonadjacent toy and souxyzis a badP4, a contradiction. The case whenu is adjacent toz but notx can
be settled in a similar manner. Thus, (12) holds.

We now show thatx,z form a two-pair. LetP = xx1x2 · · ·xkz be a chordless path connectingx andz,
and assume thatk≥ 2. By (12),x1 ∈ H, hencex1 is adjacent toy (becauseH is P4-free). x2 also belongs
to H, otherwise, by (11),x2 andy are nonadjacent and, by (12),x2 andzare nonadjacent. But thenx2x1yz
is a badP4.

Thus,x1,x2 ∈H. But thenx3x2x1x (or zx2x1x if k= 2) is a badP4. This contradiction proves Observation
3.✸
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By (9) andm≥ 2, G−T has a nontrivial componentH. By (3),H has twinsx,y which are nonadjacent
by the hypothesis in this case. Write

N = NH(x) = NH(y), R= H −N−{x,y}.

SinceH is connected,N is nonempty.

Observation 4 For all vertices v∈ T, if v is adjacent to x or y but not both, then v is adjacent to all
vertices in N.

Proof of Observation 4 Otherwise, there would be a badP4.✸
By (8), there exists a vertexx′ adjacent tox but nonadjacent toy, and a vertexy′ adjacent toy but

nonadjacent tox. As x,y are twins inG−T, x′ andy′ belong toT.

Observation 5 Such vertices x′ and y′ can be chosen in different cliques Ci , Cj .

Proof of Observation 5 Assume that there are verticesa,b in a cliqueC of T such thata is adjacent to
x but not toy, andb is adjacent toy but not tox. As C is not a clique-cutset ofG (see (7)), some vertex
of H has a neighbor in another cliqueC′ 6= C of T. By Observation 3,x has a neighborc∈C′. c cannot
be adjacent toy, otherwisecxabycwould be aC5, contradicting the minimality ofG. Now, Observation 5
follows by settingCi = C′, Cj = C, x′ = c, andy′ = b.✸

From now on, letx′ ∈Ci , y′ ∈Cj with i 6= j. By Observation 4,x′ andy′ are adjacent to all vertices in
N.

Observation 6 For all C ∈ {C1,C2, . . . ,Cm}, C 6= Ci or C 6= Cj , and for all z∈ N, NC(x) ⊆ NC(z) and
NC(y) ⊆ NC(z).

Proof of Observation 6 If there is a vertexv∈ NC(x)−NC(z), then, by Observation 4,v must be adjacent
to y. But thenvyzx′ (if C 6= Ci) or vxzy′ (if C 6= Cj ) is a badP4. Thus,NC(x) ⊆ NC(z). By symmetry,
NC(y) ⊆ NC(z). ✸

Observation 7 N cannot have a vertex z∗ that is adjacent to all vertices in N−z∗.

Proof of Observation 7 Such a vertexz∗ would dominatex (contradicting (8)): Ifv is a neighbor ofx in
T, andv∈C for a cliqueC∈ {C1,C2, . . . ,Cm}, then, asCi andCj are different cliques,C 6= Ci or C 6= Cj ,
hence, by Observation 6,v must be adjacent toz∗. ✸

By Observation 7, there exist two nonadjacent verticesz1,z2 in N. We are going to show thatz1,z2 form
a two-pair. This contradiction to (5) settles Case 2.

Consider an induced pathP = z1t1t2 · · · tkz2 in G, and assume thatk≥ 2. Then

t1 must belong toN.

For, if t1 ∈ R, thent1z1xz2 would be a badP4; if t1 ∈C, sayC 6= Cj , thent1z1xz2 (if t1 is not adjacent tox)
or t1xz2y′ (if t1 is adjacent tox) is a badP4, a contradiction. The caset1 ∈Cj is similar. Now,

t2 must belong toT,

otherwise,z1t1t2t3 would be a badP4 (set tk+1 := z2). Thus, t2 ∈ C for a cliqueC of T, sayC 6= Cj .
Moreover,

t2 is adjacent tox andy,
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otherwise,t2z2xz1 or t2z2yz1 (if t2 andz2 are adjacent), ort2t1xz2 or t2t1yz2 (if t2 andz2 are nonadjacent)
would be a badP4, a contradiction.

But thent2xz1y′ is a badP4. The caset2 ∈Cj is similar. Thus, there is no induced path of length> 2
connectingx andy, and sox,y form a two-pair. The proof of Theorem 6 is complete. ✷

The class of perfect graphs described in Theorem 6 contains allP4-free graphs, split graphs, cograph
contractions, complements of cograph contractions, stronglyP4-stable graphs, complements of strongly
P4-stable graphs ([23]), bipartite graphs, and complements of bipartite graphs. In particular, this new
class is not contained in BIP∗ ([11]), not in the class of strict-quasi parity graphs ([34]). We do not know
whether there is a perfect graph described in Theorem 6 that is not quasi-parity ([34]). Also, we shall
remark that these new perfectP4-bipartite graphs do not belong to any class of the classes ofSi-graphs,
i = 1, . . . ,4, described in Theorem 3. This can be seen as follows. LetG be the graph obtained from the
C6 by subdividing the three edges not belonging to a triangle (thusG has nine vertices). ThenG satisfies
the conditions of Theorem 6 withT consisting of the two disjoint triangles, butG is not anSi-graph, for
any i = 1, . . . ,4.

To conclude the paper, we remark that Fonlupt (see [22]) conjectures that no minimal imperfect Berge
graph contains a cutset that induces aP3-free graph. Clearly, Conjecture 2 is implied by Fonlupt’s conjec-
ture together with (2) and (10).
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versiẗat München, (1997),

[4] C. Berge, V. Chv́atal,Topics on Perfect Graphs, North-Holland, Amsterdam, 1984
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