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In this paper, we consider the problem of scheduling independent parallel tasks in parallel systems with identical
processors. The problem is NP-hard, since it includes the bin packing problem as a special case when all tasks have
unit execution time. We propose and analyze a simple approximation algorithm called✁✄✂ , where ☎ is a positive
integer. Algorithm✁✄✂ has a moderate asymptotic worst-case performance ratio in the range✆✞✝✠✟✡☞☛✌☛ ✝✎✍ ✡✍✑✏ ✒

for all ☎✔✓✖✕ ;
but the algorithm has a small asymptotic worst-case performance ratio in the range✆✗✝✙✘✚✝✜✛✣✢✥✤✠✘✚✝✜✦ ☛✞☛ ✝✙✘✚✝✜✛✜✤ ✒ , when task
sizes do not exceed✝✜✛✜✤ of the total available processors, where✤★✧✩✝ is an integer. Furthermore, we show that if the
task sizes are independent, identically distributed (i.i.d.) uniform random variables, and task execution times are i.i.d.
random variables with finite mean and variance, then the average-case performance ratio of algorithm✁✪✂ is no larger
than 1.2898680..., and for an exponential distribution of task sizes, it does not exceed 1.2898305.... As demonstrated
by our analytical as well as numerical results, the average-case performance ratio improves significantly when tasks
request for smaller numbers of processors.

Keywords: approximation algorithm, average-case performance ratio, parallel task scheduling, probabilistic analy-
sis, worst-case performance ratio

1 Introduction
In this paper, we consider the problem of scheduling independent parallel tasks in parallel systems with
identical processors. Assume that we are given a list of✫ tasks ✬✮✭✰✯✲✱✴✳✶✵✷✱✹✸✶✵✻✺✼✺✽✺✼✵✾✱✹✿❁❀ . Each task✱✹❂
is specified by its execution time❃✻❂ , and its size❄☞❂ , i.e., ✱✹❂ requires❄☞❂ processors to execute. There
are ❅ identical processors, and any❄☞❂ processors can be allocated to✱✹❂ . Once ✱✹❂ starts to execute, it
runs without interruption until it completes. Tasks in✬ are mutually independent, that is, there is no
precedence constraint nor data communication among the✫ tasks. The problem addressed here is to find
a nonpreemptive schedule of✬ such that its makespan (i.e., the total execution time of the✫ tasks) is
minimized.

The problem is NP-hard, since it includes the bin packing problem as a special case when all tasks
have unit execution time. Therefore, one practical way to solve this problem is to design and analyze
approximation algorithms that produce near optimal solutions. Let❆❇✯❈✬❉❀ be the makespan of the schedule❊
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generated by an algorithm❆ for ✬ , and ●■❍❑❏▲✯✑✬✄❀ be the makespan of an optimal schedule of✬ . The
quantity ▼❖◆P ✭❘◗✼❙✽❚❯❲❱ ◆❨❳ ❩✷❬❁❭❪❴❫✠❵❴❛✽❜❁❝✑❞ ❯■❡ ❆❇✯✑✬✄❀●■❍❑❏▲✯✑✬✄❀✶❢❤❣
is called theasymptotic worst-case performance ratio of algorithm ❆ . If there exist two constants✐ and ❥
such that for all✬ , ❆❇✯✑✬✄❀✪❦❧✐♥♠♦●■❍❉❏▲✯✑✬❉❀❲♣q❥✴❃✎r , where❃✎rs✭t❚✈✉✶✇①✳③②④❂✑②④✿❴✯✑❃✻❂⑤❀ is the longest execution time
of the ✫ tasks, then

▼ ◆P ❦⑥✐ , and ✐ is called anasymptotic worst-case performance bound of algorithm❆ . Moreover, if for any small⑦❤⑧❨⑨ and all large⑩❶⑧❧⑨ , there exists a list✬ , such that●■❍❑❏▲✯❈✬❉❀✄❷❸⑩ , and❆❇✯✑✬✄❀✪❷❹✯✑✐✖❺❻⑦③❀❼●■❍❑❏▲✯✑✬✄❀ , then the bound✐ is called tight, i.e.,

▼ ◆P ✭❽✐ . When task sizes and execution
times are random variables, both❆❇✯✑✬✄❀ and ●■❍❉❏▲✯✑✬❉❀ become random variables, and❾▼❖◆P ✭❿◗✼❙✽❚✿ ❱ ◆ ❳➁➀ ✯✑❆➂✯✑✬✄❀✾❀➀ ✯⑤●■❍❉❏❖✯✑✬✄❀✾❀➃❣
is called theasymptotic average-case performance ratio of algorithm ❆ , where ➀ ✯➄♠✗❀ stands for the ex-
pectation of a random variable. Of course,

❾▼ ◆P depends on the probability distributions of task sizes and
execution times. If there exists a constant➅ such that for all✬ , ➀ ✯❈❆❇✯✑✬✄❀✾❀★❦➆➅➇♠ ➀ ✯⑤●■❍❉❏■✯❈✬❉❀✷❀ as ✫✖➈➊➉ ,
then

❾▼ ◆P ❦➋➅ , and➅ is called anasymptotic average-case performance bound of algorithm ❆ .
We notice that our scheduling problem defined above looks similar to but is quite different from the two

dimensional rectangle packing problem [1, 2, 7, 9], where each task✱ ❂ is treated as a rectangle with width❄ ❂ and height❃ ❂ . The rectangle packing model implies that processors should be allocated in contiguous
groups. That is, the❅ processors have indices 1, 2, 3, ...,❅ , and task✱ ❂ must be allocate❄ ❂ processors
with indices➌ , ➌s♣❨➍ , ..., ➌★♣➎❄ ❂ ❺❧➍ for some➌ . Such a scheduling problem arises in parallel systems like
linear arrays. The rectangle packing problem has been extensively studied, where a complicated algorithm
with asymptotic worst-case performance ratio as low as 1.25 has been found [1]. However, contiguous
processor allocation is not required in our model, where any❄☞❂ processors can be allocated to✱✹❂ . Our
problem could be regarded as a resource constraint scheduling problem [3, 6], where the resource is a
set of processors. It has applications in parallel computing systems such as symmetric shared memory
multiprocessors and distributed computing systems such as bus-connected networks of workstations. In
these systems, a processor allocation mechanism is independent of the topology of an interconnection
network. Another related problem is scheduling malleable tasks which has also been investigated in the
literature [8, 10]. In that problem, each task requests for several possible numbers of processors, i.e., a
task has adjustable size, and for each size, an execution time is also specified. The problem has several
variations depending on different ways in which the execution time of a task changes with the number of
processors allocated to it, and the performance measures to be optimized (e.g., makespan, average flow
time).

The problem we consider here is to schedule nonmalleable tasks with noncontiguous processor alloca-
tion. Even though the complicated algorithm in [1] for rectangle packing can also be applied to solve our
problem, we propose and analyze a simple approximation algorithm called➏★➐ , where➑ is a positive inte-
ger. Algorithm ➏ ➐ has a moderate asymptotic worst-case performance ratio (➍➒✺ ➓➒➓✙➓❁✺✼✺✼✺➔❦ ▼ ◆→❲➣ ❦↔➍➒✺✗↕✙➙✙➙❁✺✽✺✼✺
for all ➑➛❷↔➓ ); but the algorithm has a small asymptotic worst-case performance ratio➍❤♣↔➍➃➜❁✯✲➝★♣↔➍➞❀s❦▼ ◆→ ➣ ❦✮➍s♣➟➍➃➜✶➝ , when task sizes do not exceed❅❸➜✶➝ , where ➝➋⑧➠➍ is an integer. We notice that the
capability to deal with small tasks is important in real applications since many task sizes are relatively
small as compared with the system size so that a large scale parallel system can be shared by many users
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simultaneously. However, it is not clear whether the algorithm in [1] has such capability. Furthermore,
the simplicity of our algorithm allows us to conduct average-case performance analysis. In particular,
we show that if the numbers of processors requested by the tasks are independent, identically distributed
(i.i.d.) random variables uniformly distributed in the range➡✽➍✙✺✼✺ ❅↔➢ , and task execution times are i.i.d. ran-
dom variables with finite mean and variance, then

❾▼ ◆→✹➣ ❦➤➍➒✺ ➙✙➥✙➦➒➥✙➓✙➥➒⑨❁✺✼✺✽✺ , i.e., ➀ ✯✑➏s➐➂✯❈✬❉❀✷❀✷➜ ➀ ✯⑤●■❍❑❏❖✯❈✬❉❀✷❀
is asymptotically bounded from above by 1.2898680... as✫↔➈➧➉ . For an exponential distribution of
task sizes, we have

❾▼ ◆→✹➣ ❦➠➍✙✺✗➙✣➥➒➦✙➥✙➨➒⑨➒➩❁✺✽✺✼✺ . As demonstrated by our analytical as well as numerical re-
sults, the average-case performance ratio improves significantly when tasks request for smaller numbers
of processors. We notice that there is lack of such results on probabilistic algorithm analysis, especially
in multi-dimensional cases [4]. The average-case performance of the algorithm in [1] is unknown.

The rest of the paper is organized as follows. We present algorithm➏ ➐ in Section 2. The worst-case
performance of the algorithm is analyzed in Section 3, and its average-case performance is studied in
Section 4. Finally we give a summary in Section 5.

2 The Approximation Algorithm H ➑
Our algorithm H➐ for scheduling independent parallel tasks divides✬ into ➑ sublists ✬ ✳ , ✬ ✸ , ..., ✬❑➐
according to task sizes (i.e., numbers of processors requested by tasks), where➑➫❷❽➍ is a positive integer.
For ➍➭❦⑥➯➲❦❽➑➳❺t➍ , define✬✄➵➂✭✔➸➞✱ ❂❉➺ ✬❹➻✠❅❸➜✠✯⑤➯❇♣↔➍➞❀s➼❽❄ ❂ ❦⑥❅❸➜✙➯④➽ , i.e., ✬❉➵ contains all tasks in✬
that have sizes in the interval➾♦➵✚✭➁✯❈❅❸➜✠✯⑤➯➚♣↔➍➞❀✜✵❼❅❸➜✣➯☞➢ . Define ✬❉➐➟✭✔➸♦✱ ❂❉➺ ✬❶➻☞⑨➪➼❸❄ ❂ ❦❶❅❸➜➃➑✖➽ , i.e.,✬❑➐ contains all tasks whose sizes are in the range➾✜➐❶✭❹✯❈⑨❁✵❼❅❸➜✶➑➶➢ .

Algorithm H➐ produces schedules of the✬ ➵ ’s sequentially and separately. To process tasks in✬ ➵ ,
where ➍➲❦➹➯❧❦➹➑➠❺↔➍ , the ❅ processors are partitioned into➯ groups, ➘❇✳➃✵❼➘❖✸✙✵♦✺✽✺✼✺✼✵✷➘ ➵ , each contains❅❸➜✣➯ processors. Each group➘s➴ of processors is treated as a unit, and is assigned to a task in✬ ➵ .
Such an allocation can be implemented using, for example, the list scheduling algorithm [4]. Suppose✬ ➵ ✭✮✯✑✱ ➵✳ ✵✾✱ ➵✸ ✵✻✺✼✺✽✺✼✵✾✱ ➵✿✙➷ ❀ , where ✫ ➵ is the number of tasks in✬ ➵ . Initially, group ➘s➴ is assigned to✱ ➵➴ ,
where ➍➂❦❨➌♥❦⑥➯ , and ✱ ➵✳ ✵✾✱ ➵✸ ✵✻✺✼✺✽✺✼✵✾✱ ➵➵ are removed from✬ ➵ . Upon the completion of a task✱ ➵➴ , the first
unscheduled task in✬✄➵ , i.e., ✱ ➵➵③➬ ✳ , is removed from✬✄➵ and scheduled to execute on➘ ➴ . This process
repeats until all tasks in✬❉➵ are finished. Then algorithm H➐ begins the scheduling of next sublist✬❉➵✜➬ ✳ .

For ✬❉➐ , there is no need to divide the❅ processors. The list scheduling algorithm is again em-
ployed here. Let✬❑➐➠✭➮✯✲✱ ➐✳ ✵✾✱ ➐✸ ✵✻✺✼✺✽✺✼✵✾✱ ➐✿ ➣ ❀ . Initially, as many tasks in✬❑➐ are scheduled as possible,
i.e., tasks✱ ➐✳ ✵✷✱ ➐✸ ✵♦✺✽✺✼✺✼✵✾✱ ➐➱ start their execution, where✃ is defined in such a way that the total size of✱ ➐✳ ✵✷✱ ➐✸ ✵♦✺✽✺✼✺✽✵✷✱ ➐➱ is no larger than❅ , but the total size of✱ ➐✳ ✵✾✱ ➐✸ ✵✻✺✼✺✽✺✼✵✾✱ ➐➱ ➬ ✳ exceeds❅ . When a task
finishes, the next task in✬ ➐ begins its execution, provided that there are enough idle processors. Notice
that it is the scheduling of tasks in✬ ➐ that takes advantage of noncontiguous processor allocation.

3 Combinatorial Analysis
In this section, we analyze the worst-case performance of algorithm H➐ . Let ➏★➐✚✯✑✬✄❀ be the makespan of
the schedule produced by algorithm H➐ for ✬ , and ●■❍❑❏▲✯✑✬✄❀ be the makespan of an optimal schedule of✬ . First, we show the following result.

Theorem 1. For any list ✬ of ✫ tasks and ➑✮❷❧➨ , we have➏★➐➭✯❈✬❉❀✄❦❽➍ ➍♦➨➍♦➥ ●■❍❉❏▲✯✑✬❉❀❴♣❽✯✲➑❐❺❧➍➃❀❒❃ r ✵
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where ❃✎r is the longest execution time of the ✫ tasks. Furthermore, for ➑❮❷❰➓ and any large ⑩➠⑧➁⑨ ,
there exists ✬ , such that ●■❍❑❏▲✯✑✬✄❀Ï❷❶⑩ , and ➏s➐✚✯❈✬❉❀❼➜✙●■❍❑❏■✯✑✬✄❀✄✭➹➍ ✸Ð . Therefore, for all ➑➮❷↔➓ , we have➍✙✺ ➓✙➓✙➓①✺✽✺✼✺☞❦ ▼ ◆→✹➣ ❦⑥➍✙✺✞↕✣➙➒➙✠✺✼✺✽✺ .
Proof. Assume that all tasks in✬ are executed in the time interval➡ ⑨❁✵❼➏ ➐ ✯✑✬✄❀Ñ➢ , and that tasks in✬ ➵ are
scheduled in➡ Ò ➵ ✵✾Ò ➵③➬ ✳Ó➢ , where➍▲❦❨➯➇❦✩➑ , i.e., the first task in✬ ➵ starts at timeÒ ➵ , and the last completion
time of the tasks in✬✄➵ is Ò✾➵③➬ ✳ . Let ✃➃➵ be the starting time of the last task✱ ➵✿➒➷ in ✬✄➵ . Define Ô ✳ ✭❸Ò ✸ ❺ÕÒ ✳ ,
and for all ➙➭❦❽➯♥❦❨➑ , defineÔ✶➵➚✭⑥✃➞➵■❺qÒ✾➵ , and ➝➃➵➂✭❽Ò✾➵③➬ ✳ ❺➎✃➃➵ be the remaining execution time of✬❉➵
once✱ ➵✿✙➷ starts. Clearly,➝➞➵➂❦➆❃✎r , and➏s➐➂✯❈✬❉❀Ö✭ Ô ✳ ♣✩Ô ✸ ♣➋Ô Ð ♣❸♠✻♠♦♠➞♣✩Ô➞➐➆♣➎➝ ✸ ♣➎➝ Ð ♣❸♠✻♠✻♠✶♣➎➝➞➐❦ Ô ✳ ♣✩Ô ✸ ♣➋Ô Ð ♣❸♠✻♠♦♠➞♣✩Ô➞➐➆♣❸✯✑➑➤❺➆➍➞❀❒❃ r ✺ (1)

We give several lower bounds for●■❍❑❏▲✯✑✬✄❀ . First, tasks in✬ ✳ have large sizes such that no two of them
can execute in parallel. Therefore, we have●■❍❉❏■✯❈✬❉❀✄❷➆Ô ✳ ✺ (2)

Second, there can be at most two tasks from✬❑✸ that can execute at the same time, and there can be at
most one task from✬ ✸ that can execute simultaneously with a task in✬ ✳ . Thus,●■❍❉❏■✯❈✬❉❀✄❷➆Ô✶✳❑♣ ➙✙Ô➞✸✪❺qÔ✣✳➙ ✭ Ô✣✳➙ ♣✩Ô➞✸✙✺ (3)

Third, define the area of a task✱✹❂ to be ❄➔❂❈❃✻❂ , and the total area of✬ ➵ to be ❆ ➵ ✭Ø×tÙ➃Ú➄Û ❜ ➷ ❄➔❂✑❃✻❂ for➍Ü❦➟➯❻❦⑥➑ , and ❆✔✭Ý❆ ✳ ♣❨❆ ✸ ♣⑥♠♦♠✻♠✣♣❨❆★➐ . For convenience, we assume that processor requirements
are normalized such that⑨➇➼❽❄ ❂ ❦Þ➍ for all ➍➭❦↔ß❤❦❽✫ . Clearly, ●■❍❉❏▲✯✑✬❉❀s❷⑥❆ . We give a lower bound
for ❆ as follows. For➍➂❦⑥➯Õ❦❸➑➳❺❨➍ , we notice that all the➯ groups➘ ✳ , ➘ ✸ , ..., ➘➚➵ are busy until✱ ➵✿✙➷
starts its execution. That is, during time interval➡ Ò✾➵☞✵Ó✃➃➵➞➢ , at least➯①➜✠✯⑤➯✪♣➋➍➞❀ of the processors are busy, i.e.,
we have❆s➵✚⑧↔✯⑤➯①➜✠✯⑤➯★♣❧➍➞❀✷❀➄Ô✶➵ . For ✬❉➐ , we note that during time interval➡ Ò➄➐❇✵Ó✃➞➐Ï➢ , the percentage of busy
processors is at least✯✑➑➹❺➋➍➞❀❼➜➃➑ , i.e., ❆★➐Þ⑧⑥✯✷✯✲➑➹❺➋➍➃❀✷➜➃➑Õ❀➄Ô➃➐ ; otherwise, some tasks should start earlier.
Hence, ●■❍❉❏■✯❈✬❉❀✄❷ ➍➙ Ô ✳ ♣ ➙➨ Ô ✸ ♣ ➨à Ô Ð ♣❸♠✻♠♦♠➞♣ ➑➁❺❧➍➑ Ô➃➐★á ✳ ♣ ➑➤❺❧➍➑ Ô➞➐❇✺ (4)

Now let us consider the ratioâ ✭ Ô ✳ ♣✩Ô ✸ ♣✩Ô Ð ♣❸♠✻♠♦♠➞♣✩Ô➞➐sá ✳ ♣➋Ô➃➐❚✈✉✣✇✚ã⑤Ô✶✳✶✵ ✳✸ Ô✣✳ä♣✩Ô➃✸✣✵ ✳✸ Ô✶✳ä♣ ✸Ð Ô➞✸✄♣t♠♦♠✻♠➞♣ ➐sá ✳➐ Ô ➐sá ✳ä♣ ➐sá ✳➐ Ô ➐■å ✺ (5)

Let æ➪✭❽Ô Ð ♣❸♠✻♠♦♠➞♣✩Ô ➐ . Apparently,â ❦ Ô✣✳ä♣✩Ô➃✸❉♣➎æ❚✈✉✶✇ ã Ô ✳ ✵ ✳✸ Ô ✳ ♣➋Ô ✸ ✵ ✳✸ Ô ✳ ♣ ✸Ð Ô ✸ ♣ Ðç æ å ✺ (6)

We give the proof of the following result in the appendix.Ô✣✳ä♣✩Ô➞✸❑♣➋æ❚➭✉✣✇✚ãÑÔ ✳ ✵ ✳✸ Ô ✳ ♣➋Ô ✸ ✵ ✳✸ Ô ✳ ♣ ✸Ð Ô ✸ ♣ Ðç æ å ❦❽➍ ➍♦➨➍♦➥ ✵ where Ô✣✳➞✵❼Ô➃✸✣✵✾æ➲❷❧⑨❁✺ (7)
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Combining Equations (1)–(7), we get➏s➐➂✯❈✬❉❀✄❦⑥➍ ✳ Ð✳✾è ●■❍❉❏■✯❈✬❉❀✴♣❽✯✲➑❐❺❧➍➃❀❒❃✎r .
To show the lower bound for

▼ ◆→ ➣ , let us consider a list✬ of tasks which contains✫ tasks of size✳✸ ♣Õ⑦ ,✫ tasks of size✳Ð ♣❨⑦ , and ✫ tasks of size✳é ❺❧➙✙⑦ , where ✫ is a multiple of 6, and⑦✚⑧Þ⑨ is a very small
quantity. All tasks have unit execution time. Clearly,●■❍❉❏■✯❈✬❉❀▲✭✔✫ . Algorithm H➐ divides ✬ into ✬ ✳ ,✬ ✸ , and ✬ é , and ➏★➐✚✯✑✬✄❀★✭Þ✫➪♣❧✫ê➜✣➙■♣❧✫ê➜✶➓➶✭➤➍ ✸Ð ✫ . Thus, we can choose✫ a sufficiently large number
while keeping➏s➐➂✯❈✬❉❀✷➜➒●■❍❑❏▲✯✑✬✄❀ë✭❹➍ ✸Ð . This completes the proof of the theorem.

For tasks with small sizes, algorithm➏★➐ exhibits much better performance due to increasing processor
utilization, as claimed by the following theorem.

Theorem 2. For any list ✬ of ✫ tasks, such that ❄ ❂ ❦➆❅❸➜✶➝ for all ß , where ➝✚⑧❽➍ is an integer, we have

➏★➐✚✯✑✬✄❀✄❦ ❡ ➍❉♣ ➍➝ ❢ ●■❍❉❏▲✯✑✬❉❀ê♣❸✯✑➑➁❺✖➝★♣❸➍➞❀➄❃ r ✵
where ❃✎r is the longest execution time of the ✫ tasks. Furthermore, for ➑➮❷❨➝★♣❸➍ and any large ⑩❹⑧❸⑨ ,
there exists ✬ , such that ●■❍❉❏■✯❈✬❉❀➶❷➳⑩ , and ➏★➐✚✯✑✬✄❀✷➜➒●■❍❑❏▲✯✑✬✄❀✚✭ì➍s♣Þ➍➃➜❁✯✲➝❖♣❹➍➃❀ . Therefore, we have➍❉♣t➍✶➜✠✯✲➝Ï♣❸➍➞❀❉❦ ▼ ◆→✹➣ ❦⑥➍❉♣t➍✶➜➃➝ .
Proof. The proof is similar to that of Theorem 1. Since➝➪❷❶➙ , and sublists✬ ✳ , ✬ ✸ , ..., ✬❑í✻á ✳ are empty,
Equation (1) becomes ➏ ➐ ✯✑✬✄❀✄❦➆Ô í ♣✩Ô í❼➬ ✳ä♣❸♠✻♠♦♠➞♣➋Ô ➐ ♣❽✯✲➑❐❺✖➝Ï♣❸➍➞❀❒❃ r ✺
By using the area lower bound for●■❍❉❏■✯❈✬❉❀ , we have

●■❍❑❏▲✯✑✬✄❀❘❷ ❡ ➝➝❤♣❸➍①❢ Ô➃í❑♣ ❡ ➝Ï♣t➍➝Ï♣✩➙❴❢ Ô➃í✷➬ ✳ ♣❸♠✻♠♦♠➞♣ ❡ ➑➁❺➆➍➑ ❢ Ô➃➐sá ✳ ♣ ❡ ➑➁❺➆➍➑ ❢ Ô➃➐❷ ➝➝Ï♣❸➍ ✯✑Ô í ♣✩Ô í✷➬ ✳ä♣❸♠✻♠♦♠➞♣✩Ô ➐ ❀③✺
The above two inequalities give the asymptotic worst-case performance bound➍★♣❶➍✶➜➃➝ in the theorem.
To show the lower bound➍❉♣t➍✶➜✠✯✑➝❤♣❸➍➞❀ for

▼ ◆→ ➣ , let us consider a list✬ which contains✫✹➝ tasks of size➍➃➜✠✯✑➝★♣↔➍➞❀ê♣❧⑦ , and ✫ tasks of size➍✶➜✠✯✑➝Ï♣↔➍➃❀ä❺q➝✶⑦ , where✫ is a multiple of ➝s♣❽➍ , and ⑦ is a sufficiently
small value. All tasks have unit execution time. Clearly,●■❍❑❏▲✯❈✬❉❀➚✭➹✫ . Algorithm H➐ divides ✬ into✬❑í and ✬❉í✷➬ ✳ , and ➏s➐✚✯❈✬❉❀✚✭➳✫Õ♣❸✫ê➜✠✯✑➝❖♣➟➍➞❀ . Thus, we can choose✫ sufficiently large while keeping➏★➐✚✯✑✬❉❀❼➜✙●■❍❉❏■✯❈✬❉❀ë✭➟➍❉♣t➍✶➜✠✯✑➝✪♣❸➍➞❀ .

When ➝➪❷❹➩ , algorithm ➏★➐ has better asymptotic worst-case performance ratio than the algorithm in
[1].

4 Probabilistic Analysis
Now let us consider the average-case performance of algorithm H➐ . For convenience, we assume the task
sizes are normalized such that⑨➭➼❧❄➔❂ë❦❽➍ , and that the❄☞❂ ’s are independent, identically distributed (i.i.d.)
random variables with a common probability density functionîï✯✑æ④❀ in the range✯❈⑨❁✵♦➍✜➢ . Our assumption on
the task execution times is quite general, i.e., the❃♦❂ ’s are i.i.d. random variables with meanð and variance



160 Keqin Liñ ✸ , whereð and ñ are any finite numbers independent of✫ . The probability distributions of task sizes and
execution times are independent of each other.

Theorem 3. We have the following asymptotic average-case performance bound for algorithm ➏s➐ :

❾▼❖◆→✹➣ ✭ò◗✽❙✼❚✿ ❱ ◆ ❳▲➀ ✯✑➏s➐➭✯✑✬❉❀✷❀➀ ✯Ñ●■❍❑❏❖✯❈✬❉❀✾❀✶❣ ❦
➐★á ✳ó➵ ❞ ✳ ➍➯Üô❰õ➷õ➷✷ö õ

îï✯✲æ④❀✾÷✙æ✈♣ ➑➑➤❺❧➍sôøõ➣ù æ④îï✯✲æ❲❀➄÷➒æ
❚✈✉✣✇ ❡ ô ✳ù æ④îï✯✑æ④❀➄÷➒æ✴✵ ô ✳õú îï✯✑æ④❀➄÷➒æ ❢

✺
(Note that the bound only depends on îï✯✲æ❲❀ .)
Proof. It is clear that the mean task size is❾❄✚✭ ô ✳ù æ④îï✯✑æ④❀➄÷➒æ✴✺
Since a task size falls into➾ ➵ with probability û➞ü ➷ îï✯✲æ④❀✾÷✙æ , where ➾ ➵ ✭❰✯➄➍➃➜❁✯❈➯➚♣❽➍➞❀✜✵✻➍✶➜✣➯➔➢ for all ➍✚❦❽➯Õ❦➑➁❺❧➍ , and ➾✜➐❶✭❹✯❈⑨❁✵✻➍✶➜➃➑➇➢ , the expected number of tasks in✬✄➵ is➀ ✯✲✫✴➵✙❀❑✭ ❳ ô ü ➷ îï✯✲æ❲❀➄÷➒æ ❣ ✫ä✵
for all ➍❖❦❨➯➶❦➆➑ . Also, the expected size of tasks in✬❉➵ is

❾❄☞➵❖✭ ô ü ➷ æ❲îï✯✲æ❲❀➄÷➒æô ü ➷ îï✯✑æ④❀➄÷➒æ ✺
Since the area of a task✱ ❂ has expectation

❾❄➔ð , and tasks in✬ ✳ have to be executed sequentially, we have➀ ✯⑤●■❍❉❏■✯❈✬❉❀✷❀✄❷❧❚✈✉✶✇♥✯✲✫ ❾❄➔ðä✵ ➀ ✯✑✫ ✳ ❀➄ð✴❀❑✭tý✈✫✹ðä✵ (8)

where ý❰✭❸❚✈✉✶✇♥✯ ❾❄④✵ ➀ ✯✑✫ ✳ ❀✷➜✶✫✴❀ë✭t❚✈✉✣✇ ❡ ô ✳ù æ④îï✯✑æ④❀✾÷✙æê✵ ô ✳õú îï✯✲æ④❀✾÷✙æ ❢ ✺Let þ✈➵ be the makespan of the schedule for✬✄➵ . Then,➀ ✯❈➏★➐➭✯✑✬✄❀✾❀ë✭ ➀ ✯✑þ ✳ ❀➔♣ ➀ ✯✑þ ✸ ❀➒♣✖♠♦♠✻♠Ñ♣ ➀ ✯✑þ➭➐■❀ .
Clearly, ➀ ✯❈þ ✳ ❀ë✭ ➀ ✯✲✫ ✳ ❀❒ðÿ✭ ❳ ô ✳õú îï✯✲æ❲❀➄÷➒æ ❣ ✫✹ðä✺ (9)

For ➙❇❦t➯➇❦❧➑➤❺❧➍ , we have➀ ✯❈þ✈➵✣❀❑✭ ➀ ✯✑Ô✶➵✣❀✴♣ ➀ ✯✲➝➃➵✙❀ , and➀ ✯✑Ô✶➵✣❀✄❦ ➀ ✯✑✫✴➵✣❀➯ ðä✺
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Furthermore,➝➞➵ is no more than the maximum of➯ random execution times. It is well known from order
statistics [5] that the mean of the maximum of� i.i.d. random variables✁ ✳ ✵✂✁ ✸ ✵✻✺✼✺✼✺✽✵✂✁☎✄ with meanð and
varianceñ ✸ is ➀ ✯✲❚✈✉✶✇❴✯✆✁ ✳ ✵✝✁ ✸ ✵♦✺✽✺✼✺✼✵✝✁✟✞✣❀✷❀✪❦➆ð✈♣ �s❺❧➍✠ ➙✡�s❺❧➍ ñ ✺
Therefore, ➀ ✯✑þ ➵ ❀ ❦ ➀ ✯✑✫✴➵✣❀➯ ðÜ♣➋ðÜ♣ ➯➂❺❧➍✠ ➙✙➯➂❺➆➍ ñ✭ ❳ ➍➯ ❡ ô ü ➷ îï✯✑æ④❀➄÷➒æ ❢ ✫➶♣t➍ ❣ ðÜ♣ ➯❇❺➆➍✠ ➙➒➯➚❺➆➍ ñ ✺ (10)

Finally, we considerþ➭➐ . Since➀ ✯✑❆ ➐ ❀❉✭ ➀ ✯✑✫ ➐ ❀ ❾❄ ➐ ðÿ✭ ❳ ô ü ➣ æ④îï✯✲æ❲❀➄÷➒æ ❣ ✫✹ðä✵
and the processor utilization is at least➍❤❺➆➍➃➜✶➑ in the time interval➡ Ò➄➐❇✵Ó✃♦➐★➢ , we get

➀ ✯❈þ➭➐▲❀✄❦ ➀ ✯❈❆★➐❖❀➍❤❺ ✳➐ ♣ ➀ ✯✲➝♦➐❖❀ë✭ ➑➑➁❺➆➍ ❳ ô ü ➣ æ❲îï✯✲æ❲❀➄÷➒æ ❣ ✫✹ðÜ♣ ➀ ✯✲➝♦➐❖❀✜✺
For ➀ ✯✑➝ ➐ ❀ , the main difficulty is that when task✱ ➐✿ ➣ starts execution, the number of active tasks still in
execution is unknown, which could be as large as✫ ➐ , the total number of tasks in✬ ➐ . Since ➀ ✯✑✫ ➐ ❀
could be☛✚✯✑✫✴❀ , we use the following quite loose upper bound for➀ ✯✲➝♦➐❖❀ , that is, ➝♦➐ is no more than the
maximum of✫ random execution times,

➀ ✯✲➝➞➐▲❀✄❦➆ðÜ♣ ✫➪❺➆➍✠ ➙✶✫➪❺➆➍ ñ ➼➆ð✈♣ ☞ ✫ ➙ ñ ✺
Therefore, we get ➀ ✯❈þ➭➐▲❀✄❦ ❡ ➑➑➁❺➆➍ ❳ ô ü ➣ æ④îï✯✑æ④❀➄÷➒æ ❣ ✫✈♣❸➍ ❢ ð➶♣ ☞ ✫ ➙ ñ ✺ (11)

Combining Equations (9)–(11), we obtain

➀ ✯✑➏s➐➭✯✑✬❉❀✷❀✄❦ ❡ ô ✳õú îï✯✲æ❲❀➄÷➒æ➭♣
➐sá ✳ó➵ ❞ ✸ ➍➯Üô õ➷ õ➷✷ö õ

îï✯✲æ④❀✾÷✙æ
♣ ➑➑➁❺➆➍sô õ➣ù æ④îï✯✑æ④❀✾÷✙æ✈♣ ➑❐❺❧➍✫ ❢ ✫✹ðÜ♣ ❡ ➐sá ✳ó➵ ❞ ✸ ➯➂❺❧➍✠ ➙✙➯❇❺❧➍ ♣ ☞ ✫ ➙✖❢ ñ ✺

Notice that ➯✚❺➆➍✠ ➙➒➯❇❺➆➍ ➼ ☞ ➯ ➙
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for all ➯➇❷↔➍ . Consequently,➐sá ✳ó➵ ❞ ✸ ➯❇❺➆➍✠ ➙➒➯➚❺➆➍ ➼ ➐★á ✳ó➵ ❞ ✸ ☞ ➯ ➙ ➼ ô ➐✸ ☞ æ ➙ ÷➒æÿ➼ ✠ ➙➨ ➑ ✳✍✌ ✎ ✺
The above calculations give rises to

➀ ✯❈➏★➐➭✯✑✬✄❀✾❀✄❦ ❡ ➐sá ✳ó➵ ❞ ✳ ➍➯✈ô❰õ➷ õ➷✾ö õ
îï✯✑æ④❀➄÷➒æ➭♣ ➑➑➁❺➆➍■ô õ➣ù æ❲îï✯✲æ❲❀➄÷➒æ➭♣ ➑➁❺❧➍✫ ❢ ✫✹ðÜ♣ ❡ ✠ ➙➨ ➑ ✳✍✌ ✎ ♣ ☞ ✫ ➙✖❢ ñ ✺

(12)
Using Equations (8) and (12), we obtain➀ ✯✑➏s➐✚✯❈✬❉❀✷❀➀ ✯Ñ●■❍❑❏▲✯✑✬✄❀✾❀ ❦ ➍ý ❡ ➐sá ✳ó➵ ❞ ✳ ➍➯✈ô õ➷ õ➷✾ö õ

îï✯✲æ❲❀➄÷➒æ➭♣ ➑➑➤❺➆➍sô õ➣ù æ❲îï✯✲æ④❀✾÷✙æ✈♣ ➑➤❺❧➍✫ ❢♣ ➍ý ❡ ✠ ➙➨ ♠ ➑ ✳✏✌ ✎✫ ♣ ☞ ➍➙✣✫✩❢ ñð✭ ➍ý ❡ ➐sá ✳ó➵ ❞ ✳ ➍➯ ô❰õ➷õ➷✾ö õ
îï✯✲æ❲❀➄÷➒æ➭♣ ➑➑➤❺➆➍ ô õ➣ù æ❲îï✯✲æ④❀✾÷✙æ ❢ ♣✒✑ ❡ ➑ ✳✏✌ ✎✫ ♣ ➍✠ ✫ ❢ ✺

It is clear that as✫Õ➈➛➉ , we get the asymptotic average-case performance bound in the theorem.

As an example, let us consider the uniform distributions, that is, the❄➔❂ ’s are i.i.d. random variables
uniformly distributed in the range✯✑⑨①✵✻➍➃➜✶➝➞➢ , where ➝t❷ ➍ is a positive integer. That is,îï✯✑æ④❀♥✭➫➝ for⑨➭➼✩æÿ❦↔➍➃➜➃➝ . (Notice that when❅ is sufficiently large, a discrete uniform distribution on➸➒➍✙✵Ó➙✠✵♦✺✽✺✼✺✽✵Ó❅❸➜➃➝➔➽
can be treated as a continuous uniform distribution on✯❈⑨❁✵✻➍✶➜➃➝➞➢ .)
Theorem 4. If the ❄➔❂ ’s be i.i.d. random variables uniformly distributed in the range ✯✑⑨①✵✻➍➃➜✶➝➞➢ , we have❾▼ ◆→✹➣ ❦✔✓ í , that is, ➀ ✯❈➏★➐➭✯✑✬✄❀✾❀✄❦✔✓sí ➀ ✯⑤●■❍❑❏❖✯❈✬❉❀✷❀③✵
as ✫♥➈Ø➉ , where ✓■íÏ✭❽➙✣➝ ✸ ❳✏✕ ✸➓ ❺ ➍➝ ❺ ❡ ➍❉♣ ➍➙ ✸ ♣❽♠♦♠✻♠➞♣ ➍✯✲➝■❺❧➍➃❀ ✸ ❢❤❣ ✵
as ➑➳➈➛➉ .

Proof. We examine the numerator and denominator of the bound in Theorem 3. The denominator is
simply ý❰✭❸❚✈✉✶✇ ❡ ô ✳ù æ④îï✯✲æ❲❀➄÷➒æ✴✵ ô ✳õú îï✯✑æ④❀➄÷➒æ ❢ ✭

➍➙✣➝ ✵
and the numerator is ✖ ✭t➝ ❡ ➐★á ✳ó➵ ❞ í ➍➯ ✸ ✯❈➯❖♣❸➍➞❀ ♣ ➍➙✶➑q✯✲➑➁❺➆➍➞❀✣❢ ✺
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Since ➍➯ ✸ ✯❈➯➚♣❸➍➞❀ ✭ ➍➯ ✸ ❺ ➍➯ ♣ ➍➯❖♣t➍ ✵
we have ➐sá ✳ó➵ ❞ í ➍➯ ✸ ✯❈➯➚♣❸➍➞❀ ✭ ❡ ➐★á ✳ó➵ ❞ í ➍➯ ✸ ❢ ❺ ➍➝ ♣ ➍➑ ✺
Note that ➐★á ✳ó➵ ❞ í ➍➯ ✸ ✭

◆ó➵ ❞ ✳ ➍➯ ✸ ❺ í✻á ✳ó➵ ❞ ✳ ➍➯ ✸ ❺
◆ó➵ ❞ ➐ ➍➯ ✸ ❦ ✕ ✸➓ ❺ í✻á ✳ó➵ ❞ ✳ ➍➯ ✸ ❺ ➍➑ ✺

Thus, we have ➐★á ✳ó➵ ❞ í ➍➯ ✸ ✯❈➯➚♣❸➍➞❀ ❦ ✕ ✸➓ ❺ ➍➝ ❺ ❡ ➍❉♣ ➍➙ ✸ ♣❸♠✻♠✻♠✶♣ ➍✯✑➝s❺➆➍➞❀ ✸ ❢ ✵
and ✖ ❦➆➝ ❡ ✕ ✸➓ ❺ ➍➝ ❺ ❡ ➍❉♣ ➍➙ ✸ ♣t♠♦♠✻♠➞♣ ➍✯✲➝▲❺➆➍➞❀ ✸ ❢ ♣ ➍➙✣➑❻✯✑➑➁❺❧➍➃❀ ❢ ✺
By choosing➑ sufficiently large, the average-case performance bound

✖ ➜✶ý can be made arbitrarily close
to ✓sí .

When ➝▲✭➟➍ , the asymptotic average-case performance bound given in Theorem 4 is✓ ✳ ✭ ✕ ✸ ➜✶➨✪❺Õ➙s✭➍✙✺✗➙✣➥✙➦➒➥✙➓➒➥✙⑨❁✺✼✺✼✺ . To show the quality of the average-case performance bound✓■í in Theorem 4, we give the
following numerical data. ✓ ✳ ✭ ➍➒✺ ➙✙➥✙➦✙➥➒➓✙➥➒⑨❁✺✼✺✽✺✓ ✸ ✭ ➍➒✺✽➍➃➩✣➦ à ↕✣➙✙⑨❁✺✼✺✽✺✓ Ð ✭ ➍➒✺✽➍➞⑨✙➥✙➥①➍➞➙❁➍✙✺✼✺✽✺✓ ç ✭ ➍➒✺ ⑨➒➥➒➙✣➨➒➨➒➙➔↕☞✺✼✺✽✺✓✗✎ ✭ ➍➒✺ ⑨➒➓✙➓❁➍ à✙à ➦❁✺✼✺✽✺✓ é ✭ ➍➒✺ ⑨➔➩✙➩✙➙ à ➥☞↕☞✺✼✺✽✺✓✗✘ ✭ ➍➒✺ ⑨ à ↕ à ➙✠➍➞➦❁✺✼✺✽✺✓ è ✭ ➍➒✺ ⑨ à ➍➞➩✙➨✙⑨➒➓❁✺✼✺✽✺✓✗✙ ✭ ➍➒✺ ⑨➒➨✙➓✙➦➒➨➔↕✙➙✠✺✼✺✽✺✓ ✳ ù ✭ ➍➒✺ ⑨➒➨✙➨➒➙➒➩✙➩✙➦❁✺✼✺✽✺
It is clear that✓ í ➼➁➍Ï♣⑥➍✶➜➃➝ for all ➝ÿ⑧❰➍ , i.e., ✓ í is less than the asymptotic worst-case performance
bound in Theorem 2.

Though closed form solutions are not available, the average-case performance bounds of algorithm➏ ➐
could be calculated using Theorem 3 numerically for arbitrary probability distribution of task sizes. For
instance, let us consider a truncated exponential distribution, i.e.,îï✯✲æ④❀❉✭✛✚✢✜ á✤✣✦✥➍❤❺ ✜ á✤✣ ✵ ⑨➭➼✩æ➲❦❽➍✙✺
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Theorem 5. If the ❄ ❂ ’s be i.i.d. random variables exponentially distributed in the range ✯✑⑨①✵✻➍✜➢ , we have❾▼ ◆→ ➣ ❦✔✓✧✣ , that is, ➀ ✯❈➏★➐➭✯✑✬✄❀✾❀✪❦★✓✗✣ ➀ ✯Ñ●■❍❑❏▲✯✑✬✄❀✾❀✜✵
as ✫♥➈Ø➉ , where

✓ ✣ ✭
◆ó➵ ❞ ✳ ➍➯ ♠ ✜ á✩✣✫✪ ❛ ➵③➬ ✳ ❝ ❺ ✜ á✤✣✬✪Ó➵➍❤❺ ✜ á✤✣➍✚ ❺ ✜ á✩✣➍❤❺ ✜ á✤✣

✵
as ➑➳➈➛➉ .

Proof. It can be easily verified by straightforward calculation that the numerator and denominator in
Theorem 3 are✖ ✭ ➐sá ✳ó➵ ❞ ✳ ➍➯ ♠✢✜ á✩✣✫✪ ❛ ➵③➬ ✳ ❝ ❺ ✜ á✩✣✫✪Ó➵➍❤❺ ✜ á✤✣ ♣ ➑➑❐❺❧➍ ♠ ➍➍❤❺ ✜ á✩✣ ❡ ➍❤❺ ✜ á✩✣✫✪❼➐✚ ❺✭✜ á✤✣✫✪✷➐➑ ❢ ✵
and ý➁✭t❚✈✉✣✇ ❡ ➍✚ ❺ ✜ á✩✣➍❤❺ ✜ á✩✣ ✵ ✜ á✩✣✫✪ ✸ ❺ ✜ á✤✣➍❤❺ ✜ á✤✣ ❢ ✭ ➍✚ ❺ ✜ á✩✣➍❤❺ ✜ á✩✣ ✵
respectively. By letting➑ ➈➛➉ , the average-case performance bound

✖ ➜✶ý can be made arbitrarily close
to ✓ ✣ .

To show the average-case performance bound✓✧✣ in Theorem 5, we let➑ ✭✮➍♦⑨➒➙ à , and choose✚ in
such a way that the mean task size ❾❄✚✭ ➍✚ ❺ ✜ á✩✣➍❤❺ ✜ á✤✣
takes the values➍✶➜✠✯⑤➙✶➝✣❀ for ➝➆✭ ➍➒✵❼➙❁✵✻✺✼✺✽✺✼✵✻➍➞⑨ , so that a comparison can be made between performance
bounds of➏★➐ under the uniform and the exponential distributions.

✚ ✭t⑨①✺ ⑨➒⑨✙⑨❁➍➞➥❁➍➞➨❁✺✼✺✽✺✼✵ ✓ ✣ ✭➟➍✙✺✗➙✣➥✙➦➒➥✙➨➒⑨➒➩✠✺✼✺✼✺
✚ ✭t➨①✺ ➩✙➦✙➨➒➩❁➍✙➍➞➦❁✺✼✺✽✺✼✵ ✓ ✣ ✭➟➍✙✺✗➙➒↕✶➨①➍♦⑨➒➓ à ✺✼✺✼✺
✚ ✭❸➩❁✺ ➦➒⑨✙➨✙⑨➒⑨✙⑨➒⑨❁✺✼✺✽✺✼✵ ✓ ✣ ✭➟➍✙✺✗➙✠➍ à ➩➒↕✙➩✙➩✠✺✼✺✼✺
✚ ✭❽↕✠✺ ➦☞↕✶➥❁➍➞⑨➔↕➒↕☞✺✼✺✽✺✼✵ ✓ ✣ ✭➟➍✙✺✼➍♦➓ à ⑨✙⑨①➍♦➓❁✺✼✺✼✺
✚ ✭t➦①✺ ➦➒➦➒➩ à➒à ➍➒➍✙✺✼✺✽✺✼✵ ✓✧✣❇✭➟➍✙✺✼➍➞➙➒↕✣➨ à ⑨✙⑨❁✺✼✺✼✺
✚ ✭➟➍✙➍➒✺ ➦➒➦✙➦①➍✙➍ à ➩✠✺✼✺✽✺✼✵ ✓✧✣❇✭➟➍✙✺✼➍♦⑨➒➙❁➍✙➍➞➥❁➍✙✺✼✺✼✺
✚ ✭➟➍♦➨①✺ ➦➒➦✙➦➒➥✙➨➔↕✣⑨❁✺✼✺✽✺✼✵ ✓✧✣❇✭➟➍✙✺ ⑨✙➥ à ➓➔↕ à ➩✠✺✼✺✼✺
✚ ✭➟➍➞➩❁✺ ➦➒➦✙➦➒➦➔↕☞➍➒➍✙✺✼✺✽✺✼✵ ✓✧✣❇✭➟➍✙✺ ⑨➔↕✣➙➒➙✣⑨☞↕✶➓❁✺✼✺✼✺
✚ ✭➟➍➃↕✠✺ ➦➒➦✙➦➒➦✙➦➒➩✙⑨❁✺✼✺✽✺✼✵ ✓✧✣❇✭➟➍✙✺ ⑨✙➓➒➙✙➦✙➨➒⑨➔↕☞✺✼✺✼✺
✚ ✭➟➍♦➦①✺ ➦➒➦✙➦➒➦✙➦✙➦①➍✙✺✼✺✽✺✼✵ ✓✧✣❇✭➟➍✙✺ ⑨➒➩✙➩➔↕✶➓➔➩✣➨❁✺✼✺✼✺

As shown in the above list,✓ ✣ is slightly smaller than✕ ✸ ➜✶➨✈❺❽➙ , when
❾❄❸✭➮⑨❁✺✗➩ , i.e, ➝❧✭➊➍ , due to

distribution imbalance in✯❈⑨❁✵♦➍✜➢ . However,✓ ✣ is larger than✓ í for all ➝❇⑧⑥➍ , because➀ ✯✲✫ê✳✻❀ is never null.
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5 Conclusions
We have studied the problem of scheduling independent nonmalleable parallel tasks in parallel systems
with identical processors. We proposed a simple approximation algorithm called➏★➐ , and performed
combinatorial analysis for its worst-case performance and probabilistic analysis for its average-case per-
formance. In particular, we proved the following results. (1) The asymptotic worst-case performance
ratio

▼ ◆→❲➣ is in the range➡✽➍ ✸Ð ✺✽✺✼➍ ✳ Ð✳✾è ➢ . (2) If the numbers of processors requested by the tasks are uniformly
distributed i.i.d. random variables and task execution times are i.i.d. random variables with finite mean
and variance, then the average-case performance ratio is

❾▼ ◆→✹➣ ❦Þ➍➒✺ ➙✙➥✙➦➒➥✙➓✙➥➒⑨❁✺✼✺✽✺ . In other words, less than
22.5% of the allocated computing power is wasted. (3) Both the worst- and average-case performance
ratios improve significantly when tasks request for smaller numbers of processors. (4) Results similar to
(2)–(3) also hold for the truncated exponential distribution of task sizes.
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Appendix. Proof of Equation (7)
The following fact is used in the proof. If ✮ ✯✑æ④❀❑✭✰✯ æ➭♣✲✱✳ æ✚♣✩÷ ✵
where ✯ ✵✴✱✶✵ ✳ ✵❼÷①✵✷æ✩⑧➟⑨ , then

✮ ✯✲æ❲❀ is an increasing (decreasing) function ofæ if ✯ ÷✚❺✒✱ ✳ ⑧Þ⑨ ( ➼➟⑨ ). We
consider three cases.

Case 1. Ô ✳ is the maximum. SinceÔ ✳ ❷ ✳✸ Ô ✳ ♣qÔ ✸ , we haveÔ ✸ ❦ ✳✸ Ô ✳ . SinceÔ ✳ ❷ ✳✸ Ô ✳ ♣ ✸Ð Ô ✸ ♣ Ðç æ , we
haveæÕ❦ çÐ ✯ ✳✸ Ô ✳ ❺ ✸Ð Ô ✸ ❀ . Hence, â ✭ ➍❉♣ Ô ✸Ô ✳ ♣ æÔ ✳✭ ➍❉♣ Ô ✸Ô✣✳ ♣ à ➨ ❡ ➍➙ ❺ ➙➨ ♠ Ô ✸Ô✣✳ ❢✭ ➍❉♣ ➙➨ ♣ ➍➦ ♠ Ô ✸Ô ✳❦ ➍❉♣ ➙➨ ♣ ➍➦ ♠ ➍➙✭ ➍ ➍♦➨➍♦➥ ✺

Case 2.
✳✸ Ô ✳ ♣↔Ô ✸ is the maximum. Since Ô ✳ ❦ ✳✸ Ô ✳ ♣↔Ô ✸ , we haveÔ ✳ ❦ ➙✣Ô ✸ . Since ✳✸ Ô ✳ ♣❽Ô ✸ ❷✳✸ Ô ✳ ♣ ✸Ð Ô ✸ ♣ Ðç æ , we getæÿ❦ ç ✙ Ô ✸ . Now,â ✭ Ô✣✳ä♣✩Ô➃✸❉♣➎æ✳✸ Ô ✳ ♣✩Ô ✸ ❦ Ô✣✳ä♣ ✳ Ð✙ Ô➞✸✳✸ Ô ✳ ♣➋Ô ✸ ✵

which is an increasing function ofÔ ✳ . Hence
â

takes its maximum value➍ ✳ Ð✳✾è when Ô ✳ ✭↔➙✣Ô ✸ .
Case 3.

✳✸ Ô ✳ ♣ ✸Ð Ô ✸ ♣ Ðç æ is the maximum. Since ✳✸ Ô ✳ ♣❧Ô ✸ ❦ ✳✸ Ô ✳ ♣ ✸Ð Ô ✸ ♣ Ðç æ , we getæ✖❷ ç ✙ Ô ✸ . Note
that â ✭ æ➂♣❧Ô✶✳ä♣✩Ô➃✸Ðç æ➭♣ ✳✸ Ô ✳ ♣ ✸Ð Ô ✸
is a decreasing function ofæ . Thus,

â
gets its maximum value whenæ➪✭ ç ✙ Ô➃✸ , i.e.,â ❦ Ô ✳ ♣ ✳ Ð✙ Ô ✸✳✸ Ô ✳ ♣✩Ô ✸ ✵

which is an increasing function ofÔ✣✳ . Since, Ô✣✳➭❦ ✳✸ Ô✶✳✄♣ ✸Ð Ô➃✸✪♣ Ðç æ , and æ➎✭ ç ✙ Ô➃✸ , we haveÔ✣✳➭❦Þ➙✙Ô➃✸ .
Hence

â
reaches its maximum value➍ ✳ Ð✳➄è when Ô✣✳❤✭↔➙✣Ô➃✸ .


