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On the Structure of Valiant's Complexity
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buer g@math. uni zh. ch
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In [26, 28] Valiant developed an algebraic analogue of the theory of NP-completeness for computations of poly-
nomials over a field. We further develop this theory in the spirit of structural complexity and obtain analogues of
well-known results by Baker, Gill, and Solovay [1], Ladner [18], and Schoning [23, 24].

We show that if Valiant's hypothesis is true, then there ig-definable family, which is neithep-computable nor
VNP-complete. More generally, we define the posetp-oiegrees and-degrees ofp-definable families and prove

that any countable poset can be embedded in either of them, provided Valiant’s hypothesis is true. Moreover, we
establish the existence of minimal pairs for VP in VNP.

Over finite fields, we give @pecificexample of a family of polynomials which is neither VNP-complete per
computable, provided the polynomial hierarchy does not collapse.

We define relativized complexity classes'Vahd VNP and construct complete families in these classes. Moreover,
we prove that there is p-family h satisfying VP = VNP".

Keywords: Structural complexity, Algebraic theories of NP-completeness, diagonalization, Poset of degrees.

1 Introduction

One of the mostimportant developments in theoretical computer science is the concept of NP-completeness.
Recently, initiated by a paper by Blum, Shub, and Smale [6] (BSS-model), there has been a growing in-
terest in investigating such concepts over general algebraic structures, with the purpose of classifying the
complexity of continous problems. But already ten years earlier, Valiant [26, 28] had developed a con-
vincing analogue of the theory of NP-completeness in an entirely algebraic framework, in connection with
his famous hardness result for the permanent [27]. In fact, the generating functions of many NP-complete
graph problems turn out to be complete in Valiant’s sense (cf. [7]). The major differences between the
BSS-model and Valiant's model are the absence of uniformity conditions in the latter, and the fact that
only straight-line computations are considered (no branching). Both structured models are adapted to the
framework of polynomial computations, and we believe that they will be useful for classifing the intrinsic

TAn extended abstract of this work appeared in Proc. STACS’ 98, LNCS 1373, pp. 194-204.
1365-805@0 1999 Maison de I'Informatique et des Mathématiques Discrétes (MIMD), Paris, France
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complexity of problems in numerical analysis and in computer algebra (compare Smale [25], Heintz and
Morgenstern [16]).

Our goal is to further develop Valiant’s approach along the lines of discrete structural complexity theory.

We show that if Valiant’s hypothesis is true, then, over any field, therepislafinable family which
is neitherp-computable nor VNP-complete. A similar result due to Ladner [18] in the classical P-NP-
setting is well-known. Ladner’s proof is a diagonalization argument based on an effective enumeration
of all polynomial time Turing machines. However, over uncountable structures, this approach causes
problems. Malajovich and Meer [20] carried over Ladner’s theorem to the setting of the BSS-model over
the complex numbers by employing a transfer principle due to Blum et al. [5], which allows a reduction
to the countable field of algebraic numbers. The corresponding question over the reals is still open, but
it is known to be true under a nonuniformity assumption, cf. Ben-David et al. [3]. One of the reasons
our proof works over any field is the nonuniformity of Valiant's model. (For a detailed treatment of these
guestions in a general model-theoretic context see Chapuis and Koiran [11].)

In [23] Schoning found a powerful and uniform technique for proving the existence of certain “diag-
onal” recursive sets. We develop a similar technique adapted to Valiant's setting. In this framework, the
essence of enumeration and diagonalization arguments can be neatly captured by our natidimdf a
set which serves as a substitute for the recursively presentable classes in Schoning’s approach.

In Sect. 3 on page 76 we formalize this in a general abstract setting by studying certain compatible
quasi-orders on the s&" of families in a quasi-ordered sg, <), and by proving an abstract diagonal-
ization theorem. Based on this theorem, we proceed in Sect. 4 on page 78 by providing an elegant proof
that any countable poset can be embedded in the poset of degrees corresponding to a compatible quasi-
order. This is applied in Sect. 5 on page 81 in Valiant’s setting to an analogue of the polynomial Turing
reduction ¢-reduction), as well as to thg-projection. A similar result in the classical P-NP-setting for
polynomial Turing or polynomial many-one degrees was stated by Ladner [18]; however, he presented a
proof in a special case only. We further remark that the existence of minimal pairs for VP in VNP can
be easily guaranteed by our approach. (See Landweber et al. [19] and Schoning [24] for corresponding
results in the classical P-NP setting.)

A striking discovery is that we can describpecificfamilies of polynomials which are neither VNP-
complete nomp-computable. In fact, the family of cut enumerators over a finite field of charactepistic
has this property, provided MgIP is not contained in foly. (The latter condition is satisfied if the
polynomial hierarchy does not collapse at the second level.) In the classical, as well as in the BSS-setting,
only artificial problems are known to have such properties. This is discussed in Section 6 on page 83.

Finally, in Sect. 7 on page 87, we define relative versionafil VNP of Valiant's complexity classes
with respect to g-family h. For these, we have obtained some results in the spirit of Baker et al. [1].
(We remark that Emerson [13] has transfered such results to the BSS-model.) Over infinite fields, we can
construct VP-complete and VNRcomplete families with respect @projection. In particular, this gives
a proof for the existence of VNP-complete families, which is independent of Valiant's intricate reduction
for the permanent. Moreover, we can construgtfamily h satisfying VP = VNP". We do not know
whether there exists gfamily h such that VP £ VNP".

2 Valiant’'s Model

We briefly recall the main features of Valiant's algebraic model. For detailed expositions see von zur
Gathen [15] and [9, Chap. 21].
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In this sectionQ := k[X1, Xy, .. ] denotes the polynomial ring over a fixed fiddn countably many
variablesX;. A p-familyoverk is a sequencé = (f,) € QY of multivariate polynomials such that the
number of variables as well as the degreddire polynomially boundedx¥bounded) functions af. An
example of gp-family is the permanent family PER (PER,), where PER s the permanent of amby
n matrix with distinct indeterminate entries.

Let L(fy) denote the total complexity ofy,, that is, the minimum number of arithmetic operations
+, —, * sufficient to computd,, from the variables and constants ik by a straight-line program. We
call a p-family f p-computableff n— L(f,) is p-bounded. Thep-computable families constitute the
complexity class VP. We remark that the restrictionpidpounded degrees is a severe one: although
X2" can be computed with only multiplications, the corresponding sequence is not considered to be
p-computable, as the degrees grow exponentially.

A p-family f = (f,) is called p-definableiff there exists ap-computable familyg = (gn) with gn €
K[X1, ..., Xyn)] such that for alh

fn(X1, ..., Xym) = > On(X1, .-, Xyn)s 8415 - - €un)) 1)
ec{0,1}u(n-v(n)

The set ofp-definable families form the complexity class VNP. The class VP is obviously contained in
VNP, andValiant's hypothesiglaims that this inclusion is strict. We can consider this as an algebraic
counterpart of the well-known hypothesisANP due to Cook [12]. Let us mention the following recent
result due to the author, which reveals a close connection between these two hypotheses.

Theorem 2.1 ([8]) If Valiant’s hypothesis were false over the field k, then the nonuniform versions of the
complexity classelIC, P, NP, and PH would be equal. In particular, the polynomial hierarchy would
collapse to the second level. Hereby, we assume that k is finite or of characteristic zero; in the second
case we assume a generalized Riemann hypothesis.

We shall now define a quasi-ordep called p-projectionon the seD of families inQ. A polynomial
fn is said to be grojectionof a polynomialgm € k[X, . .., X], for shortf, < gn, iff

fn(xla~~~;xv(n)) = gm(al,...,au) (2)

forsomeg; € kU {Xy, ..., Xyn)}. Thatis,fn can be derived frorgm through substitution by indeterminates
and constants. Let us call a functiol — N p-bounded from above and beldfithere exists some > 0
such than/® — ¢ < t(n) < n°+ ¢ for all n. We call ap-family f = (f,) a p-projectionof g = (gm), in
symbolsf < g, iff there exists a functioh:IN — N which is p-bounded from above and below such that

g ¥n>no: fn < Gy - 3)

We remark that our definition of, differs slightly from the one given in [26]. On the one hand, we
require the relatiorin < gy, to hold for sufficiently largen only. In turn, in order to guarantee transitivity
of <p, we have to make sure thigh) — c asn— . For our purposes, it is convenient (but not essential)
to achieve this by requiring thais growing at least polynomially.

Finally, ap-family g € VNP is calledvNP-completéwith regard top-projection) iff anyf € VNP is a
p-projection ofg.
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In [26] Valiant obtained the remarkable result that the permanent family (ikgh&) and the family of
Hamilton cycle polynomials are VNP-complete. It turns out that the generating functions of several NP-
complete graph problems like Clique, factors, Hamilton cycles in planar graphs etc. are VNP-complete as
well (cf. [7]).

3 An Abstract Diagonalization Theorem

Leta quasi-ordered sé®, <) be fixed. Elements of the s@t' of sequences i will be calledfamiliesin
the sequel. We may formally define a quasi-ordgr(the abstracp-projection) on the se@" of families
as in ( 3 on the page before). Two familiesandg are said to be-equivaleniff f <, gandg <, f. We
call the equivalence classpsdegreesand denote byD, the poset of alp-degrees with the partial order
induced by<,. f <, g shall mean thaf <p g but notg<j, f. Thejoin f Ugof two familiesf,ge Q" is
defined as

fug:=(fo,00, f1,01, f2,02,...) . 4)
It is easy to see that the join of twwdegrees is well-defined and that it is the smallest upper bound of
thesep-degrees inDp. The posetD, of p-degrees is thus a join-semilattice.

Definition 3.1 By a cylinderin QY we shall understand a set of families of the foFmx QY, where
F C Q" for somen € N. A limit of cylindersis defined as a countable intersection of cylindersoBinit
setin QY we shall understand a countable union of limits of cylinders.

We remark that countable unions and finite intersections-timit sets are agaim-limit sets. In
Example 3.5 on page 78 at the end of this section, we will see that-timeit sets are not closed under
the formation of complements and countable intersections. Note thatdfQ™ for n, € N, then the
cartesian produdt], F, is a limit of cylinders.

Lemma3.2 {h|h<, g} and{h| f <, h} are o-limit sets for all f,ge QY.
Proof. Itis convenient to use the abbreviation
I(c,n):={m|nY*—c<m<n°+c} . (5)

Note thath <, g can be expressed by the following predicate

dc>03ng¥Yn>ng Im: me l(c,n) A hy < gm , (6)
where the quantification is over natural numbers. Thus if we set
U(c,n):={ueQ|am:mel(c,n) A u<gm} , (7)
then we can write
{hih<pgl=J(Q°x [ U(cm) (8)
c,Ng [12410]

hence{h| h <, g} is ac-limit set.
On the other hand, we may wrifgh | f <, h} as the countable union over allny of the following
limits of cylinders
N U @"x{veQ|f,<v}xQY) . (9)
n>ng mel(n,c)
Therefore{h | f <, h} is ac-limit set. O
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We remark that the ordet,, is compatible with the join in the following sense: for allimit sets# C
QN the se{(f,qg) | fuge 7} is ao-limit subset of( Q x Q)™ via the identificatio™ x QY — (Q x Q)
sending((fn), (gn)) 10 ((fn,Gn)).

We call a family( f,) afinite variationof a family (gyn) iff fn = g for all but finitely manyn. Note that
if fis afinite variation ofy, thenf andg are in the same-degree. Subsets 6 which are closed under
finite variation capture asymptotic properties of familiés) for n — . (In probability theory one calls
them tail events.)

The following abstract diagonalization theorem is inspired by Schoning’s uniform diagonalization theo-
rem [23] (see also Balcazar et al. [2]). We note thattHimit sets serve as a substitute for the recursively
presentable classes appearing there.

Theorem 3.3 Let ¥, G be o-limit sets of QY which are closed under finite variation. Moreover, let
f,ge QY such that f¢ ¥ and g¢ G. Then there exists & QY satisfying h<pfugandhg Fug.

Proof. As # andg areo-limit sets, we have representatiofis= (J;(; #j andG = UiN; Gij where
%j and Gij are cylinders irQ". Clearly, we may assume thffo D %1 D ...andGip D Gi1 D .... We
denote by, the projectiorQ™ — Q" (fy) — (fo,.. ., fn-1).

By induction, we are going to construct an infinite sequelce= 0 < ag < by < ax < by < ... of
natural numbers such that the corresponding “mixttref the familiesf andg defined by

. J fyifbs_1 <v < asfor somes
hy:= { gv if as <v < bs for somes (10)
satisfies for all
T (M) & T (Fiai), T (M) & T (Giy) - (11)

Let us first show that the resultirrgfulfills the requirements of the theorem. It is clear that, fUg.
Assume by contradiction thatc #. Then there exists someuch thah € %;j for all j. Choosingj = &,
we get a contradiction to ( 11). Analogously, one showsligatg.

Assume now that we have already constructed® < b; < ... < a1 < bj_1. Then the elements,
forv < bi_1 are already determined. Consider the following finite variation

F = (hOa hl; B hbi,l—l; fbi,la fbi,1+la e ) (12)

of the family f. Sincef ¢ # and ¥ is closed under finite variation, we hatez . Therefore,f ¢ Fij
for somej. As #ij is a cylinder, there existd such thatfij = 1, (T (%;)) for all n> N. Now choose
a :=max{bi_1+1, j,N}. Then we have

TG (Ta (i) C TG (T (%)) = %ij - (13)

Thereforery, () ¢ T, (% ). The corresponding extension of the sequemnap to indexa; — 1 therefore
satisfies the desired property. The indgxcan be found similarly by considering the finite variation
8= (ho,...,ha—1,05,0a+1, . ..) of the familyg. O

By induction one can easily generalize Thm. 3.3 to an arbitrary finite numhefiofit sets.

Corollary 3.4 Let #, ..., Fs be o-limit sets ofQY which are closed under finite variation and lgtef
QN\ # fori=1,...,s. Then there existsh Q" satisfying h<;, f1U...U fsand hg % for all i.
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Example 3.5 ConsiderQ = {0, 1} with the natural ordex. We define the support of a famitye QY

as{v | hy # 0}. The families with finite support form a-limit set G. We claim that the complement

F of G is not ac-limit set. In fact, otherwise, Thm. 3.3 on the page before with the constant families
f=(0) ¢ # andg= (1) ¢ G would imply the existence of a family¢ F U G, which is absurd. This
example also shows that thelimit sets are not closed under the formation of countable intersections: we
have ¥ = Nn%n, wheref, denotes the-limit set #, := Umsn(QM x {1} x Q).

4 An Abstract Embedding Theorem

Again let a quasi-ordered sg®, <) be fixed and denote by, the corresponding abstragtprojection.
We extend our discussion to any quasi-orde€Bhwhich satisfies certain compatibility conditions.

Definition 4.1 A quasi-ordex of QY is calledcompatibleiff the following conditions are satisfied:
(@ vf,g:f<pg=f<cQ.
(b) Vf,g,h: f <ch,g<ch= fug<ch.
(c) {h|h<cg}and{h| f <. h} arec-limit sets for allf, g€ Q.

Observe that is a compatible quasi-ordering by Lemma 3.2 on page 76.

In the sequel, let a compatible quasi-oreeron Q" be fixed. We call two familie§ andg c-equivalent
iff f <cgandg<; f. The corresponding equivalence classes are a union of certigrees and called
c-degreesf < g shall mean that <. g, but notg <¢ f. We say thaf <, g holdsstronglyiff f <, gand
f <co.

Let (X,C) be a poset. A map:X — QY is called anembeddingf X in QY (with respect to<c) if
x C yimplies$(x) <¢ ¢(y) and vice versa. We cafl astrong embeddindf ¢ is an embedding andC y
implies evenp(x) <p d(y).

The goal of this section is to prove the following abstract embedding theorem.

Theorem 4.2 For any countable poséX, C) and elements, iy € QY with f <. g there is an embedding
X = {h| f <ch<cg}. If additionally f <, g, then there is a strong embeddingX{h| f <, h <, g}.

The proof will be based on a sophisticated application of our abstract diagonalization theorem 3.3 on
the page before. In the next lemma, we settle the special case ¥lteresists of one point only.

Lemma 4.3 For f,ge Q" with f < g there exists l& Q" such that f<ch < g. Ifalso f<, g, then we
may additionally achieve that £, h<p g.

Proof. F:={h|g<chuf}andG :={h|h<. f} arec-limit sets, as<. is compatible. (Observe that
H:={h'|g<ch}andthus? = {h| hu f € #H} is ac-limit set by the remark following Lemma 3.2
on page 76.) Moreovelf and G are closed under finite variation (use property (a) in Def. 4.1). By our
assumptiorf < gwe havef ¢ ¥ andg ¢ G.

Theorem 3.3 on the preceding page implies the existence of Bom@" satisfyingh' <, f Ug and
h'¢ FUG. Now puth:=h U f. Using property (b) in Def. 4.1 we conclude fronx¢ gthatf <,h<cg.
On the other hand, sinté¢ ¥ U G, we have the strict inequaliti€s<¢ h <. g. Of course, if additionally
f <p g, then we even gdt <, 0. |
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We need two further auxiliary results.

Lemma 4.4 Any countable posg, C) can be embedded in a countable lattice.

Proof. Fory e X denote byX, := {x € X | xC y} the initial segment of. Let 4 denote the boolean
subalgebra generated by all initial segmer#ss a countable lattice with respect to inclusion and the map
X — 4,y— Xy obviously defines an order isomorphism. O

Lemma 4.5 Let (X, C) be a countable lattice. Then there exists an enumeraioxy ¥, ... of X such
that each X := {Xo, ..., Xn} is closed under taking meets: that is) ¥ € X, for all x,y € X;.

Proof. We may assume thatis infinite. Letv: X — N be any enumeration &. We proceed recursively:
setxo := v~1(0). Assume now thaty, .. ., x,—1 are already constructed. Lete X \ X,—1 such thav(z,)
is minimal and consider the finite set

Mn = {ZaNX| XE Xn—1, ZnNXE Xn1} - (14)

If My is empty, we puk, := z,. ThenX, is obviously closed under taking meets.

Otherwise, letz, N x be a minimal element d¥1,, w.r.t. C and define, := z,Nx. To show thatX, is
closed under the formation of meets, et X,—1. We havex,na= (zoNx)Na=zNx, wherex :=xNa
is in Xp—1 by the induction hypothesis. By the minimality i, we see that in fact,Na € X,.

It remains to show thato, x1, ... exhaust all elements of. If this were not the case, takec X'\
{Xo, X1, . . .} with a minimum value of.. Hence there exist% such that

{ylvy) <v(@} C {0, ., X} - (15)

Therefore, we have, = zandM, # 0 for all n > ng. Itis easy to check thdfln;1 C Mp\ {Xn} for n > no.
Thus we would obtain a infinite strictly descending chain of subsets in the finiké.setvhich is absurd.
o

Proof. (of Thm. 4.2 on the preceding page) (&t C) be a countable poset and assume that, g holds
strongly. (The case where we only know tHat ; g can be settled similarly.)

By the Lemmas 4.4 and 4.5 we may assume (Kat) is a lattice and thaty, x4, . . . is an enumeration
of X such that eacly = {xo, ...,%n} is closed under the formation of meets.

By induction onn, we shall construct mapis: X, — QY satisfyingn |x, ,= ¢n-1 and such that the
following two properties are satisfied:

(@) f <pNxex,dn(X) strongly, Uxex,dn(X) <p g strongly .
(b) Forallx,y,yi,...,Ys € Xy we have

XC Y= On(X) <pdn(Y), On(X) <c On(Y1)U...Udn(Ys) = XCy1U...UYs . (16)
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The induction start where = 0 is guaranteed by Lemma 4.3 on page 78. Nowlet0 and assume
thatxg, . . ., Xn—1 Ssatisfying the claim are already constructed. To simplify notation we write ¢n_1,
A= X1, andz:= x,. Letay,...,ap denote the maximal elements Afwhich are smaller tham and
b1,..., by be the minimal elements @& which are bigger tham. Thus for allx,y € A the relationx C z
impliesx C a; for somei andz C y impliesb; C y for some;.

We are going to distinguish several cases.

Caselp>19>1.

We setu:=¢(a1) U...Ud(ap) ando:=¢(b1N...Nbg) (note that this is well defined, asis closed
under taking meets). Clearly<p 0. Forxe Aandy = (ys, ...,Yys) € A°> we define the set

Gy:={hlh<co(y1)uU...U(ys)} a7
if zZy1U...Uys $> 1, and we define
Fxy ={h[$(X) <chUuUG(y)U...Ub(ys)} (18)

if x¢Z zuy1U...Uys, s> 0. All these sets;y, Fxy areo-limits and closed under finite variation. There is
at most a finite number of them.

We claim thatu lies in none of the setg$yy. Otherwise, we would hawig(x) <c uUd(y1) U...Ud(ys)
which implied by (b) thak C ayU...UapUy,U...Uys C zUy1 U...UYys, contradicting our assumption.
In the same way one sees tlodies in none of the setg,.

By Cor. 3.4 on page 77 of the abstract diagonalization theorem, there ishsamieh lies in none of
the setsGy and #xy and such thah <, uu o0 <, 0. We extend now the map = ¢n_1 to X, by setting
¢n(2) := hUu. Then condition (a) of the inductive claim is obviously satisfied. Moreover, we have

d(a) <pu<pdn(2z) <po< o(bj) (19)

for alli, j, which, together with the inductive hypothesis, shows xhaty impliesdn(x) <p dn(y) for all
X,y € Xn. To prove the second part of the claim (b) assumedih@d) <c ¢ (y1) U...Ud(ys). If we hadz¢
y1U...UYs, then we would obtain the contradictibre Gy, Similarly, §(x) <c ¢n(2) Ud(y1) U...Ud(Ys)
impliesx C zUy 1 U...UYs, sinceh ¢ Fy. This proves part (b) of the claim.

Case2p>1,9=0.

By Lemma 4.3 on page 78 there exisfssuch thatuxead(X) <p g’ <p g holds strongly. We sat :=
d(ar) U...Ud(ap) but now we define := ¢'. For the setsj, and %y introduced as above we have
u¢ Fyando¢ Gy. By Cor. 3.4 on page 77 there is soindying in none of thegy, 7y and such
thath <, uuo <p o, and we defingn(z) := huu. Then condition (a) of the claim remains valid, as
Uxex, <p ¢ andg’ <p g strongly holds. The remaining conditions can be checked as in Case 1.

Case3p=0,0> 1.

By Lemma 4.3 on page 78 there exidtssuch thatf < f' < Nyea holds strongly. We take := f’ and
0:=¢(b1N...Nbg). The setxjy and ¥y are defined as before, but using the elementf’. We proceed
now similarly as before.
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Case4p=0,q=0.

By Lemma 4.3 on page 78 there exf$tg' satisfyingf < f' <pNxea andUxead(X) <p ' <p g strongly.
Takeu:= f/, 0:= ¢, and proceed similarly as before. O

5 Structure of Valiant's Complexity Classes

In this section, we apply our previous results to the setting of ValiantQLet k[X;, X, .. ] denote the
polynomial ring over a fixed fiel&® in countably many variables and consider the projectiog, which
is a quasi-order of. (Recall thatf < giff f can be obtained frorg by a substitution of its variables by
variables or constants k) The corresponding quasi-ordep on QY is the usuap-projection.

To avoid confusions, we remark that in the future symbols fikg h, . .. will be used to denote either
polynomials or sequences of polynomials; it will always be clear from the context what is meant.

We introduce the concept of oracle computations. Let a polynogn@ak[Xy, ..., Xs] be given. We
consider straight-line programs which, beside the usual arithmetic operations, have the ability to evaluate
the “oracle polynomial’g at previously computed values at unit cost. This can easily be formalized
by considering straight-line prograrmisof type {+, —, *,0}, where the symbab stands for the oracle
operation of aritys.

Definition 5.1 Theoracle complexity §(f1,..., f;) of a set of polynomialdy, . . ., f € Q with respect to
the oracle polynomiag is the minimum number of arithmetic operations—, x and evaluations of (at
previously computed values) that are sufficient to computé;tfrem the indeterminate) and constants
in k.

We introduce next the notion afreduction, which can be seen as an analogue of the polynomial
Turing reduction for Valiant’s setting.c{is an acronym for computation.) One might also interpret the
p-projection as an analogue of the polynomial many-one reduction, howeves;ghgection is much
finer.

Definition 5.2 Let f = (fn), 9= (gn) € QY. We call f ac-reduction(or polynomial oracle reduction) of
g, shortly f <. g, iffthere is ap-bounded function: N — I such that the map~ L%® ( f,) is p-bounded.

It easy to check that. is a quasi-order oR". Note that for ap-family f we havef <. 0 iff f is
p-computable.

Lemma 5.3 The c-reductior is a compatible quasi-order oR".
Proof. The verification of conditions (a) and (b) of Def. 4.1 on page 78 is straightforward. Condition (c)

will be shown similarly as in the proof of Lemma 3.2 on page 76. We can expresg by the following
predicate

JevVnIm:m<n°+c A LI"(hy) <n+c . (20)

If we write
V(c,n):={ueQ|Im<n°+c:L9(u) < n°+c} , (21)

then we haveh | h <c g} = U [1nV(c, n), which shows that this is @-limit set.
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On the other hand, we may wrifd | f <¢ h} as the countable union over albf the following limits
of cylinders
N U @x{veQ|LY(fy) <n°+c} xQY) . (22)
n m<n®+c
]

Corollary 5.4 The set of p-families as well as the clas¥®&andVNP are o-limit sets.

Proof. We leave it to the reader to check that theBetf p-families is ac-limit. Let g be VNP-complete
w.r.t. p-projection. We have VB {f € QY | f <c 0} n P and VNP= {f € QY | f <, g}. Thus we may
conclude from Lemma 5.3 on the page before and the fact thai-fhvejection is compatible, that both
of these sets are-limits. O

Let us call ap-degree or a-degreep-definableiff it contains ap-definable family. Note that @-
definablep-degree consists gi-definable families only, whereaspadefinablec-degree might also con-
tain families which are not in VNP. This is becaus& ¢ g andg € VNP might not imply thatf € VNP.
We denote byPD, the set ofp-degrees ofp-definable families and by?D, the set ofc-degrees of
p-definable families.

Remark 5.5 1. The posefPD) has a uniqgue maxima-degree which consists of the VNP-complete
families with respect tg-projection. Any family( f,) of constants (i.e.f, € k for all n) constitutes
a minimal p-degree inPDp, and these are all the minimpldegrees inPDy,. (HenceP Dy has at
least the cardinality of the continuum.)

2. The posetPD. has a unique maximatdegree which consists of the VNP-complete families with
respect toc-reduction. The complexity class VP forms the unique miniidegree inPD.
Valiant’s hypothesis “VNB£ VP” means thatPD. consists of more than one element.

The main result of this section is analogous to that of Ladner’s work [18]. It follows now easily from
our abstract embedding theorem 4.2 on page 78.

Theorem 5.6 Any countable poset can be embedded in the pBgys. If Valiant’s hypothesis is true,
then any countable poset can be embedded in the ftiBet

Note that the result o®?D,, is unconditional due to Remark 5.5.1.

Corollary 5.7 If Valiant's hypothesis is true, then there is a p-definable family which is neither p-computable
nor VNP-complete with respect to c-reduction.

We finally show that an analogue of Schoning’s general minimal pair theorem [24] holds in Valiant’s
setting. We call a pair of familieg, p € QY aminimal pairfor VP iff ¢ andys are not contained in VP
and
YheQ¥:h<cp Ah<cp=hecVP . (23)

Theorem 5.8 Assume thaf¥ C QY is a o-limit set containingvP which is closed under finite variation,
and let f,ge Q\ 7. Then there exish, p € QV\ ¥ such thatp <p f, P <, g, and such thap, P is a
minimal pair forVP.
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Proof. Let ¥ = U ﬂj Fij with cylinders % satisfying #ij O %j+1. By induction, we will construct a
sequence & ajp< ajy1 < arp< arz< ala< a5 < ax < ... < ags < ... of natural numbers satisfying the
requirements below. We define familigsindy corresponding to the sequen@g ) 1<i o< j<s, by setting

_J fv ifJditap<v<aj _J o ifdiraz<v<aig
b { 0 otherwise W= { 0  otherwise. (24)

The requirements are:

(O) T[au(q)) € T[ail(j:iail) (3) T[a1-4(|-|J) ¢ T[a1-4(.'fiai4)
(1) maxnca, L(fm) < a2 (4)  maXnca, L(9m) < ais (25)
(2) 2% < a3 (5) 2% <ajy10 .

As in the proof of the abstract diagonalization theorem 3.3 on page 77, one can show that it is possible
to construct a sequeng¢aj) satisfying all these requirements. (Only conditions (0) and (3) require some
attention.)

Let us show thap, s have the desired properties. Itis clear that, f andy) <, g. Moreover, we have
¢, ¢ F due to conditions (0) and (3). It remains to prove thap is a minimal pair. So let us assume
thath <. ¢ andh <.  for someh € QY. Then there exisp-bounded functions, v, w: N — IN satisfying

L¢u(n) (hn) S W(n) , LqJV(”) (hn) S W(n) . (26)

It suffices to verify that (hn) < nw(n) for sufficiently largen.

We are going to distinguish two cases. Suppose firstahat n < a;s. We may assume thatjo <
u(n) < ajy for somej, since otherwis@,n = 0 and we are done. Thugn = fyy). For sufficiently
largen we have by condition (5) that(n) < 2" < 235 < @;;10. This implies thaj < i, henceu(n) < a.
Therefore, using condition (1), we half, ) < a2 < n. We conclude that indeed

L(hn) < L% (o) L(dyny) < nw(n) (27)

The discussion of the other case whage< n < a,412 is similar and left to the reader. O

By applying the theorem t¢ = VP and choosing = g to be VNP-complete we obtain the following
corollary. (Note that VP is a-limit set by Corollary 5.4 on the page before.)

Corollary 5.9 There exists a minimal pad, Y for VP in VNP, providedVP # VNP.

6 A Specific Family neither Complete nor p-Computable

For 1<i < j < nletXj be distinct indeterminates and s§t := X;. Moreover, letq be a power of the
prime p. Thecut enumeratoCut] is the following multivariate polynomial over the finite fielt

cutl:= gie ﬂEBx‘}‘l : (28)

where the sum is over all cu&= {A, B} of the complete grapK, on the set of nodes:= {1,2,...,n}.
(A cut of a graph is a partition of its set of nodes into two nonempty subsets.) It is easy to see that
Cufl := (Cutl) is a p-definable family.
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To motivate this definition, consider a complete grah= (n,E,) endowed with a weight function
w: En, — N. We define the weigh(S) of a cutS= {A, B} as the sum of the weights of all edges separated
by S. Letc(s) denote the number of cuts of weight(Notice that thev;; are interpreted here as additive
weights, whereas thg; above are viewed as multiplicative weights.) Under the substitdion x; :=
TWi, T being a formal variable, the cut polynomial ¢liecomes

Cufl(x) = ZT(q‘l)W(S) =S (c(s) modp) TL4-Ds (29)

S

which can be interpreted as the generating function of the seqye(stenod p)s.
The main result of this section states that Tstan explicit example of @-family, which is neither
p-computable nor complete in VNP. For the definition of the complexity classegNRyboly see below.

Theorem 6.1 The family of cut enumeratout? over a finite fieldfy is neither p-computable nafNP-
complete with respect to c-reduction, providddd,NP ¢ P/poly. The latter condition is satisfied if the
polynomial hierarchy does not collapse at the second level.

The proof of this theorem requires two auxiliary results. The first of them states that the cut polynomial
Cuﬁ(x) can be evaluated ovéiy by boolean circuits of polynomial size. The reader should be aware
that this does not necessarily imply that the cut polynomial can also be evaluated by arithmetic circuits of
p-bounded size (i.e., the-computability of the family C(f.

Lemma 6.2 To a symmetric matrix & Fg*" we assign the graph @) on the set of nodesby requiring
that{i, j} is an edge iff y = 0. Then we have

cutd(x) = 2N¥~1_ 1 modp , (30)

where Nx) is the number of connected components ()G In particular, the valueCutl(x) can be
computed from a symmetrioadFSX” in polynomial time by a Turing machine.

Proof. For any nonzera € Fq we haveAd! = 1 by Fermat's theorem. Therefore, a partitiph B} of
n contributes to Cy{(x) either zero or one. The contribution is onexff £ 0 for alli € A, j € B, which is
the case iff none of the nodes Afis connected with any node Biin the graphG(x). This in turn means
thatA andB are both a union of certain connected components of the gégph The number of such
partitions clearly equalsN®)— — 1, whereN(x) is the number of connected component&gx). This
proves the lemma. i

It is now time to recall a few facts from discrete complexity theory. For a prime nuipliiee class
Mod,NP is defined as the set of languadess {0,1}* | ¢(x) = 1 modp}, where¢: {0,1}* - N is a
function in #P (cf. Cai and Hemachandra [10]). This generalizes the class parity polynomialRiine
troduced by Papadimitriou and Zachos [22]. We remark thit{D, 1}* — N is #P-complete with respect
to parsimonious reductions, then the corresponding langapg@(x) = 1 mod p} is ModyNP-complete
(with respect to polynomial many-one reductions). We denot€ fpoly the nonuniform version of the
complexity clasg”, cf. Karp and Lipton [17].

The counting problem #Cr is the following: given a complete gragk, with a weight function
w:E, — N ands € N, what is the number of cuts of weigk? Hereby, we assume the edge weights
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to be encoded in unary. The related decision problem Mod just asks for the residue class modplo
of the number of cuts of weiglst This problem is clearly in the class MgP.

It is well known that the computation of a cut of maximal weight of a given graph is NP-hard. By
a straightforward modification of the proof of this fact given in Papadimitriou [21, p. 191], one can
strengthen this as follows. We will provide the detailed proof of this claim at the end of this section.

Lemma 6.3 #CuT is #P-complete with respect to parsimonious reductions. TMad,CuT is ModpNP-
complete.

Proof. (of Thm. 6.1 on the preceding page) lLebe a language in MggNP, sayl. = {x & {0,1}* | $(x) =
1 modp}, whered: {0,1}* — Nis in the class #P. In [8] it is shown that there existsdefinable family
(fn) overFp such thatf, € Fp[X1, ..., Xn] and

vYnvxe {0,1}": fo(x) = ¢(x) mod p . (31)
Assume now that Cliis VNP-complete oveFy with respect ta-reduction. Then we havey) < Cut’,

hence there is p-bounded function: N — N such thaLCUﬁ(n) (fn) is p-bounded. Lemma 6.2 on the page
before tells us that Cﬂg;‘) can be evaluated ové by boolean circuits op-bounded size im. Hence,
by simulating straight-line programs by boolean circuits, we can design fomembtloolean circui€, of
p-bounded size im, which computed,(x) fromx € Fg. This implies that the languageis contained in
P/poly. We therefore arrive at the conclusion Md&P C P/poly.

For fixedm,n> 1 consider a field extensidt = [Fq(&) of Fq of degree(q— 1)m(3). To an instance
w: En — N of #CuT satisfying maxv < mwe assign the symmetric matooc K™ " defined byx;j :=&"i.
Then we have by ( 29 on the preceding page)

Cutl(x) = ¥ (c(s) mod p) g, (32)
S

wherec(s) is the number of cuts i, of weights. The coefficientg(s) mod p are uniquely determined
by Cufl(x) since the above summation is ot m(5).

Assume now that Clitis p-computable oveF,. Hence for eaclm there is a straight-line prograf
of p-bounded size im, which computes CftX) from constants iffq and the indeterminates; in the
polynomial ringFq[Xij | 1 < i, j < n]. By the universal property of the polynomial rinig, will compute
Cufl(x) in theTF4-algebraK from the same constants arg K™". We may simulate this computation by
a boolean circuit op-bounded size, since the arithmetic operation itean be simulated bg-bounded
circuits. Here it is important to note that the degree of the field extersjdfy is p-bounded, asnis
assumed to be encoded in unary (see the definition off¥Qan this way, we could solve the Mg@uT
problem in nonuniform polynomial time. As Mg@uT is Mod,NP-complete by Lemma 6.3, this would
imply that Mod,NP C P/poly.

It remains to show that MggNP C P/poly implies the collapse of the polynomial hierarchy at the
second level. By a well-known result of Karp and Lipton [17] this collapse would be a consequence of
the inclusion NPpoly C P/poly. Therefore, it is sufficient to prove that

NP/poly C Modp,NP/poly . (33)

This follows from a well known randomized reduction due to Valiant and Vazirani [29]. (For details
see [8].) O
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We remark that one can prove the absolute statement thatiobt VNP-complete with respect to
p-projection. It would be interesting to find out whether €nterpreted as family over the rationals, is
VNP-complete.

We supply now the proof of Lemma 6.3 on the preceding page. Consider the auxiliary counting problem
#NAESAT which is defined as follows: given a set of boolean variables and a set of clauses each consisting
of exactly three literals, compute, where N equals the number of truth assignments of the variables
such that in none of the clauses all three literals have the same truth value. (Note that the latter number
must always be even!)

Lemma 6.4 There is a parsimonious reduction frorS4r to #NAESAT.

Proof. The reduction from @RculT SAT to NAESAT given in Example 8.3 (p. 163) and Thm. 9.3
(p. 187) of Papadimitriou [21] is easily checked to be parsimonious. On the other hand:a8 be
parsimoniously reduced toIRCUIT SAT in an obvious way. O

To prove Lemma 6.3 on the page before it suffices now to show the next lemma.
Lemma 6.5 There is a parsimonious reduction fro\#ESAT to #CuUT.

Proof. We slightly modify the reduction from NESAT to MAX CuT from Papadimitriou [21, Thm. 9.5,
p. 191] in order to make it parsimonious.

Let be given a set of variables, . . ., X, and a set of claus&3, . . .,C, each consisting of exactly three
literals. We may assume that in no clause all literals are equal since otherwise the formula is not satisfiable
in the sense of NESAT. Moreover, we may remove the clauses which contain a variable and its negation
since these are always satisfiable in the sensen@fSMdT. Let mg denote the number of clauses with three
different literals andrp, be the number of clauses in which two literals coincide. We mavem, + mg.

Let G be the complete graph having as nodes the variabplasd its negations:x;. We define the
weight function ofG as follows. Thehorizontal edgegx;, —x} have the weighin+ 1. The remaining
edges edges= {u,Vv} (thenonhorizontabnes) have as weight the number of clauSg® which both of
the literalsu andv appear. If we express this event®y Cj, we may write for such nonhorizontal edges
e

w(e) = [{Cj|eCCj}| . (34)
Finally, we puts:= (m+ 1)n+m + 2mg. Note that the weight of each edge is at most 1. Thus we
may encode the edge weights in unary.

Let Sbhe a cut ofG and denote by, the set of horizontal edges separatedshynd byE the set of
nonhorizontal edges separated®y\e have

WS = Y we)=(m+1)|%E+ Y [{(eC)|eC G
ec FUE e€E

(m+1) %]+ §1|{<e7cj> |ec E,.eC G|
=

< (M4+n+(mp+2mg) =s .

Equality holds if and only iSseparates alt, from —x; and if S separates the literals of any clause. This

is exactly the case ®defines a truth assignment in the sense aEBIAT. (The cutS separates the true
literals from the false ones.) This proves that the number of satisfying truth assignments is exactly twice
the number of cuts of weiglstin G. O
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7 Relativized Complexity Classes

Our investigations here are inspired by the well-known results of Baker, Gill, and Solovay [1] on relativa-
tions of the classical P-NP question.
Relative versions of the complexity classes VP and VNP can be defined as follows.

Definition 7.1 Let h be ap-family. VP" consists of allp-families f such thatf <¢ h. VNP" is the set of
all p-families f = (f,) which can be obtained from sorge= (gn) € VP" in the sense of (1 on page 75).
We call the families in VPand VNP' p-computable ang-definable relative tt, respectively.

Note that VP and VNP specialize to VP and VNP, respectivelyhifs p-computable. We remark that
VP"is closed undec-reduction and VNPis closed undep-projection.

Our first goal is to establish the existence of complete families for the complexity clasSesndP
VNP". In particular, this gives a proof for the existence of VNP-complete families, which is independent
of Valiant’s intricate reduction for the permanent. The idea is to use a generalization of the concept of
generic computations (cf. [9, Chap. 9]). In order to avoid an exponential growth of degrees, we combine
this with an auxiliary result on the computation of homogeneous components (Prop. 7.2), which works by
evaluation and interpolation, and requires thabntains sufficiently many points. In the sequel, we will
therefore assume thkis an infinite field.

It is useful to introduce the following auxiliary notion. Lk f1, ..., fi be polynomials over the fielkl
We define thdr-complexity."(fy, .. ., f;) as the minimum number of multiplications and evaluationis of
that are sufficient to compute dllfrom the indeterminates and constantk {fwve do not allow divisions).

Note that forh = X; X, this specializes to the multiplicative (or nonscalar) complexity. We further remark
that if his a projection ofY, then we have" < L"as well asc! < N,

Theh-complexity may be characterized in a way similar to the multiplicative complexity. Let us define
anh-computation sequencélengthr onXy, ..., X, as a sequence of polynomi@s,, g—n+1, - - -, gr such
thatg_n=1,0-n+1= X1, ...,00 = Xn, and such that we have

0o = h(27-2ntonjg). - T7=2n0psi)) (35)
for all 1 < p <r and somen,g in k. We say that such a sequencemputes f, ..., f; iff all f; are
contained in thé-linear hull ofg_, ..., g.

In what follows, we will assume thag; X is a projection oh, in which case we say thatcontains the
multiplication Then it is not hard to see that thecomplexityr of f1,..., fi equals the minimum length
of anh-computation sequence which computesalMoreover, the complexity" and then-complexityr
are polynomially related as follows: we hawe< L"(fy, ..., fi) < 2s(n+1)(r 4 1) + sr?, whensis the
number of variables df.

Proposition 7.2 Let f be a polynomial ing...,anand X, ..., X, having degree at mostd 1 in the
X-variables. We denote by% the homogeneous part of f of deg@evith respect to the X-variables.
Then we have _

({1 |5<d}) < (1+ddegh) L(f) . (36)

Proof. We will use the abbreviatiori<4 := Ys<d ) and writeD := degh. Let (Gp)p>—n be anh-
computation sequence of length= £"(f) as in ( 35) which computet. We define a related sequence
(Up)p>—n by settingu, :=gp for —-n< p < 0, and forp > 0

UP = h(Vp]_7 .. .,Vps)sd s (37)
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wherevye = 3521 apoju;. Itis easy to check that, = g5 for all p.

The homogeneous parts bf(w.r.t. X) are ak-linear combination of the homogeneous parts ofghe
Therefore, it suffices to prove that all homogeneous partg ab to degreal can be computed from the
homogeneous parts af ,, ..., Up—1 up to degreel by somek-linear operations and-£ dD evaluations
of h. .

The polynomialw, := h(Vp1, .. ., Vps) has degree at modD. By definition,uff) = wff) ford<d. We
have forA € k that 5 5 5

T AW =wp(AX) =h( F AT AR (38)
3<dD 3<d 3<d

Hence we can compui, (AX) from thevgg and thus from the(ja) for j < p, d < d by k-linear operations

and just one evaluation &f We can thus compute the homogeneous pantg, @fs ak-linear combination
of wp(AX) for 1+ dD different values oh € k (interpolation). O

In the sequel, we will use the abbreviatio$: = X{‘l Xk and|y| = Y W for pe N". Moreover, we
set deg 0= —oo for the zero polynomial.

Definition 7.3 Let a polynomiah € k[X, ..., XJ] of degreeD be given.

(a) We define thgeneric h-computatio(Gp)p>—_n 0N X1, ..., X, overk recursively as followsG_y, :=
1,Gpnt1:=Xq,...,Go:= Xy, and for allp > 0 we set

. —1 —1
Gp = h(Z_1nap1iGi, -, 35_2na0siG))
—1 -1
+bp— (35" 201iGjo, .-, Y5 0siGjo) -

Here thea,sj andb, denote different indeterminates a@gh is the constant term d&; with respect
to theX-variables. We writ&s, = 5, Go. X", whereGg, depends only on tha andb-variables.

(b) Thenth generic polynomial computed relative tashdefined as
n
[H<np=-=n

Here thec, denote additional indeterminates. THZgh) is the sum of theX-homogeneous parts
up to degree of y5__,CoGp.

(c) Thenth generic polynomial defined relative tas

n
Dn(h) := zod\, Cn(h)(a,b,c, X1, ..., Xy, 841, ...,6n) , (40)
=0 ec{O,T}"V

\Z

where thal, denote additional indeterminates. (Note thatXhe, . . ., X, are substituted by O or 1.)

The following technical lemma summarizes some of the propertiésgafneric computations as well
as of the polynomial€,(h) andDn(h). Recall thah < ' means thah is a projection of.

Lemma 7.4 We have fop > 0 and p£ 0:
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(@) Gpo = bp.

(b) Goudepends on at mospen+ 1+ p%l) + p variables.
() LNGy,...,Gp) < sp(n+p—1)+2p.

(d) degGpy < 1+ 2Dp|u.

(e) Gy(h) and Dy(h) are polynomials in at mos?sn® + 5n 4 2 variables and have degree at most
2D’ +n+3.

(f) LN(Cn(h)) < (1+Dn)(2sr?+ 4n).
(9) If we abbreviate the &, c-variables occuring in gh) by Z, .. ., Zy, we have

{f ek[Xs,..., %] | degf <n, LN(f) <n} C{Cn(h)(zX)|ze K"} . (41)

(h) h< Cy(h) if degh < n. Moreover G(h) < Dn(h).
(i) Foralln <n'and h< h' we have G(h) < Cy(h') and Dy(h) < Dy (h).

Proof. Claims (a), (b), and (c) follow by straightforward calculations.
We will prove Claim (d) by induction op. We remark first that de@p, < 0 for p < 0 and allp. Let
nowp > 0 be fixed and put

By the induction hypothesis we have for ph£ 0

degVou < 2+2D(p— 1)y - (43)
This estimate is also true fpr= 0, since degjo < 1. What we have to do is to prove the estimate
¥# 0 degH, < 1+ 2Dp|y| (44)

for the polynomiaH := ¥, H.X* := h(Vy,...,Vs). Clearly, it is sufficient to verify this for the power
productsh = X;* - - -X& of degree at modD. In this case, we havd =V, - .-V, and we obtain

S €g
Hv = z I_I Vopa(s) ) (45)

o=1le=

where the sum runs over all systems of mpps{1,2,...,e5} — N", 1< 0 < ssatisfyingy 4 5 ¢ Ho(€)
=v. Using ( 43) we conclude that for£ 0

degHy Yo 3e(2+2D(p—1)|Ho(E)|)
2556+ 2D(p—1) 35 Hs(€)]
2D+2D(p— 1)|v|

1+2Dp)v| ,

VAN VANR VAN VAN
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which proves Claim (d).

Claim (e) follows immediately from the Claims (b) and (d), whereas Claim (f) is a consequence of
Claim (c) and Prop. 7.2 on page 87.

To show Claim (g) assumee KXy, . .., Xy] such thatc"(f) < n. There is arh-computation sequence
(gp) of lengthn which computed, say

9 = h(3j<pUp1jGj.- - -, Yj<pOpsidi) (46)

andf = y5__YpGp, With dpgj, Yp € k. Thus the substitutiospgj — Qpgj, bp — gp(X = 0) sendsG, to
gp. If we additionally substitute the, by they,, then the polynomialy(h) is mapped tdf, provided that
degf <n.

(h) Cn(h) < Dn(h) is obtained by substitutind, — 1 andd, — 0 if v< n. To show that < C,(h)
consider the substitutiopmwhich mapsX; andcy to 1, sends thay g _n4+1 t0 X for 1 < 0 <'s, mapsb; to
h(0,...,0), and sends all the remainirgvariables and-variables to 0. All other variables shall remain
invariant undeip. Gy is mapped tdh = h(Xy, ..., Xs) underd. We have degG; < nas ded < n. From
this it easily follows tha€,(h) is mapped td undergd.

Before proving Claim (i) it is useful to make the following general observationALet k[ay, . . ., am,
Xi,..., %] and consider a substitutiok-@lgebra morphismg: A — A which fixes theX-variables and
such thath(a) € kU {ay,...,am}. Let f denote the homogeneous partfoE A with respect to the
X-variables. Then we haw(f(®) = ¢(f)(®. If 0:A— A is another substitution which leaves the
variables invariant and such thafX ) € kU {X1, ..., X}, then we havé(o(f)) = o(¢(f)) forall f € A.

(i) We show first thatCq(h) < Cy(h) for n < n'. Let (G;) denote the generit'-computation on
X1,..., Xy, and(Gp) be the generit-computation orXy, ..., X,. The substitutionp which mapsapg;
to O for all—n"+n < j <0 and which leaves all othervariables and the-variables invariant sends;,
to G, (up to a renaming of the variables). This can be proven by inductign®. Note tha’G’p — Gp
implies G;)O — Gpo by our general observation, asfixes theX-variables. By additionally requiring
Cp — O for either—n' +n< p <0 orp > nwe get

O(Z3-—wCGp) = Tp--nCoCyp - (47)
Since¢ leaves theX-variables invariant, it commutes with taking homogeneous parts with respect to the
X-variables. Thug(Cy (h')) = Ca(h).
A slight modification of the reasoning before yields a substitugiomhich leaves the&X-variables in-
variant and such that

O (Cy (W) (Z, X1, Xpy—n, X1, ..., Xn)) = Ca(h)(Z, X1, ..., %) (48)
whereZ’, Z stand for the correspondirggb, c-variables. This implies by our general observation

¢(Cnl(h’)(Z’,Y1...7Ynl_nyxl,...,XU,QJ+1,...,Q~|))
= Cn(h)(Z,X]_,...,XU,Q_H.]_,...,Q',)

forO<u<nandg € {0,1}. If we extendd by sendingdy_n4y to dy for 0 < u < nand mapping the
remainingd’s to zero, we ged(Dyy (h')) = Dn(h). HenceDy(h) < Dy (H).

Assume novh < h' and let(Gp) and(Gp) be the corresponding generic computationXen. ., X,. It
is not hard to see that there exists a substitution which only changesvédréables and that maps ﬂ[)
to Go. From this one concludes as above @Bath) < C,(h') andDn(h) < Dp(h'). |
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We will interpret families of polynomial$fm ) with double indices as sequences of polynomials by
enumerating pairm, n) € N2 according tom, n) = m+ (m+n)(m+n+1)/2.
We can now state the first result of this section.

Theorem 7.5 Let h= (hy) be a p-family such that any,ftontains the multiplication. Then the double-
indexed familie$Cn(hm)) and(Dn(hm)) are VP"-complete, resp/NP"-complete with regard to p-projection.

Proof. By Lemma 7.4 on page 88(e) both familig(hm)) and(Dn(hm)) are p-families. Part (f) of that
lemma implies thatCn(hm)) is p-computable relative th.

Assumeg(fj) € VP", wheref is a polynomial inu( j) variables. By definition, there existspebounded
functionm:IN — N such thatLhm(D(fj) is p-bounded inj. Letn(j) denote the maximum af( j), degfj,
andLhm(J)(fj). It is clear that(j) is p-bounded inj. We denote the, b, c-variables inCyjy(hnyj)) by
Z3,...Zyj).- From Lemma 7.4 on page 88(Q) it follows thigt= Cyyjy (hny jy) (z X) for a suitable choice of
ze k™)), Thusf; is a projection oCyj)(Nnyj)), and we have proved the VRompleteness ofCn(hm)).

Let now(q;) be ap-definable family relative td, say

aj(Xe, - Xe(jy) = Z fi(Xa, - Koy B+ - - Bu(j)) (49)
ec{0,1}u(i)-v()

where the family( f;) is p-computable relative tb. From before we know that for eagh
Fi(X) = Cogj) (Pm(jy) (2. X) (50)

for p-boundedn(j), n(j) and some € k"}). Therefore, we see thgj can be obtained fromyj) (hmj))
by the substitutiort ;) — 1, dy +— 0 for d # v(j), andZ; — z for all i. This shows thafqg;) is a p-
projection of(Dn(hm)).

It remains to prove thatDn(hm)) is p-definable relative td. Let us abbreviate tha, b, c-variables
occuring inCn(hm) by Z1, ..., Z and define

n
gm’n = %dvEl . E\/Cn(hm) (Z, Xl, ey >(V; E\/+1, ey En) y (51)
V=

whereE;, .. ., E, are new indeterminates. A€n(hm)) is p-computable relative th, so is(gmn). The
following equality

Dn(hm) = gm,n(Z,X17~~~7Xnaely~~~7en) (52)
ec{01}n

proves that indee(Dn(hm)) € VNP". O
We call ap-family (h,) monotoneiff h, is a projection ohiy1 for all n.

Corollary 7.6 (&) If hiis monotone anddcontains the multiplication, thefC(hn)) and(Dn(hn)) are
VP"-complete, resp/NP"-complete with respect to p-projection.

(b) Forany p-family h there existP"-complete an&NP"-complete families with respect to p-projection.
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Proof. (a) This is an immediate consequence of Thm. 7.5 on the page before and the monotonicity of
(Cn(h)) and(Dn(h)) expressed in Lemma 7.4 on page 88(i).

(b) Leth = (hm) be anyp-family andU,V,W be new indeterminates. The golynomiﬁjﬁ,:: Uhm+
(1—U)VW contain the multiplication and thp-family h= (F\m) satisfies VP = VP". Now apply
Thm. 7.5 on the page before. O

While there are many natural examples of VNP-complete families (generating functions of NP-complete
graph problems, cf. [7]), we don’t know of any interesting example of a VP-complete family. The family
of determinants is a possible candidate (see [9, Problem 21.3]).

The next result is inspired by Baker, Gill, and Solovay [1]. Its proof is based on Thm. 7.5 on the
preceding page combined with some diagonalization argument.

Theorem 7.7 There exists a p-family h such thaP" = VNP".

Proof. First note the following: By Lemma 7.4 on page 88(e) the degree as well as the number of
variables ofDy,(h) are bounded from above lyy(n) := 2n* 4 5n+ 2, provided the number of variables
and the degree of the polynomtahre bounded by.

By induction, we are going to construct a monotone sequence of polynomiald,) such that the
number of variables as well as the degreépére bounded from above lyfor n > 2. We definan =i
andh; := X3 X, for i < 2. Assume we have already construdbed . ., hy, (t > 2). We seim .1 := p(m)
and definehj := hy, for m < j < my and puthy,_, := Dm (hm ). By Lemma 7.4 on page 88(h) we
havehm < hm_, which guarantees the monotonicity. Moreover, the degree and the number of variables
of hy,, are bounded by ;1 = p(m).

We claim that(Dn(hn)) is a p-projection ofh. In fact, letn > 2 be given, sayn < n< m41. The
monotonicity ofD,(h) expressed in Lemma 7.4 on page 88(i) implies that

Dn(hn) S D”'t+1(h”'t+1) = h”’t+2 : (53)

But m4> = p(p(m)) < p(p(n)) and the composition gp with itself is clearlyp-bounded. This shows
the claim.

On the other hand, we know from Cor. 7.6 on the preceding page(a)Dhét,)) is VNP'-complete.
As (Dn(hn)) is also contained in VR it follows that VP = VNP m

Up to now we have not succeeded in establishingfamily h such that VP # VNP". A promising
approach for this is as follows (compare Bennett and Gill [4]). For eachoose independently, €
k[X,...,X%,] of degree mosh at randomaccording to some probability distribution. Since the classes
VP" and VNP are invariant under finite variation of the evente = {h | VP" # VNP"} is a so-called
tail event. Kolmogorov's zero-one law (cf. Feller [14, Chap. 4]) implies therefore tha{ £jab {0, 1}.

We conjecture that this probability is one if thgare chosen with independentlBcoefficients.
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