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In [26, 28] Valiant developed an algebraic analogue of the theory of NP-completeness for computations of poly-
nomials over a field. We further develop this theory in the spirit of structural complexity and obtain analogues of
well-known results by Baker, Gill, and Solovay [1], Ladner [18], and Schöning [23, 24].

We show that if Valiant’s hypothesis is true, then there is ap-definable family, which is neitherp-computable nor
VNP-complete. More generally, we define the posets ofp-degrees andc-degrees ofp-definable families and prove
that any countable poset can be embedded in either of them, provided Valiant’s hypothesis is true. Moreover, we
establish the existence of minimal pairs for VP in VNP.

Over finite fields, we give aspecificexample of a family of polynomials which is neither VNP-complete norp-
computable, provided the polynomial hierarchy does not collapse.

We define relativized complexity classes VPh and VNPh and construct complete families in these classes. Moreover,
we prove that there is ap-family h satisfying VPh � VNPh.

Keywords: Structural complexity, Algebraic theories of NP-completeness, diagonalization, Poset of degrees.

1 Introduction
One of the most important developments in theoretical computer science is the concept of NP-completeness.
Recently, initiated by a paper by Blum, Shub, and Smale [6] (BSS-model), there has been a growing in-
terest in investigating such concepts over general algebraic structures, with the purpose of classifying the
complexity of continous problems. But already ten years earlier, Valiant [26, 28] had developed a con-
vincing analogue of the theory of NP-completeness in an entirely algebraic framework, in connection with
his famous hardness result for the permanent [27]. In fact, the generating functions of many NP-complete
graph problems turn out to be complete in Valiant’s sense (cf. [7]). The major differences between the
BSS-model and Valiant’s model are the absence of uniformity conditions in the latter, and the fact that
only straight-line computations are considered (no branching). Both structured models are adapted to the
framework of polynomial computations, and we believe that they will be useful for classifing the intrinsic
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complexity of problems in numerical analysis and in computer algebra (compare Smale [25], Heintz and
Morgenstern [16]).

Our goal is to further develop Valiant’s approach along the lines of discrete structural complexity theory.
We show that if Valiant’s hypothesis is true, then, over any field, there is ap-definable family which

is neitherp-computable nor VNP-complete. A similar result due to Ladner [18] in the classical P-NP-
setting is well-known. Ladner’s proof is a diagonalization argument based on an effective enumeration
of all polynomial time Turing machines. However, over uncountable structures, this approach causes
problems. Malajovich and Meer [20] carried over Ladner’s theorem to the setting of the BSS-model over
the complex numbers by employing a transfer principle due to Blum et al. [5], which allows a reduction
to the countable field of algebraic numbers. The corresponding question over the reals is still open, but
it is known to be true under a nonuniformity assumption, cf. Ben-David et al. [3]. One of the reasons
our proof works over any field is the nonuniformity of Valiant’s model. (For a detailed treatment of these
questions in a general model-theoretic context see Chapuis and Koiran [11].)

In [23] Schöning found a powerful and uniform technique for proving the existence of certain “diag-
onal” recursive sets. We develop a similar technique adapted to Valiant’s setting. In this framework, the
essence of enumeration and diagonalization arguments can be neatly captured by our notion of aσ-limit
set, which serves as a substitute for the recursively presentable classes in Schöning’s approach.

In Sect. 3 on page 76 we formalize this in a general abstract setting by studying certain compatible
quasi-orders on the setΩ ✂ of families in a quasi-ordered set✄ Ω ☎✝✆✟✞ , and by proving an abstract diagonal-
ization theorem. Based on this theorem, we proceed in Sect. 4 on page 78 by providing an elegant proof
that any countable poset can be embedded in the poset of degrees corresponding to a compatible quasi-
order. This is applied in Sect. 5 on page 81 in Valiant’s setting to an analogue of the polynomial Turing
reduction (c-reduction), as well as to thep-projection. A similar result in the classical P-NP-setting for
polynomial Turing or polynomial many-one degrees was stated by Ladner [18]; however, he presented a
proof in a special case only. We further remark that the existence of minimal pairs for VP in VNP can
be easily guaranteed by our approach. (See Landweber et al. [19] and Schöning [24] for corresponding
results in the classical P-NP setting.)

A striking discovery is that we can describespecificfamilies of polynomials which are neither VNP-
complete norp-computable. In fact, the family of cut enumerators over a finite field of characteristicp
has this property, provided ModpNP is not contained in P✠ poly. (The latter condition is satisfied if the
polynomial hierarchy does not collapse at the second level.) In the classical, as well as in the BSS-setting,
only artificial problems are known to have such properties. This is discussed in Section 6 on page 83.

Finally, in Sect. 7 on page 87, we define relative versions VPh and VNPh of Valiant’s complexity classes
with respect to ap-family h. For these, we have obtained some results in the spirit of Baker et al. [1].
(We remark that Emerson [13] has transfered such results to the BSS-model.) Over infinite fields, we can
construct VPh-complete and VNPh-complete families with respect top-projection. In particular, this gives
a proof for the existence of VNP-complete families, which is independent of Valiant’s intricate reduction
for the permanent. Moreover, we can construct ap-family h satisfying VPh ✡ VNPh. We do not know
whether there exists ap-family h such that VPh ☛✡ VNPh.

2 Valiant’s Model
We briefly recall the main features of Valiant’s algebraic model. For detailed expositions see von zur
Gathen [15] and [9, Chap. 21].
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In this sectionΩ : ✡ k ☞ X1 ☎ X2 ☎✍✌✎✌✎✌ ✏ denotes the polynomial ring over a fixed fieldk in countably many
variablesXi . A p-family over k is a sequencef ✡ ✄ fn ✞✒✑ Ω ✂ of multivariate polynomials such that the
number of variables as well as the degree offn are polynomially bounded (p-bounded) functions ofn. An
example of ap-family is the permanent family PER✡ ✄ PERn ✞ , where PERn is the permanent of ann by
n matrix with distinct indeterminate entries.

Let L ✄ fn ✞ denote the total complexity offn, that is, the minimum number of arithmetic operations✓ ☎✝✔✕☎✗✖ sufficient to computefn from the variablesXi and constants ink by a straight-line program. We
call a p-family f p-computableiff n ✘✙ L ✄ fn ✞ is p-bounded. Thep-computable families constitute the
complexity class VP. We remark that the restriction top-bounded degrees is a severe one: although
X2n

can be computed with onlyn multiplications, the corresponding sequence is not considered to be
p-computable, as the degrees grow exponentially.

A p-family f ✡ ✄ fn ✞ is calledp-definableiff there exists ap-computable familyg ✡ ✄ gn ✞ with gn ✑
k ☞ X1 ☎✍✌✎✌✎✌✚☎ Xu✛ n✜ ✏ such that for alln

fn ✄ X1 ☎✍✌✎✌✎✌✢☎ Xv ✛ n✜ ✞ ✡ ∑
e✣✥✤ 0 ✦ 1✧ u★ n✩✫✪ v ★ n✩ gn ✄ X1 ☎✍✌✎✌✎✌✚☎ Xv ✛ n✜ ☎ ev ✛ n✜✭✬ 1 ☎✎✌✍✌✎✌✢☎ eu✛ n✜ ✞✮✌ (1)

The set ofp-definable families form the complexity class VNP. The class VP is obviously contained in
VNP, andValiant’s hypothesisclaims that this inclusion is strict. We can consider this as an algebraic
counterpart of the well-known hypothesis P☛✡ NP due to Cook [12]. Let us mention the following recent
result due to the author, which reveals a close connection between these two hypotheses.

Theorem 2.1 ([8]) If Valiant’s hypothesis were false over the field k, then the nonuniform versions of the
complexity classesNC, P, NP, andPH would be equal. In particular, the polynomial hierarchy would
collapse to the second level. Hereby, we assume that k is finite or of characteristic zero; in the second
case we assume a generalized Riemann hypothesis.

We shall now define a quasi-order✆ p calledp-projectionon the setΩ ✂ of families inΩ. A polynomial
fn is said to be aprojectionof a polynomialgm ✑ k ☞ X1 ☎✎✌✎✌✍✌✢☎ Xu✏ , for short fn ✆ gm, iff

fn ✄ X1 ☎✎✌✎✌✍✌✯☎ Xv ✛ n✜ ✞ ✡ gm ✄ a1 ☎✎✌✎✌✎✌✚☎ au ✞ (2)

for someai ✑ k ✰✲✱ X1 ☎✎✌✎✌✍✌✯☎ Xv ✛ n✜✴✳ . That is,fn can be derived fromgm through substitution by indeterminates
and constants. Let us call a functiont: ✵✶✙✷✵ p-bounded from above and belowiff there exists somec ✸ 0
such thatn1✹ c ✔ c ✆ t ✄ n✞✺✆ nc ✓ c for all n. We call ap-family f ✡ ✄ fn ✞ a p-projectionof g ✡ ✄ gm✞ , in
symbolsf ✆ p g, iff there exists a functiont: ✵✶✙✻✵ which is p-bounded from above and below such that✼

n0 ✽ n ✾ n0 : fn ✆ gt ✛ n✜ ✌ (3)

We remark that our definition of✆ p differs slightly from the one given in [26]. On the one hand, we
require the relationfn ✆ gt ✛ n✜ to hold for sufficiently largen only. In turn, in order to guarantee transitivity
of ✆ p, we have to make sure thatt ✄ n✞✿✙ ∞ asn ✙ ∞. For our purposes, it is convenient (but not essential)
to achieve this by requiring thatt is growing at least polynomially.

Finally, ap-family g ✑ VNP is calledVNP-complete(with regard top-projection) iff any f ✑ VNP is a
p-projection ofg.
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In [26] Valiant obtained the remarkable result that the permanent family (if chark ☛✡ 2) and the family of
Hamilton cycle polynomials are VNP-complete. It turns out that the generating functions of several NP-
complete graph problems like Clique, factors, Hamilton cycles in planar graphs etc. are VNP-complete as
well (cf. [7]).

3 An Abstract Diagonalization Theorem
Let a quasi-ordered set✄ Ω ☎✗✆❀✞ be fixed. Elements of the setΩ ✂ of sequences inΩ will be calledfamiliesin
the sequel. We may formally define a quasi-order✆ p (the abstractp-projection) on the setΩ ✂ of families
as in ( 3 on the page before). Two familiesf andg are said to bep-equivalentiff f ✆ p g andg ✆ p f . We
call the equivalence classesp-degreesand denote by❁ p the poset of allp-degrees with the partial order
induced by✆ p. f ❂ p g shall mean thatf ✆ p g but notg ✆ p f . Thejoin f ✰ g of two families f ☎ g ✑ Ω ✂ is
defined as

f ✰ g : ✡ ✄ f0 ☎ g0 ☎ f1 ☎ g1 ☎ f2 ☎ g2 ☎✎✌✍✌✎✌ ✞✮✌ (4)

It is easy to see that the join of twop-degrees is well-defined and that it is the smallest upper bound of
thesep-degrees in❁ p. The poset❁ p of p-degrees is thus a join-semilattice.

Definition 3.1 By a cylinder in Ω ✂ we shall understand a set of families of the formF ❃ Ω ✂ , where
F ❄ Ωn for somen ✑✕✵ . A limit of cylindersis defined as a countable intersection of cylinders. Byσ-limit
setin Ω ✂ we shall understand a countable union of limits of cylinders.

We remark that countable unions and finite intersections ofσ-limit sets are againσ-limit sets. In
Example 3.5 on page 78 at the end of this section, we will see that theσ-limit sets are not closed under
the formation of complements and countable intersections. Note that ifFν ❄ Ωnν for nν ✑❅✵ , then the
cartesian product∏ν Fν is a limit of cylinders.

Lemma 3.2 ✱ h ❆ h ✆ p g ✳ and ✱ h ❆ f ✆ p h ✳ are σ-limit sets for all f ☎ g ✑ Ω ✂ .

Proof. It is convenient to use the abbreviation

I ✄ c ☎ n✞ : ✡ ✱ m ❆ n1✹ c ✔ c ✆ m ✆ nc ✓ c ✳ ✌ (5)

Note thath ✆ p g can be expressed by the following predicate✼
c ✸ 0

✼
n0 ✽ n ✾ n0

✼
m : m ✑ I ✄ c ☎ n✞❈❇ hn ✆ gm ☎ (6)

where the quantification is over natural numbers. Thus if we set

U ✄ c ☎ n✞ : ✡ ✱ u ✑ Ω ❆ ✼ m : m ✑ I ✄ c ☎ n✞✟❇ u ✆ gm ✳ ☎ (7)

then we can write ✱ h ❆ h ✆ p g ✳ ✡✷❉
c ✦ n0

❊
Ωn0 ❃ ∏

n❋ n0

U ✄ c ☎ n✞✴●❍☎ (8)

hence✱ h ❆ h ✆ p g ✳ is aσ-limit set.
On the other hand, we may write✱ h ❆ f ✆ p h ✳ as the countable union over allc ☎ n0 of the following

limits of cylinders ■
n❋ n0

❉
m✣ I ✛ n ✦ c ✜

❊
Ωm ❃❏✱ v ✑ Ω ❆ fn ✆ v ✳ ❃ Ω ✂ ● ✌ (9)

Therefore,✱ h ❆ f ✆ p h ✳ is aσ-limit set. ❑
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We remark that the order✆ p is compatible with the join in the following sense: for allσ-limit sets▲▼❄
Ω ✂ the set✱◆✄ f ☎ g✞❖❆ f ✰ g ✑✲▲ ✳ is aσ-limit subset of✄ Ω ❃ Ω ✞P✂ via the identificationΩ ✂✕❃ Ω ✂◗✙❘✄ Ω ❃ Ω ✞P✂
sending✄✗✄ fn ✞❙☎✎✄ gn ✞✗✞ to ✄✗✄ fn ☎ gn ✞✝✞ .

We call a family ✄ fn ✞ afinite variationof a family ✄ gn ✞ iff fn ✡ gn for all but finitely manyn. Note that
if f is a finite variation ofg, then f andg are in the samep-degree. Subsets ofΩ ✂ which are closed under
finite variation capture asymptotic properties of families✄ fn ✞ for n ✙ ∞. (In probability theory one calls
them tail events.)

The following abstract diagonalization theorem is inspired by Schöning’s uniform diagonalization theo-
rem [23] (see also Balcázar et al. [2]). We note that theσ-limit sets serve as a substitute for the recursively
presentable classes appearing there.

Theorem 3.3 Let ▲❚☎✎❯ be σ-limit sets ofΩ ✂ which are closed under finite variation. Moreover, let
f ☎ g ✑ Ω ✂ such that f ☛✑❱▲ and g ☛✑❲❯ . Then there exists h✑ Ω ✂ satisfying h✆ p f ✰ g and h ☛✑❱▲❳✰❅❯ .

Proof. As ▲ and ❯ areσ-limit sets, we have representations▲ ✡❩❨
i ❬ j ▲ i j and ❯ ✡❩❨ i ❬ j ❯ i j where▲ i j and ❯ i j are cylinders inΩ ✂ . Clearly, we may assume that▲ i0 ❭ ▲ i1 ❭ ✌✎✌✍✌ and ❯ i0 ❭ ❯ i1 ❭ ✌✎✌✍✌ . We

denote byπn the projectionΩ ✂✕✙ Ωn ☎✍✄ fν ✞❪✘✙❫✄ f0 ☎✎✌✍✌✎✌✚☎ fn❴ 1 ✞ .
By induction, we are going to construct an infinite sequenceb0 : ✡ 0 ❂ a1 ❂ b1 ❂ a2 ❂ b2 ❂❵✌✎✌✍✌ of

natural numbers such that the corresponding “mixture”h of the familiesf andg defined by

hν : ✡❜❛ fν if bs❴ 1 ✆ ν ❂ as for somes
gν if as ✆ ν ❂ bs for somes

(10)

satisfies for alli
πai ✄ h✞ ☛✑ πai ✄❝▲ iai ✞❙☎ πbi ✄ h✞ ☛✑ πbi ✄✝❯ ibi ✞✮✌ (11)

Let us first show that the resultingh fulfills the requirements of the theorem. It is clear thath ✆ p f ✰ g.
Assume by contradiction thath ✑❞▲ . Then there exists somei such thath ✑❞▲ i j for all j . Choosingj ✡ ai ,
we get a contradiction to ( 11). Analogously, one shows thath ☛✑❡❯ .

Assume now that we have already constructed 0❂ a1 ❂ b1 ❂❩✌✎✌✍✌❢❂ ai ❴ 1 ❂ bi ❴ 1. Then the elementshν
for ν ❂ bi ❴ 1 are already determined. Consider the following finite variation

f̃ : ✡ ✄ h0 ☎ h1 ☎✎✌✎✌✍✌✢☎ hbi ✪ 1 ❴ 1 ☎ fbi ✪ 1 ☎ fbi ✪ 1 ✬ 1 ☎✎✌✎✌✍✌ ✞ (12)

of the family f . Since f ☛✑❱▲ and ▲ is closed under finite variation, we havef̃ ☛✑❱▲ . Therefore,f̃ ☛✑❱▲ i j

for some j . As ▲ i j is a cylinder, there existsN such that▲ i j
✡ π❴ 1

n ✄ πn ✄✚▲ i j ✞✝✞ for all n ✾ N. Now choose
ai : ✡ max✱ bi ❴ 1

✓
1 ☎ j ☎ N ✳ . Then we have

π❴ 1
ai
✄ πai ✄✚▲ iai ✞✝✞❣❄ π❴ 1

ai
✄ πai ✄✚▲ i j ✞✝✞ ✡ ▲ i j ✌ (13)

Therefore,πai ✄ f̃ ✞ ☛✑ πai ✄✚▲ iai ✞ . The corresponding extension of the sequenceh up to indexai ✔ 1 therefore
satisfies the desired property. The indexbi can be found similarly by considering the finite variation
g̃ ✡ ✄ h0 ☎✎✌✍✌✎✌✢☎ hai ❴ 1 ☎ gai ☎ gai ✬ 1 ☎✎✌✎✌✍✌ ✞ of the familyg. ❑

By induction one can easily generalize Thm. 3.3 to an arbitrary finite number ofσ-limit sets.

Corollary 3.4 Let ▲ 1 ☎✎✌✎✌✎✌✚☎❤▲ s be σ-limit sets ofΩ ✂ which are closed under finite variation and let fi ✑
Ω ✂❥✐❖▲ i for i ✡ 1 ☎✍✌✎✌✎✌✚☎ s. Then there exists h✑ Ω ✂ satisfying h✆ p f1 ✰❅✌✎✌✍✌✚✰ fs and h ☛✑❱▲ i for all i.
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Example 3.5 ConsiderΩ ✡ ✱ 0 ☎ 1 ✳ with the natural order✆ . We define the support of a familyh ✑ Ω ✂
as ✱ ν ❆ hν

☛✡ 0 ✳ . The families with finite support form aσ-limit set ❯ . We claim that the complement▲ of ❯ is not aσ-limit set. In fact, otherwise, Thm. 3.3 on the page before with the constant families
f ✡ ✄ 0✞ ☛✑❦▲ andg ✡ ✄ 1✞ ☛✑✶❯ would imply the existence of a familyh ☛✑❦▲❧✰♠❯ , which is absurd. This
example also shows that theσ-limit sets are not closed under the formation of countable intersections: we
have▲ ✡♦♥ n ▲ n, where▲ n denotes theσ-limit set ▲ n : ✡ ✰ m❋ n ✄ Ωm ❃❏✱ 1 ✳ ❃ Ω ✂♣✞ .
4 An Abstract Embedding Theorem
Again let a quasi-ordered set✄ Ω ☎✝✆✟✞ be fixed and denote by✆ p the corresponding abstractp-projection.
We extend our discussion to any quasi-order onΩ ✂ which satisfies certain compatibility conditions.

Definition 4.1 A quasi-order✆ c of Ω ✂ is calledcompatible, iff the following conditions are satisfied:

(a) ✽ f ☎ g : f ✆ p g q f ✆ c g.

(b) ✽ f ☎ g ☎ h : f ✆ c h ☎ g ✆ c h q f ✰ g ✆ c h.

(c) ✱ h ❆ h ✆ c g ✳ and ✱ h ❆ f ✆ c h ✳ areσ-limit sets for all f ☎ g ✑ Ω ✂ .
Observe that✆ p is a compatible quasi-ordering by Lemma 3.2 on page 76.

In the sequel, let a compatible quasi-order✆ c onΩ ✂ be fixed. We call two familiesf andg c-equivalent
iff f ✆ c g andg ✆ c f . The corresponding equivalence classes are a union of certainp-degrees and called
c-degrees. f ❂ c g shall mean thatf ✆ c g, but notg ✆ c f . We say thatf ❂ p g holdsstronglyiff f ✆ p g and
f ❂ c g.

Let ✄ X ☎✗❄✟✞ be a poset. A mapϕ:X ✙ Ω ✂ is called anembeddingof X in Ω ✂ (with respect to✆ c) if
x ❄ y impliesϕ ✄ x✞r✆ c ϕ ✄ y✞ and vice versa. We callϕ astrong embeddingiff ϕ is an embedding andx ❄ y
implies evenϕ ✄ x✞r✆ p ϕ ✄ y✞ .

The goal of this section is to prove the following abstract embedding theorem.

Theorem 4.2 For any countable poset✄ X ☎✗❄✟✞ and elements f☎ g ✑ Ω ✂ with f ❂ c g there is an embedding
X ✙❘✱ h ❆ f ❂ c h ❂ c g ✳ . If additionally f ✆ p g, then there is a strong embedding X✙s✱ h ❆ f ❂ p h ❂ p g ✳ .

The proof will be based on a sophisticated application of our abstract diagonalization theorem 3.3 on
the page before. In the next lemma, we settle the special case whereX consists of one point only.

Lemma 4.3 For f ☎ g ✑ Ω ✂ with f ❂ c g there exists h✑ Ω ✂ such that f ❂ c h ❂ c g. If also f ✆ p g, then we
may additionally achieve that f✆ p h ✆ p g.

Proof. ▲ : ✡ ✱ h ❆ g ✆ c h ✰ f ✳ and ❯ : ✡ ✱ h ❆ h ✆ c f ✳ areσ-limit sets, as✆ c is compatible. (Observe thatt
: ✡ ✱ h✉✈❆ g ✆ c h✉ ✳ and thus▲ ✡ ✱ h ❆ h ✰ f ✑ t ✳ is aσ-limit set by the remark following Lemma 3.2

on page 76.) Moreover,▲ and ❯ are closed under finite variation (use property (a) in Def. 4.1). By our
assumptionf ❂ c g we havef ☛✑✲▲ andg ☛✑❡❯ .

Theorem 3.3 on the preceding page implies the existence of someh✉✇✑ Ω ✂ satisfyingh✉①✆ p f ✰ g and
h✉ ☛✑✲▲②✰③❯ . Now puth : ✡ h✉P✰ f . Using property (b) in Def. 4.1 we conclude fromf ✆ c g that f ✆ p h ✆ c g.
On the other hand, sinceh✉ ☛✑✲▲②✰❏❯ , we have the strict inequalitiesf ❂ c h ❂ c g. Of course, if additionally
f ✆ p g, then we even geth ✆ p g. ❑
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We need two further auxiliary results.

Lemma 4.4 Any countable poset✄ X ☎✗❄✟✞ can be embedded in a countable lattice.

Proof. For y ✑ X denote byXy : ✡ ✱ x ✑ X ❆ x ❄ y✳ the initial segment ofy. Let ④ denote the boolean
subalgebra generated by all initial segments.④ is a countable lattice with respect to inclusion and the map
X ✙✻④⑤☎ y ✘✙ Xy obviously defines an order isomorphism. ❑
Lemma 4.5 Let ✄ X ☎✗❄✟✞ be a countable lattice. Then there exists an enumeration x0 ☎ x1 ☎ x2 ☎✎✌✎✌✎✌ of X such
that each Xn : ✡ ✱ x0 ☎✎✌✎✌✍✌✢☎ xn ✳ is closed under taking meets: that is, x♥ y ✑ Xn for all x ☎ y ✑ Xn.

Proof. We may assume thatX is infinite. Letν:X ✙✷✵ be any enumeration ofX. We proceed recursively:
setx0 : ✡ ν ❴ 1 ✄ 0✞ . Assume now thatx0 ☎✎✌✎✌✎✌✚☎ xn❴ 1 are already constructed. Letzn ✑ X ✐ Xn❴ 1 such thatν ✄ zn ✞
is minimal and consider the finite set

Mn : ✡ ✱ zn
♥ x ❆ x ✑ Xn❴ 1 ☎ zn

♥ x ☛✑ Xn❴ 1 ✳ ✌ (14)

If Mn is empty, we putxn : ✡ zn. ThenXn is obviously closed under taking meets.
Otherwise, letzn

♥ x be a minimal element ofMn w.r.t. ❄ and definexn : ✡ zn
♥ x. To show thatXn is

closed under the formation of meets, leta ✑ Xn❴ 1. We havexn
♥ a ✡ ✄ zn

♥ x✞ ♥ a ✡ zn
♥ x✉ , wherex✉ : ✡ x ♥ a

is in Xn❴ 1 by the induction hypothesis. By the minimality inMn we see that in factxn
♥ a ✑ Xn.

It remains to show thatx0 ☎ x1 ☎✎✌✎✌✎✌ exhaust all elements ofX. If this were not the case, takez ✑ X ✐✱ x0 ☎ x1 ☎✎✌✎✌✍✌ ✳ with a minimum value ofν. Hence there existsn0 such that

✱ y ❆ ν ✄ y✞✺❂ ν ✄ z✞ ✳ ❄⑥✱ x0 ☎✎✌✎✌✎✌❤☎ xn0 ✳ ✌ (15)

Therefore, we havezn
✡ zandMn

☛✡ /0 for all n ✸ n0. It is easy to check thatMn✬ 1 ❄ Mn ✐r✱ xn ✳ for n ✸ n0.
Thus we would obtain a infinite strictly descending chain of subsets in the finite setMn0, which is absurd.❑
Proof. (of Thm. 4.2 on the preceding page) Let✄ X ☎✝❄✟✞ be a countable poset and assume thatf ❂ p g holds
strongly. (The case where we only know thatf ❂ c g can be settled similarly.)

By the Lemmas 4.4 and 4.5 we may assume that✄ X ☎✗❄✟✞ is a lattice and thatx0 ☎ x1 ☎✎✌✎✌✎✌ is an enumeration
of X such that eachXn

✡ ✱ x0 ☎✎✌✎✌✎✌✚☎ xn ✳ is closed under the formation of meets.
By induction onn, we shall construct mapsϕn:Xn ✙ Ω ✂ satisfyingϕn ❆ Xn✪ 1

✡ ϕn❴ 1 and such that the
following two properties are satisfied:

(a) f ❂ p
♥

x ✣ Xnϕn ✄ x✞ strongly ☎❪✰ x ✣ Xnϕn ✄ x✞r❂ p g strongly .

(b) For allx ☎ y☎ y1 ☎✎✌✍✌✎✌✢☎ ys ✑ Xn we have

x ❄ y q ϕn ✄ x✞✺✆ p ϕn ✄ y✞❙☎ ϕn ✄ x✞✺✆ c ϕn ✄ y1 ✞◆✰❅✌✎✌✎✌✚✰ ϕn ✄ ys ✞❣q x ❄ y1 ✰❅✌✍✌✎✌✚✰ ys ✌ (16)
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The induction start wheren ✡ 0 is guaranteed by Lemma 4.3 on page 78. Now letn ✸ 0 and assume
thatx0 ☎✎✌✎✌✎✌✚☎ xn❴ 1 satisfying the claim are already constructed. To simplify notation we writeϕ : ✡ ϕn❴ 1,
A : ✡ Xn❴ 1, andz : ✡ xn. Let a1 ☎✎✌✎✌✎✌✚☎ ap denote the maximal elements ofA which are smaller thanz and
b1 ☎✎✌✎✌✍✌✯☎ bq be the minimal elements ofA which are bigger thanz. Thus for allx ☎ y ✑ A the relationx ❄ z
impliesx ❄ ai for somei andz ❄ y impliesb j ❄ y for somej .

We are going to distinguish several cases.

Case 1: p ✾ 1 ☎ q ✾ 1.

We setu : ✡ ϕ ✄ a1 ✞⑦✰♠✌✍✌✎✌P✰ ϕ ✄ ap ✞ ando : ✡ ϕ ✄ b1
♥ ✌✎✌✎✌ ♥ bq ✞ (note that this is well defined, asA is closed

under taking meets). Clearlyu ✆ p o. Forx ✑ A andy ✡ ✄ y1 ☎✎✌✎✌✎✌❤☎ ys✞r✑ As we define the set

❯ y : ✡ ✱ h ❆ h ✆ c ϕ ✄ y1 ✞①✰⑧✌✎✌✎✌✚✰ ϕ ✄ ys ✞ ✳ (17)

if z ☛❄ y1 ✰❅✌✎✌✎✌✚✰ ys, s ✾ 1, and we define

▲ x ✦ y : ✡ ✱ h ❆ ϕ ✄ x✞✺✆ c h ✰ u ✰ ϕ ✄ y1 ✞①✰❅✌✍✌✎✌✚✰ ϕ ✄ ys ✞ ✳ (18)

if x ☛❄ z ✰ y1 ✰❅✌✎✌✍✌✭✰ ys, s ✾ 0. All these sets❯ y ☎❤▲ x ✦ y areσ-limits and closed under finite variation. There is
at most a finite number of them.

We claim thatu lies in none of the sets▲ x ✦ y. Otherwise, we would haveϕ ✄ x✞✺✆ c u ✰ ϕ ✄ y1 ✞①✰⑧✌✎✌✎✌✚✰ ϕ ✄ ys ✞
which implied by (b) thatx ❄ a1 ✰⑧✌✎✌✎✌✚✰ ap ✰ y1 ✰❅✌✍✌✎✌✭✰ ys ❄ z ✰ y1 ✰❅✌✎✌✎✌✚✰ ys, contradicting our assumption.
In the same way one sees thato lies in none of the sets❯ y.

By Cor. 3.4 on page 77 of the abstract diagonalization theorem, there is someh which lies in none of
the sets❯ y and ▲ x ✦ y and such thath ✆ p u ✰ o ✆ p o. We extend now the mapϕ ✡ ϕn❴ 1 to Xn by setting
ϕn ✄ z✞ : ✡ h ✰ u. Then condition (a) of the inductive claim is obviously satisfied. Moreover, we have

ϕ ✄ ai ✞r✆ p u ✆ p ϕn ✄ z✞r✆ p o ✆ ϕ ✄ b j ✞ (19)

for all i ☎ j , which, together with the inductive hypothesis, shows thatx ❄ y impliesϕn ✄ x✞✺✆ p ϕn ✄ y✞ for all
x ☎ y ✑ Xn. To prove the second part of the claim (b) assume thatϕn ✄ z✞❪✆ c ϕ ✄ y1 ✞⑨✰❏✌✎✌✎✌✭✰ ϕ ✄ ys ✞ . If we hadz ☛❄
y1 ✰❏✌✎✌✎✌✚✰ ys, then we would obtain the contradictionh ✑❡❯ y, Similarly,ϕ ✄ x✞r✆ c ϕn ✄ z✞⑨✰ ϕ ✄ y1 ✞⑨✰❏✌✎✌✎✌✚✰ ϕ ✄ ys ✞
impliesx ❄ z ✰ y1 ✰❅✌✍✌✎✌✚✰ ys, sinceh ☛✑❞▲ x ✦ y. This proves part (b) of the claim.

Case 2: p ✾ 1 ☎ q ✡ 0.

By Lemma 4.3 on page 78 there existsg✉ such that✰ x ✣ Aϕ ✄ x✞⑩❂ p g✉⑦❂ p g holds strongly. We setu : ✡
ϕ ✄ a1 ✞⑦✰♠✌✍✌✎✌P✰ ϕ ✄ ap ✞ but now we defineo : ✡ g✉ . For the sets❯ y and ▲ x ✦ y introduced as above we have
u ☛✑❲▲ x ✦ y and o ☛✑❶❯ y. By Cor. 3.4 on page 77 there is someh lying in none of the ❯ y ☎❤▲ x ✦ y and such
that h ✆ p u ✰ o ✆ p o, and we defineϕn ✄ z✞ : ✡ h ✰ u. Then condition (a) of the claim remains valid, as✰ x ✣ Xn ✆ p g✉ andg✉①❂ p g strongly holds. The remaining conditions can be checked as in Case 1.

Case 3: p ✡ 0 ☎ q ✾ 1.

By Lemma 4.3 on page 78 there existsf ✉ such thatf ❂ p f ✉①❂ p
♥

x ✣ A holds strongly. We takeu : ✡ f ✉ and
o : ✡ ϕ ✄ b1

♥ ✌✎✌✎✌ ♥ bq ✞ . The sets❯ y and▲ x ✦ y are defined as before, but using the elementu ✡ f ✉ . We proceed
now similarly as before.



On the Structure of Valiant’s Complexity Classes 81

Case 4: p ✡ 0 ☎ q ✡ 0.

By Lemma 4.3 on page 78 there existf ✉✚☎ g✉ satisfyingf ❂ p f ✉⑨❂ p
♥

x ✣ A and ✰ x ✣ Aϕ ✄ x✞❣❂ p g✉⑨❂ p g strongly.
Takeu : ✡ f ✉ , o : ✡ g✉ , and proceed similarly as before. ❑
5 Structure of Valiant’s Complexity Classes
In this section, we apply our previous results to the setting of Valiant. LetΩ : ✡ k ☞ X1 ☎ X2 ☎✎✌✎✌✎✌ ✏ denote the
polynomial ring over a fixed fieldk in countably many variablesXi and consider the projection✆ , which
is a quasi-order onΩ. (Recall thatf ✆ g iff f can be obtained fromg by a substitution of its variables by
variables or constants ink.) The corresponding quasi-order✆ p onΩ ✂ is the usualp-projection.

To avoid confusions, we remark that in the future symbols likef ☎ g ☎ h ☎✎✌✝✌✝✌ will be used to denote either
polynomials or sequences of polynomials; it will always be clear from the context what is meant.

We introduce the concept of oracle computations. Let a polynomialg ✑ k ☞X1 ☎✎✌✎✌✎✌✚☎ Xs✏ be given. We
consider straight-line programs which, beside the usual arithmetic operations, have the ability to evaluate
the “oracle polynomial”g at previously computed values at unit cost. This can easily be formalized
by considering straight-line programsΓ of type ✱ ✓ ☎✗✔✕☎✗✖◆☎ o ✳ , where the symbolo stands for the oracle
operation of aritys.

Definition 5.1 Theoracle complexity Lg ✄ f1 ☎✍✌✎✌✎✌✚☎ ft ✞ of a set of polynomialsf1 ☎✎✌✎✌✍✌✯☎ ft ✑ Ω with respect to
the oracle polynomialg is the minimum number of arithmetic operations

✓ ☎✝✔✕☎✗✖ and evaluations ofg (at
previously computed values) that are sufficient to compute thef j from the indeterminatesXi and constants
in k.

We introduce next the notion ofc-reduction, which can be seen as an analogue of the polynomial
Turing reduction for Valiant’s setting. (c is an acronym for computation.) One might also interpret the
p-projection as an analogue of the polynomial many-one reduction, however, thep-projection is much
finer.

Definition 5.2 Let f ✡ ✄ fn ✞ , g ✡ ✄ gn ✞✺✑ Ω ✂ . We call f a c-reduction(or polynomial oracle reduction) of
g, shortly f ✆ c g, iff there is ap-bounded functiont: ✵❲✙❷✵ such that the mapn ✘✙ Lgt ★ n✩ ✄ fn ✞ is p-bounded.

It easy to check that✆ c is a quasi-order ofΩ ✂ . Note that for ap-family f we have f ✆ c 0 iff f is
p-computable.

Lemma 5.3 The c-reduction✆ c is a compatible quasi-order onΩ ✂ .

Proof. The verification of conditions (a) and (b) of Def. 4.1 on page 78 is straightforward. Condition (c)
will be shown similarly as in the proof of Lemma 3.2 on page 76. We can expressh ✆ c g by the following
predicate ✼

c ✽ n
✼
m : m ✆ nc ✓ c ❇ Lgm ✄ hn ✞❣✆ nc ✓ c ✌ (20)

If we write
V ✄ c ☎ n✞ : ✡ ✱ u ✑ Ω ❆ ✼ m ✆ nc ✓ c : Lgm ✄ u✞❣✆ nc ✓ c✳ ☎ (21)

then we have✱ h ❆ h ✆ c g ✳ ✡♦❨
c ∏nV ✄ c ☎ n✞ , which shows that this is aσ-limit set.
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On the other hand, we may write✱ h ❆ f ✆ c h ✳ as the countable union over allc of the following limits
of cylinders ■

n

❉
m❸ nc ✬ c

❊
Ωm ❃❏✱ v ✑ Ω ❆ Lv ✄ fn ✞❣✆ nc ✓ c✳ ❃ Ω ✂ ● ✌ (22)

❑
Corollary 5.4 The set of p-families as well as the classesVP andVNP are σ-limit sets.

Proof. We leave it to the reader to check that the set❹ of p-families is aσ-limit. Let g be VNP-complete
w.r.t. p-projection. We have VP✡ ✱ f ✑ Ω ✂⑤❆ f ✆ c 0 ✳ ♥ ❹ and VNP✡ ✱ f ✑ Ω ✂⑤❆ f ✆ p g ✳ . Thus we may
conclude from Lemma 5.3 on the page before and the fact that thep-projection is compatible, that both
of these sets areσ-limits. ❑

Let us call ap-degree or ac-degreep-definableiff it contains ap-definable family. Note that ap-
definablep-degree consists ofp-definable families only, whereas ap-definablec-degree might also con-
tain families which are not in VNP. This is becausef ✆ c g andg ✑ VNP might not imply thatf ✑ VNP.
We denote by❹✲❁ p the set ofp-degrees ofp-definable families and by❹✲❁ c the set ofc-degrees of
p-definable families.

Remark 5.5 1. The poset❹✲❁ p has a unique maximalp-degree which consists of the VNP-complete
families with respect top-projection. Any family ✄ fn ✞ of constants (i.e.,fn ✑ k for all n) constitutes
a minimalp-degree in❹✲❁ p, and these are all the minimalp-degrees in❹✲❁ p. (Hence❹✲❁ p has at
least the cardinality of the continuum.)

2. The poset❹✲❁ c has a unique maximalc-degree which consists of the VNP-complete families with
respect toc-reduction. The complexity class VP forms the unique minimalc-degree in❹✲❁ c.
Valiant’s hypothesis “VNP☛✡ VP” means that❹✲❁ c consists of more than one element.

The main result of this section is analogous to that of Ladner’s work [18]. It follows now easily from
our abstract embedding theorem 4.2 on page 78.

Theorem 5.6 Any countable poset can be embedded in the poset❹✲❁ p. If Valiant’s hypothesis is true,
then any countable poset can be embedded in the poset❹✲❁ c.

Note that the result on❹✲❁ p is unconditional due to Remark 5.5.1.

Corollary 5.7 If Valiant’s hypothesis is true, then there is a p-definable family which is neither p-computable
nor VNP-complete with respect to c-reduction.

We finally show that an analogue of Schöning’s general minimal pair theorem [24] holds in Valiant’s
setting. We call a pair of familiesϕ ☎ ψ ✑ Ω ✂ a minimal pair for VP iff ϕ andψ are not contained in VP
and ✽ h ✑ Ω ✂ : h ✆ c ϕ ❇ h ✆ c ψ ✡ q h ✑ VP ✌ (23)

Theorem 5.8 Assume that▲❺❄ Ω ✂ is a σ-limit set containingVP which is closed under finite variation,
and let f ☎ g ✑ Ω ✂❻✐❖▲ . Then there existϕ ☎ ψ ✑ Ω ✂❻✐❖▲ such thatϕ ✆ p f , ψ ✆ p g, and such thatϕ ☎ ψ is a
minimal pair forVP.
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Proof. Let ▲ ✡ ❨
i ❬ j ▲ i j with cylinders ▲ i j satisfying ▲ i j ❭ ▲ i j ✬ 1. By induction, we will construct a

sequence 0✡ a10 ❂ a11 ❂ a12 ❂ a13 ❂ a14 ❂ a15 ❂ a20 ❂❍✌✎✌✎✌✎❂ a25 ❂♦✌✎✌✎✌ of natural numbers satisfying the
requirements below. We define familiesϕ andψ corresponding to the sequence✄ ai j ✞ 1❸ i ✦ 0❸ j ❸ 5 ✦ by setting

ϕν : ✡ ❛ fν if
✼
i : ai0 ✆ ν ❂ ai1

0 otherwise
ψν : ✡ ❛ gν if

✼
i : ai3 ✆ ν ❂ ai4

0 otherwise.
(24)

The requirements are:

✄ 0✞ πai1 ✄ ϕ ✞ ☛✑ πai1 ✄✚▲ iai1 ✞ ✄ 3✞ πai4 ✄ ψ✞ ☛✑ πai4 ✄✚▲ iai4 ✞✄ 1✞ maxm❸ ai1 L ✄ fm✞❣✆ ai2 ✄ 4✞ maxm❸ ai4 L ✄ gm ✞❣✆ ai5✄ 2✞ 2ai2 ✆ ai3 ✄ 5✞ 2ai5 ✆ ai ✬ 10 ❼ (25)

As in the proof of the abstract diagonalization theorem 3.3 on page 77, one can show that it is possible
to construct a sequence✄ ai j ✞ satisfying all these requirements. (Only conditions (0) and (3) require some
attention.)

Let us show thatϕ ☎ ψ have the desired properties. It is clear thatϕ ✆ p f andψ ✆ p g. Moreover, we have
ϕ ☎ ψ ☛✑⑧▲ due to conditions (0) and (3). It remains to prove thatϕ ☎ ψ is a minimal pair. So let us assume
thath ✆ c ϕ andh ✆ c ψ for someh ✑ Ω ✂ . Then there existp-bounded functionsu ☎ v☎ w: ✵❡✙❽✵ satisfying

Lϕu★ n✩ ✄ hn ✞r✆ w ✄ n✞❾☎ Lψv ★ n✩ ✄ hn ✞❣✆ w ✄ n✞❿✌ (26)

It suffices to verify thatL ✄ hn ✞❣✆ nw✄ n✞ for sufficiently largen.
We are going to distinguish two cases. Suppose first thatai2 ✆ n ❂ ai5. We may assume thata j0 ✆

u ✄ n✞r❂ a j1 for some j , since otherwiseϕu✛ n✜ ✡ 0 and we are done. Thusϕu✛ n✜ ✡ fu✛ n✜ . For sufficiently
largen we have by condition (5) thatu ✄ n✞❣✆ 2n ❂ 2ai5 ✆ ai ✬ 10. This implies thatj ✆ i, henceu ✄ n✞❣❂ ai1.
Therefore, using condition (1), we haveL ✄ fu✛ n✜ ✞✺✆ ai2 ✆ n. We conclude that indeed

L ✄ hn ✞r✆ Lϕu★ n✩ ✄ hn ✞ L ✄ ϕu✛ n✜ ✞✺✆ nw✄ n✞❿✌ (27)

The discussion of the other case whereai5 ✆ n ❂ ai ✬ 12 is similar and left to the reader. ❑
By applying the theorem to▲ ✡ VP and choosingf ✡ g to be VNP-complete we obtain the following

corollary. (Note that VP is aσ-limit set by Corollary 5.4 on the page before.)

Corollary 5.9 There exists a minimal pairϕ ☎ ψ for VP in VNP, providedVP ☛✡ VNP.

6 A Specific Family neither Complete nor p-Computable
For 1 ✆ i ❂ j ✆ n let Xi j be distinct indeterminates and setXji : ✡ Xi j . Moreover, letq be a power of the
prime p. Thecut enumeratorCutqn is the following multivariate polynomial over the finite field➀ q

Cutqn : ✡ ∑
S

∏
i ✣ A ✦ j ✣ B

Xq❴ 1
i j ☎ (28)

where the sum is over all cutsS ✡ ✱ A ☎ B ✳ of the complete graphKn on the set of nodesn : ✡ ✱ 1 ☎ 2 ☎✍✌✎✌✗✌✚☎ n ✳ .
(A cut of a graph is a partition of its set of nodes into two nonempty subsets.) It is easy to see that
Cutq : ✡ ✄ Cutqn ✞ is a p-definable family.
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To motivate this definition, consider a complete graphKn
✡ ✄ n ☎ En ✞ endowed with a weight function

w:En ✙▼✵ . We define the weightw ✄ S✞ of a cutS ✡ ✱ A ☎ B ✳ as the sum of the weights of all edges separated
by S. Let c ✄ s✞ denote the number of cuts of weights. (Notice that thewi j are interpreted here as additive
weights, whereas theXi j above are viewed as multiplicative weights.) Under the substitutionXi j ✘✙ xi j : ✡
Twi j , T being a formal variable, the cut polynomial Cutq

n becomes

Cutqn ✄ x✞ ✡ ∑
S

T ✛ q❴ 1✜ w✛ S✜ ✡ ∑
s
✄ c ✄ s✞ mod p✞ T ✛ q❴ 1✜ s ☎ (29)

which can be interpreted as the generating function of the sequence✄ c ✄ s✞ mod p✞ s.
The main result of this section states that Cutq is an explicit example of ap-family, which is neither

p-computable nor complete in VNP. For the definition of the complexity classes ModpNP✠ poly see below.

Theorem 6.1 The family of cut enumeratorsCutq over a finite field➀ q is neither p-computable norVNP-
complete with respect to c-reduction, providedModpNP ☛❄ P✠ poly. The latter condition is satisfied if the
polynomial hierarchy does not collapse at the second level.

The proof of this theorem requires two auxiliary results. The first of them states that the cut polynomial
Cutqn ✄ x✞ can be evaluated over➀ q by boolean circuits of polynomial size. The reader should be aware
that this does not necessarily imply that the cut polynomial can also be evaluated by arithmetic circuits of
p-bounded size (i.e., thep-computability of the family Cutq).

Lemma 6.2 To a symmetric matrix x✑✕➀ n ➁ n
q we assign the graph G✄ x✞ on the set of nodes nby requiring

that ✱ i ☎ j ✳ is an edge iff xi j ✡ 0. Then we have

Cutqn ✄ x✞ ✡ 2N ✛ x ✜✭❴ 1 ✔ 1 modp ☎ (30)

where N✄ x✞ is the number of connected components of G✄ x✞ . In particular, the valueCutqn ✄ x✞ can be
computed from a symmetric x✑③➀ n ➁ n

q in polynomial time by a Turing machine.

Proof. For any nonzeroλ ✑③➀ q we haveλq❴ 1 ✡ 1 by Fermat’s theorem. Therefore, a partition✱ A ☎ B ✳ of
n contributes to Cutq

n ✄ x✞ either zero or one. The contribution is one iffxi j
☛✡ 0 for all i ✑ A, j ✑ B, which is

the case iff none of the nodes ofA is connected with any node inB in the graphG ✄ x✞ . This in turn means
thatA andB are both a union of certain connected components of the graphG ✄ x✞ . The number of such
partitions clearly equals 2N ✛ x ✜✭❴ 1 ✔ 1, whereN ✄ x✞ is the number of connected components ofG ✄ x✞ . This
proves the lemma. ❑

It is now time to recall a few facts from discrete complexity theory. For a prime numberp the class
ModpNP is defined as the set of languages✱ x ✑✶✱ 0 ☎ 1 ✳✥➂ ❆ ϕ ✄ x✞❾➃ 1 modp ✳ , whereϕ: ✱ 0 ☎ 1 ✳✥➂ ✙s✵ is a
function in #P (cf. Cai and Hemachandra [10]). This generalizes the class parity polynomial time➄ P in-
troduced by Papadimitriou and Zachos [22]. We remark that ifϕ: ✱ 0 ☎ 1 ✳➅➂ ✙❷✵ is #P-complete with respect
to parsimonious reductions, then the corresponding language✱ x ❆ ϕ ✄ x✞❖➃ 1 modp ✳ is ModpNP-complete
(with respect to polynomial many-one reductions). We denote by➆r✠ poly the nonuniform version of the
complexity class➆ , cf. Karp and Lipton [17].

The counting problem #CUT is the following: given a complete graphKn with a weight function
w:En ✙s✵ ands ✑❅✵ , what is the number of cuts of weights? Hereby, we assume the edge weights
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to be encoded in unary. The related decision problem ModpCUT just asks for the residue class modulop
of the number of cuts of weights. This problem is clearly in the class ModpNP.

It is well known that the computation of a cut of maximal weight of a given graph is NP-hard. By
a straightforward modification of the proof of this fact given in Papadimitriou [21, p. 191], one can
strengthen this as follows. We will provide the detailed proof of this claim at the end of this section.

Lemma 6.3 #CUT is #P-complete with respect to parsimonious reductions. ThusModpCUT is ModpNP-
complete.

Proof. (of Thm. 6.1 on the preceding page) LetL be a language in ModpNP, sayL ✡ ✱ x ✑❏✱ 0 ☎ 1 ✳➅➂ ❆ ϕ ✄ x✞❪➃
1 modp ✳ , whereϕ: ✱ 0 ☎ 1 ✳➅➂ ✙▼✵ is in the class #P. In [8] it is shown that there exists ap-definable family✄ fn ✞ over ➀ p such thatfn ✑③➀ p ☞X1 ☎✍✌✎✌✎✌✚☎ Xn✏ and

✽ n ✽ x ✑♠✱ 0 ☎ 1 ✳ n : fn ✄ x✞ ✡ ϕ ✄ x✞ mod p ✌ (31)

Assume now that Cutq is VNP-complete over➀ q with respect toc-reduction. Then we have✄ fn ✞❣✆ c Cutq,

hence there is ap-bounded functiont: ✵✶✙▼✵ such thatLCutqt ★ n✩ ✄ fn ✞ is p-bounded. Lemma 6.2 on the page
before tells us that Cutq

t ✛ n✜ can be evaluated over➀ q by boolean circuits ofp-bounded size inn. Hence,
by simulating straight-line programs by boolean circuits, we can design for eachn a boolean circuitCn of
p-bounded size inn, which computesfn ✄ x✞ from x ✑③➀ n

q. This implies that the languageL is contained in
P✠ poly. We therefore arrive at the conclusion ModpNP ❄ P✠ poly.

For fixedm☎ n ✾ 1 consider a field extensionK ✡ ➀ q ✄ ξ ✞ of ➀ q of degree✄ q ✔ 1✞ m ❊ n2● . To an instance
w:En ✙▼✵ of #CUT satisfying maxw ✆ mwe assign the symmetric matrixx ✑ Kn ➁ n defined byxi j : ✡ ξwi j .
Then we have by ( 29 on the preceding page)

Cutqn ✄ x✞ ✡ ∑
s
✄ c ✄ s✞ mod p✞ ξ ✛ q❴ 1✜ s ☎ (32)

wherec ✄ s✞ is the number of cuts inKn of weights. The coefficientsc ✄ s✞ mod p are uniquely determined
by Cutqn ✄ x✞ since the above summation is overs ❂ m

❊
n
2● .

Assume now that Cutq is p-computable over➀ q. Hence for eachn there is a straight-line programΓn

of p-bounded size inn, which computes Cutq
n ✄ X ✞ from constants in➀ q and the indeterminatesXi j in the

polynomial ring➀ q ☞Xi j ❆ 1 ✆ i ☎ j ✆ n✏ . By the universal property of the polynomial ring,Γn will compute
Cutqn ✄ x✞ in the ➀ q-algebraK from the same constants andx ✑ Kn ➁ n. We may simulate this computation by
a boolean circuit ofp-bounded size, since the arithmetic operations inK can be simulated byp-bounded
circuits. Here it is important to note that the degree of the field extensionK ✠➅➀ q is p-bounded, asm is
assumed to be encoded in unary (see the definition of #CUT). In this way, we could solve the ModpCUT

problem in nonuniform polynomial time. As ModpCUT is ModpNP-complete by Lemma 6.3, this would
imply that ModpNP ❄ P✠ poly.

It remains to show that ModpNP ❄ P✠ poly implies the collapse of the polynomial hierarchy at the
second level. By a well-known result of Karp and Lipton [17] this collapse would be a consequence of
the inclusion NP✠ poly ❄ P✠ poly. Therefore, it is sufficient to prove that

NP✠ poly ❄ ModpNP✠ poly ✌ (33)

This follows from a well known randomized reduction due to Valiant and Vazirani [29]. (For details
see [8].) ❑
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We remark that one can prove the absolute statement that Cutq is not VNP-complete with respect to
p-projection. It would be interesting to find out whether Cut2, interpreted as family over the rationals, is
VNP-complete.

We supply now the proof of Lemma 6.3 on the preceding page. Consider the auxiliary counting problem
#NAESAT which is defined as follows: given a set of boolean variables and a set of clauses each consisting
of exactly three literals, computeN, where 2N equals the number of truth assignments of the variables
such that in none of the clauses all three literals have the same truth value. (Note that the latter number
must always be even!)

Lemma 6.4 There is a parsimonious reduction from #SAT to #NAESAT.

Proof. The reduction from CIRCUIT SAT to NAESAT given in Example 8.3 (p. 163) and Thm. 9.3
(p. 187) of Papadimitriou [21] is easily checked to be parsimonious. On the other hand, SAT can be
parsimoniously reduced to CIRCUIT SAT in an obvious way. ❑

To prove Lemma 6.3 on the page before it suffices now to show the next lemma.

Lemma 6.5 There is a parsimonious reduction from #NAESAT to #CUT.

Proof. We slightly modify the reduction from NAESAT to MAX CUT from Papadimitriou [21, Thm. 9.5,
p. 191] in order to make it parsimonious.

Let be given a set of variablesx1 ☎✍✌✎✌✎✌✚☎ xn and a set of clausesC1 ☎✎✌✎✌✎✌✚☎ Cm each consisting of exactly three
literals. We may assume that in no clause all literals are equal since otherwise the formula is not satisfiable
in the sense of NAESAT. Moreover, we may remove the clauses which contain a variable and its negation
since these are always satisfiable in the sense of NAESAT. Let m3 denote the number of clauses with three
different literals andm2 be the number of clauses in which two literals coincide. We havem ✡ m2

✓
m3.

Let G be the complete graph having as nodes the variablesxi and its negations➇ xi . We define the
weight function ofG as follows. Thehorizontal edges✱ xi ☎P➇ xi ✳ have the weightm

✓
1. The remaining

edges edgese ✡ ✱ u ☎ v ✳ (thenonhorizontalones) have as weight the number of clausesCj in which both of
the literalsu andv appear. If we express this event bye ❄ Cj , we may write for such nonhorizontal edges
e

w ✄ e✞ ✡ ❆➈✱ Cj ❆ e ❄ Cj ✳ ❆➉✌ (34)

Finally, we puts : ✡ ✄ m ✓
1✞ n ✓

m2
✓

2m3. Note that the weight of each edge is at mostm
✓

1. Thus we
may encode the edge weights in unary.

Let S be a cut ofG and denote by➊ h the set of horizontal edges separated byS, and by ➊ the set of
nonhorizontal edges separated byS. We have

w ✄ S✞ ✡ ∑
e✣✥➋ h ➌ ➋ w ✄ e✞ ✡ ✄ m ✓

1✞➍❆ ➊ h ❆ ✓ ∑
e✣✥➋ ❆➎✱◆✄ e☎ Cj ✞❾❆ e ❄ Cj ✳ ❆

✡ ✄ m ✓
1✞➏❆ ➊ h ❆ ✓ m

∑
j ➐ 1

❆➎✱◆✄ e☎ Cj ✞❾❆ e ✑③➊⑤☎ e ❄ Cj ✳ ❆
✆ ✄ m ✓

1✞ n ✓ ✄ m2
✓

2m3 ✞ ✡ s ✌
Equality holds if and only ifSseparates allxi from ➇ xi and if Sseparates the literals of any clause. This
is exactly the case ifSdefines a truth assignment in the sense of NAESAT. (The cutSseparates the true
literals from the false ones.) This proves that the number of satisfying truth assignments is exactly twice
the number of cuts of weights in G. ❑
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7 Relativized Complexity Classes
Our investigations here are inspired by the well-known results of Baker, Gill, and Solovay [1] on relativa-
tions of the classical P-NP question.

Relative versions of the complexity classes VP and VNP can be defined as follows.

Definition 7.1 Let h be ap-family. VPh consists of allp-families f such thatf ✆ c h. VNPh is the set of
all p-families f ✡ ✄ fn ✞ which can be obtained from someg ✡ ✄ gn ✞❣✑ VPh in the sense of ( 1 on page 75).
We call the families in VPh and VNPh p-computable andp-definable relative toh, respectively.

Note that VPh and VNPh specialize to VP and VNP, respectively, ifh is p-computable. We remark that
VPh is closed underc-reduction and VNPh is closed underp-projection.

Our first goal is to establish the existence of complete families for the complexity classes VPh and
VNPh. In particular, this gives a proof for the existence of VNP-complete families, which is independent
of Valiant’s intricate reduction for the permanent. The idea is to use a generalization of the concept of
generic computations (cf. [9, Chap. 9]). In order to avoid an exponential growth of degrees, we combine
this with an auxiliary result on the computation of homogeneous components (Prop. 7.2), which works by
evaluation and interpolation, and requires thatk contains sufficiently many points. In the sequel, we will
therefore assume thatk is an infinite field.

It is useful to introduce the following auxiliary notion. Leth ☎ f1 ☎✍✌✎✌✎✌✢☎ ft be polynomials over the fieldk.
We define theh-complexity➑ h ✄ f1 ☎✎✌✎✌✎✌✚☎ ft ✞ as the minimum number of multiplications and evaluations ofh
that are sufficient to compute allfi from the indeterminates and constants ink (we do not allow divisions).
Note that forh ✡ X1X2 this specializes to the multiplicative (or nonscalar) complexity. We further remark
that if h is a projection ofh✉ , then we haveLh➒ ✆ Lh as well as➑ h➒ ✆✶➑ h.

Theh-complexity may be characterized in a way similar to the multiplicative complexity. Let us define
anh-computation sequenceof lengthr onX1 ☎✎✌✎✌✍✌✯☎ Xn as a sequence of polynomialsg❴ n ☎ g❴ n✬ 1 ☎✎✌✎✌✎✌❤☎ gr such
thatg❴ n

✡ 1 ☎ g❴ n✬ 1
✡ X1 ☎✎✌✎✌✎✌✚☎ g0

✡ Xn, and such that we have

gρ
✡ h

❊
∑ρ ❴ 1

j ➐➓❴ nαρ1 j g j ☎✎✌✎✌✎✌✚☎ ∑ρ ❴ 1
j ➐➓❴ nαρs jg j ● (35)

for all 1 ✆ ρ ✆ r and someαρσ j in k. We say that such a sequencecomputes f1 ☎✎✌✎✌✎✌❤☎ ft iff all fi are
contained in thek-linear hull ofg❴ n ☎✎✌✍✌✎✌✚☎ gr .

In what follows, we will assume thatX1X2 is a projection ofh, in which case we say thath contains the
multiplication. Then it is not hard to see that theh-complexityr of f1 ☎✎✌✎✌✎✌❤☎ ft equals the minimum length
of anh-computation sequence which computes allfi . Moreover, the complexityLh and theh-complexityr
are polynomially related as follows: we haver ✆ Lh ✄ f1 ☎✎✌✎✌✍✌✯☎ ft ✞✒✆ 2s✄ n ✓ 1✞❙✄ r ✓ 1✞ ✓ sr2, whens is the
number of variables ofh.

Proposition 7.2 Let f be a polynomial in a1 ☎✎✌✍✌✎✌✚☎ am and X1 ☎✎✌✍✌✎✌✢☎ Xn having degree at most d✾ 1 in the
X-variables. We denote by f✛ δ✜ the homogeneous part of f of degreeδ with respect to the X-variables.
Then we have ➑ h ✄✴✱ f ✛ δ✜ ❆ δ ✆ d ✳ ✞❣✆⑥✄ 1 ✓ ddegh✞➅➑ h ✄ f ✞❿✌ (36)

Proof. We will use the abbreviationf ❸ d : ✡ ∑δ❸ d f ✛ δ✜ and writeD : ✡ degh. Let ✄ gρ ✞ ρ ❋➓❴ n be anh-
computation sequence of lengthr : ✡ ➑ h ✄ f ✞ as in ( 35) which computesf . We define a related sequence✄ uρ ✞ ρ ❋➓❴ n by settinguρ : ✡ gρ for ✔ n ✆ ρ ✆ 0, and forρ ✸ 0

uρ
✡ h ✄ vρ1 ☎✎✌✎✌✎✌✚☎ vρs ✞ ❸ d ☎ (37)
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wherevρσ
✡ ∑ρ ❴ 1

j ➐✿❴ nαρσ ju j . It is easy to check thatuρ
✡ g❸ d

ρ for all ρ.
The homogeneous parts off (w.r.t. X) are ak-linear combination of the homogeneous parts of thegρ.

Therefore, it suffices to prove that all homogeneous parts ofuρ up to degreed can be computed from the
homogeneous parts ofu❴ n ☎✎✌✍✌✎✌✚☎ uρ ❴ 1 up to degreed by somek-linear operations and 1

✓
dD evaluations

of h.
The polynomialwρ : ✡ h ✄ vρ1 ☎✍✌✎✌✎✌✚☎ vρs ✞ has degree at mostdD. By definition,u✛ δ✜ρ

✡ w✛ δ✜
ρ for δ ✆ d. We

have forλ ✑ k that

∑
δ❸ dD

λδw✛ δ✜
ρ

✡ wρ ✄ λX ✞ ✡ h
❊
∑
δ❸ d

λδv✛ δ✜ρ1 ☎✎✌✎✌✎✌❤☎ ∑
δ❸ d

λδv✛ δ✜ρs ●❩✌ (38)

Hence we can computewρ ✄ λX ✞ from thev✛ δ✜ρσ and thus from theu✛ δ✜j for j ❂ ρ, δ ✆ d by k-linear operations
and just one evaluation ofh. We can thus compute the homogeneous parts ofwρ as ak-linear combination
of wρ ✄ λX ✞ for 1

✓
dD different values ofλ ✑ k (interpolation). ❑

In the sequel, we will use the abbreviationsXµ : ✡ Xµ1
1 ➔✎➔✎➔ Xµn

n and ❆ µ ❆ : ✡ ∑µi for µ ✑③✵ n. Moreover, we
set deg0 :✡ ✔ ∞ for the zero polynomial.

Definition 7.3 Let a polynomialh ✑ k ☞ X1 ☎✎✌✎✌✎✌❤☎ Xs✏ of degreeD be given.

(a) We define thegeneric h-computation✄ Gρ ✞ ρ ❋➓❴ n onX1 ☎✎✌✎✌✎✌❤☎ Xn overk recursively as follows:G❴ n : ✡
1, G❴ n✬ 1 : ✡ X1 ☎✎✌✎✌✎✌❤☎ G0 : ✡ Xn, and for allρ ✸ 0 we set

Gρ : ✡ h
❊
∑ρ ❴ 1

j ➐✿❴ naρ1 jG j ☎✎✌✎✌✎✌✚☎ ∑ρ ❴ 1
j ➐➓❴ naρs jG j ●✓

bρ ✔ h
❊
∑ρ ❴ 1

j ➐✿❴ naρ1 jG j0 ☎✎✌✎✌✎✌✚☎ ∑ρ ❴ 1
j ➐➓❴ naρs jG j0 ●❍✌

Here theaρσ j andbρ denote different indeterminates andG j0 is the constant term ofG j with respect
to theX-variables. We writeGρ

✡ ∑µGρµXµ, whereGρµ depends only on thea andb-variables.

(b) Thenth generic polynomial computed relative to his defined as

Cn ✄ h✞ : ✡ ∑→
µ
→ ❸ n

n

∑
ρ ➐✿❴ n

cρGρµXµ ✌ (39)

Here thecρ denote additional indeterminates. ThusCn ✄ h✞ is the sum of theX-homogeneous parts
up to degreen of ∑n

ρ ➐➓❴ ncρGρ.

(c) Thenth generic polynomial defined relative to his

Dn ✄ h✞ : ✡ n

∑
v ➐ 0

dv ∑
e✣✥✤ 0 ✦ 1✧ n✪ v

Cn ✄ h✞❙✄ a ☎ b ☎ c ☎ X1 ☎✎✌✎✌✎✌✚☎ Xv ☎ ev ✬ 1 ☎✎✌✎✌✎✌✚☎ en ✞✮☎ (40)

where thedv denote additional indeterminates. (Note that theXv ✬ 1 ☎✎✌✎✌✎✌❤☎ Xn are substituted by 0 or 1.)

The following technical lemma summarizes some of the properties ofh-generic computations as well
as of the polynomialsCn ✄ h✞ andDn ✄ h✞ . Recall thath ✆ h✉ means thath is a projection ofh✉ .
Lemma 7.4 We have forρ ✸ 0 and µ ☛✡ 0:
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(a) Gρ0
✡ bρ.

(b) Gρµ depends on at most sρ ✄ n ✓ 1
✓ ρ ❴ 1

2 ✞ ✓ ρ variables.

(c) ➑ h ✄ G1 ☎✎✌✍✌✎✌✚☎ Gρ ✞✺✆ sρ ✄ n ✓ ρ ✔ 1✞ ✓ 2ρ.

(d) degGρµ ✆ 1
✓

2Dρ ❆ µ ❆ .
(e) Cn ✄ h✞ and Dn ✄ h✞ are polynomials in at most2sn3 ✓ 5n

✓
2 variables and have degree at most

2Dn2 ✓ n
✓

3.

(f) ➑ h ✄ Cn ✄ h✞✗✞r✆❍✄ 1 ✓ Dn✞❢✄ 2sn2 ✓ 4n✞ .
(g) If we abbreviate the a☎ b ☎ c-variables occuring in Cn ✄ h✞ by Z1 ☎✎✌✎✌✎✌❤☎ Zw, we have

✱ f ✑ k ☞X1 ☎✎✌✎✌✍✌✢☎ Xn✏✈❆ degf ✆ n ☎✿➑ h ✄ f ✞❣✆ n ✳ ❄⑥✱ Cn ✄ h✞❢✄ z☎ X ✞❾❆ z ✑ kw ✳ ✌ (41)

(h) h ✆ Cn ✄ h✞ if degh ✆ n. Moreover Cn ✄ h✞❣✆ Dn ✄ h✞ .
(i) For all n ✆ n✉ and h ✆ h✉ we have Cn ✄ h✞❣✆ Cn➒ ✄ h✉ ✞ and Dn ✄ h✞r✆ Dn➒ ✄ h✉ ✞ .

Proof. Claims (a), (b), and (c) follow by straightforward calculations.
We will prove Claim (d) by induction onρ. We remark first that degGρµ ✆ 0 for ρ ✆ 0 and allµ. Let

nowρ ✸ 0 be fixed and put
Vσ : ✡ ∑µVσµXµ : ✡ ∑ρ ❴ 1

j ➐✿❴ naρσ jG j ✌ (42)

By the induction hypothesis we have for allµ ☛✡ 0

degVσµ ✆ 2
✓

2D ✄ ρ ✔ 1✞➍❆ µ ❆⑩✌ (43)

This estimate is also true forµ ✡ 0, since degG j0 ✆ 1. What we have to do is to prove the estimate

✽ µ ☛✡ 0 : degHµ ✆ 1
✓

2Dρ ❆ µ ❆ (44)

for the polynomialH : ✡ ∑µHµXµ : ✡ h ✄ V1 ☎✎✌✎✌✍✌✯☎ Vs ✞ . Clearly, it is sufficient to verify this for the power
productsh ✡ Xe1

1 ➔✎➔✎➔ Xes
s of degree at mostD. In this case, we haveH ✡ Ve1

1 ➔✎➔✎➔ Ves
s , and we obtain

Hν
✡ ∑

s

∏
σ ➐ 1

eσ

∏
ε ➐ 1

Vσµσ ✛ ε ✜ ☎ (45)

where the sum runs over all systems of mapsµσ: ✱ 1 ☎ 2 ☎✝✌✎✌✝✌✚☎ eσ ✳ ✙s✵ n, 1 ✆ σ ✆ s satisfying∑σ ∑ε µσ ✄ ε ✞✡ ν. Using ( 43) we conclude that forν ☛✡ 0

degHν ✆ ∑σ ∑ε
❊
2
✓

2D ✄ ρ ✔ 1✞➏❆ µσ ✄ ε ✞➏❆ ●✆ 2∑σ eσ
✓

2D ✄ ρ ✔ 1✞ ∑σ ∑ε ❆ µσ ✄ ε ✞➍❆✆ 2D
✓

2D ✄ ρ ✔ 1✞➏❆ ν ❆✆ 1
✓

2Dρ ❆ ν ❆⑩☎
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which proves Claim (d).
Claim (e) follows immediately from the Claims (b) and (d), whereas Claim (f) is a consequence of

Claim (c) and Prop. 7.2 on page 87.
To show Claim (g) assumef ✑ k ☞X1 ☎✎✌✎✌✍✌✢☎ Xn✏ such that➑ h ✄ f ✞❣✆ n. There is anh-computation sequence✄ gρ ✞ of lengthn which computesf , say

gρ
✡ h ✄ ∑ j ➣ ραρ1 jg j ☎✍✌✎✌✎✌✢☎ ∑ j ➣ ρ αρs jg j ✞✮☎ (46)

and f ✡ ∑n
ρ ➐➓❴ nγρgρ, with αρσ j ☎ γρ ✑ k. Thus the substitutionaρσ j ✘✙ αρσ j, bρ ✘✙ gρ ✄ X ✡ 0✞ sendsGρ to

gρ. If we additionally substitute thecρ by theγρ, then the polynomialCn ✄ h✞ is mapped tof , provided that
degf ✆ n.

(h) Cn ✄ h✞❾✆ Dn ✄ h✞ is obtained by substitutingdn ✘✙ 1 anddv ✘✙ 0 if v ❂ n. To show thath ✆ Cn ✄ h✞
consider the substitutionϕ which mapsX1 andc1 to 1, sends thea1 ✦ σ ✦ ❴ n✬ 1 to Xσ for 1 ✆ σ ✆ s, mapsb1 to
h ✄ 0 ☎✎✌✎✌✝✌✢☎ 0✞ , and sends all the remaininga-variables andc-variables to 0. All other variables shall remain
invariant underϕ. G1 is mapped toh ✡ h ✄ X1 ☎✎✌✎✌✍✌✯☎ Xs ✞ underϕ. We have degX G1 ✆ n as degh ✆ n. From
this it easily follows thatCn ✄ h✞ is mapped toh underϕ.

Before proving Claim (i) it is useful to make the following general observation. LetA : ✡ k ☞ a1 ☎✎✌✎✌✎✌✚☎ am ☎
X1 ☎✎✌✎✌✎✌❤☎ Xn✏ and consider a substitution (k-algebra morphism)ϕ:A ✙ A which fixes theX-variables and
such thatϕ ✄ ai ✞⑩✑ k ✰❦✱ a1 ☎✎✌✎✌✎✌❤☎ am ✳ . Let f ✛ δ✜ denote the homogeneous part off ✑ A with respect to the
X-variables. Then we haveϕ ✄ f ✛ δ✜ ✞ ✡ ϕ ✄ f ✞ ✛ δ✜ . If σ:A ✙ A is another substitution which leaves thea-
variables invariant and such thatσ ✄ Xi ✞❣✑ k ✰❦✱ X1 ☎✎✌✍✌✎✌✢☎ Xn ✳ , then we haveϕ ✄ σ ✄ f ✞✝✞ ✡ σ ✄ ϕ ✄ f ✞✝✞ for all f ✑ A.

(i) We show first thatCn ✄ h✞❻✆ Cn➒ ✄ h✞ for n ✆ n✉ . Let ✄ G✉ρ ✞ denote the generich✉ -computation on
X1 ☎✎✌✎✌✎✌❤☎ Xn➒ , and ✄ Gρ ✞ be the generich-computation onX1 ☎✎✌✎✌✍✌✢☎ Xn. The substitutionϕ which mapsaρσ j

to 0 for all ✔ n✉ ✓ n ❂ j ✆ 0 and which leaves all othera-variables and theb-variables invariant sendsG✉ρ
to Gρ (up to a renaming of the variables). This can be proven by induction onρ ✸ 0. Note thatG✉ρ ✘✙ Gρ
implies G✉ρ0 ✘✙ Gρ0 by our general observation, asϕ fixes theX-variables. By additionally requiring
cρ ✘✙ 0 for either ✔ n✉ ✓ n ❂ ρ ✆ 0 orρ ✸ n we get

ϕ ✄ ∑n➒
ρ ➐✿❴ n➒ cρG✉ρ ✞ ✡ ∑n

ρ ➐✿❴ ncρGρ ✌ (47)

Sinceϕ leaves theX-variables invariant, it commutes with taking homogeneous parts with respect to the
X-variables. Thusϕ ✄ Cn➒ ✄ h✉↔✞✝✞ ✡ Cn ✄ h✞ .

A slight modification of the reasoning before yields a substitutionϕ which leaves theX-variables in-
variant and such that

ϕ
❊
Cn➒ ✄ h✉ ✞❙✄ Z ✉ ☎ X1 ✌✎✌✍✌✢☎ Xn➒ ❴ n ☎ X1 ☎✍✌✎✌✎✌✢☎ Xn ✞ ● ✡ Cn ✄ h✞❢✄ Z ☎ X1 ☎✎✌✎✌✎✌❤☎ Xn ✞✶☎ (48)

whereZ ✉ , Z stand for the correspondinga ☎ b ☎ c-variables. This implies by our general observation

ϕ
❊
Cn➒ ✄ h✉ ✞❙✄ Z ✉ ☎ X1 ✌✎✌✍✌P☎ Xn➒ ❴ n ☎ X1 ☎✎✌✎✌✍✌✯☎ Xu ☎ eu✬ 1 ☎✎✌✎✌✎✌❤☎ en ✞ ●✡ Cn ✄ h✞❙✄ Z ☎ X1 ☎✎✌✎✌✍✌✯☎ Xu ☎ eu✬ 1 ☎✎✌✎✌✎✌❤☎ en ✞

for 0 ✆ u ✆ n andei ✑❡✱ 0 ☎ 1 ✳ . If we extendϕ by sendingdn➒ ❴ n✬ u to du for 0 ✆ u ✆ n and mapping the
remainingd’s to zero, we getϕ ✄ Dn➒ ✄ h✉↔✞✗✞ ✡ Dn ✄ h✞ . HenceDn ✄ h✞❣✆ Dn➒ ✄ h✉✭✞ .

Assume nowh ✆ h✉ and let ✄ Gρ ✞ and ✄ G✉ρ ✞ be the corresponding generic computations onX1 ☎✍✌✎✌✎✌✢☎ Xn. It
is not hard to see that there exists a substitution which only changes thea-variables and that maps allG✉ρ
to Gρ. From this one concludes as above thatCn ✄ h✞❣✆ Cn ✄ h✉↔✞ andDn ✄ h✞❣✆ Dn ✄ h✉✫✞ . ❑
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We will interpret families of polynomials✄ fm✦ n ✞ with double indices as sequences of polynomials by
enumerating pairs✄ m☎ n✞❣✑❞✵ 2 according to✄ m☎ n✞✿✘✙ m

✓ ✄ m ✓
n✞❙✄ m ✓

n
✓

1✞✗✠ 2.
We can now state the first result of this section.

Theorem 7.5 Let h ✡ ✄ hn ✞ be a p-family such that any hn contains the multiplication. Then the double-
indexed families✄ Cn ✄ hm✞✗✞ and ✄ Dn ✄ hm✞✗✞ areVPh-complete, resp.VNPh-complete with regard to p-projection.

Proof. By Lemma 7.4 on page 88(e) both families✄ Cn ✄ hm ✞✝✞ and ✄ Dn ✄ hm ✞✝✞ arep-families. Part (f) of that
lemma implies that✄ Cn ✄ hm ✞✝✞ is p-computable relative toh.

Assume✄ f j ✞❣✑ VPh, wheref j is a polynomial inu ✄ j ✞ variables. By definition, there exists ap-bounded
functionm: ✵♦✙❽✵ such that➑ hm★ j ✩ ✄ f j ✞ is p-bounded inj . Let n ✄ j ✞ denote the maximum ofu ✄ j ✞ , degf j ,
and ➑ hm★ j ✩ ✄ f j ✞ . It is clear thatn ✄ j ✞ is p-bounded inj . We denote thea ☎ b ☎ c-variables inCn✛ j ✜ ✄ hm✛ j ✜ ✞ by
Z1 ☎✎✌✍✌✎✌ Zw✛ j ✜ . From Lemma 7.4 on page 88(g) it follows thatf j

✡ Cn✛ j ✜ ✄ hm✛ j ✜ ✞❙✄ z☎ X ✞ for a suitable choice of
z ✑ kw✛ j ✜ . Thus f j is a projection ofCn✛ j ✜ ✄ hm✛ j ✜ ✞ , and we have proved the VPh-completeness of✄ Cn ✄ hm✞✝✞ .

Let now ✄ q j ✞ be ap-definable family relative toh, say

q j ✄ X1 ☎✎✌✎✌✍✌✢☎ Xv ✛ j ✜ ✞ ✡ ∑
e✣✥✤ 0 ✦ 1✧ u★ j ✩✫✪ v ★ j ✩ f j ✄ X1 ☎✎✌✎✌✎✌✚☎ Xv ✛ j ✜ ☎ ev ✛ j ✜✭✬ 1 ☎✎✌✎✌✎✌❤☎ eu✛ j ✜ ✞❿☎ (49)

where the family✄ f j ✞ is p-computable relative toh. From before we know that for eachj

f j ✄ X ✞ ✡ Cn✛ j ✜ ✄ hm✛ j ✜ ✞❢✄ z☎ X ✞ (50)

for p-boundedm✄ j ✞❙☎ n ✄ j ✞ and somez ✑ kw✛ j ✜ . Therefore, we see thatq j can be obtained fromDn✛ j ✜ ✄ hm✛ j ✜ ✞
by the substitutiondv ✛ j ✜ ✘✙ 1, dv ✘✙ 0 for d ☛✡ v ✄ j ✞ , andZi ✘✙ zi for all i. This shows that✄ q j ✞ is a p-
projection of ✄ Dn ✄ hm✞✝✞ .

It remains to prove that✄ Dn ✄ hm ✞✝✞ is p-definable relative toh. Let us abbreviate thea ☎ b ☎ c-variables
occuring inCn ✄ hm✞ by Z1 ☎✎✌✍✌✎✌✚☎ Zw and define

gm✦ n : ✡ n

∑
v ➐ 0

dvE1 ➔✍➔✎➔ EvCn ✄ hm✞❢✄ Z ☎ X1 ☎✎✌✎✌✎✌❤☎ Xv ☎ Ev ✬ 1 ☎✎✌✎✌✎✌❤☎ En ✞✮☎ (51)

whereE1 ☎✍✌✎✌✎✌✢☎ En are new indeterminates. As✄ Cn ✄ hm ✞✝✞ is p-computable relative toh, so is ✄ gm✦ n ✞ . The
following equality

Dn ✄ hm✞ ✡ ∑
e✣✥✤ 0 ✦ 1✧ n gm✦ n ✄ Z ☎ X1 ☎✎✌✎✌✎✌❤☎ Xn ☎ e1 ☎✎✌✍✌✎✌✢☎ en ✞ (52)

proves that indeed✄ Dn ✄ hm✞✝✞❣✑ VNPh. ❑
We call ap-family ✄ hn ✞ monotone, iff hn is a projection ofhn✬ 1 for all n.

Corollary 7.6 (a) If h is monotone and h0 contains the multiplication, then✄ Cn ✄ hn ✞✝✞ and ✄ Dn ✄ hn ✞✝✞ are
VPh-complete, resp.VNPh-complete with respect to p-projection.

(b) For any p-family h there existVPh-complete andVNPh-complete families with respect to p-projection.
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Proof. (a) This is an immediate consequence of Thm. 7.5 on the page before and the monotonicity of✄ Cn ✄ h✞✝✞ and ✄ Dn ✄ h✞✝✞ expressed in Lemma 7.4 on page 88(i).
(b) Let h ✡ ✄ hm✞ be anyp-family andU ☎ V ☎ W be new indeterminates. The polynomialsh̃m : ✡ Uhm

✓
✄ 1 ✔ U ✞ VW contain the multiplication and thep-family h̃ ✡ ✄ h̃m✞ satisfies VPh̃ ✡ VPh. Now apply
Thm. 7.5 on the page before. ❑

While there are many natural examples of VNP-complete families (generating functions of NP-complete
graph problems, cf. [7]), we don’t know of any interesting example of a VP-complete family. The family
of determinants is a possible candidate (see [9, Problem 21.3]).

The next result is inspired by Baker, Gill, and Solovay [1]. Its proof is based on Thm. 7.5 on the
preceding page combined with some diagonalization argument.

Theorem 7.7 There exists a p-family h such thatVPh ✡ VNPh.

Proof. First note the following: By Lemma 7.4 on page 88(e) the degree as well as the number of
variables ofDn ✄ h✞ are bounded from above byp ✄ n✞ : ✡ 2n4 ✓ 5n

✓
2, provided the number of variables

and the degree of the polynomialh are bounded byn.
By induction, we are going to construct a monotone sequence of polynomialsh ✡ ✄ hn ✞ such that the

number of variables as well as the degree ofhn are bounded from above byn for n ✾ 2. We definemi : ✡ i
andhi : ✡ X1X2 for i ✆ 2. Assume we have already constructedh0 ☎✎✌✎✌✍✌✢☎ hmt (t ✾ 2). We setmt ✬ 1 : ✡ p ✄ mt ✞
and defineh j : ✡ hmt for mt ❂ j ❂ mt ✬ 1 and puthmt ↕ 1 : ✡ Dmt ✄ hmt ✞ . By Lemma 7.4 on page 88(h) we
havehmt ✆ hmt ↕ 1 which guarantees the monotonicity. Moreover, the degree and the number of variables
of hmt ↕ 1 are bounded bymt ✬ 1

✡ p ✄ mt ✞ .
We claim that ✄ Dn ✄ hn ✞✗✞ is a p-projection ofh. In fact, letn ✾ 2 be given, saymt ✆ n ❂ mt ✬ 1. The

monotonicity ofDn ✄ h✞ expressed in Lemma 7.4 on page 88(i) implies that

Dn ✄ hn ✞❣✆ Dmt ↕ 1 ✄ hmt ↕ 1 ✞ ✡ hmt ↕ 2 ✌ (53)

But mt ✬ 2
✡ p ✄ p ✄ mt ✞✝✞✒✆ p ✄ p ✄ n✞✗✞ and the composition ofp with itself is clearlyp-bounded. This shows

the claim.
On the other hand, we know from Cor. 7.6 on the preceding page(a) that✄ Dn ✄ hn ✞✝✞ is VNPh-complete.

As ✄ Dn ✄ hn ✞✗✞ is also contained in VPh, it follows that VPh ✡ VNPh. ❑
Up to now we have not succeeded in establishing ap-family h such that VPh ☛✡ VNPh. A promising

approach for this is as follows (compare Bennett and Gill [4]). For eachn choose independentlyhn ✑
k ☞ X1 ☎✍✌✎✌✎✌✚☎ Xn✏ of degree mostn at randomaccording to some probability distribution. Since the classes
VPh and VNPh are invariant under finite variation ofh, the event➊ ✡ ✱ h ❆ VPh ☛✡ VNPh ✳ is a so-called
tail event. Kolmogorov’s zero-one law (cf. Feller [14, Chap. 4]) implies therefore that Prob✄✚➊③✞r✑♠✱ 0 ☎ 1 ✳ .
We conjecture that this probability is one if thehn are chosen with independent 0☎ 1-coefficients.
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