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We define parallelograms of bas@ndb in a group. They appear as minimal relators in a presentation of a subgroup
with generatora andb. In a Lie group they are realized as closed polygonal lines, with sides being orbits of left-
invariant vector fields. We estimate the number of sides of parallelograms in a free nilpotent group and point out a
relation to the rank of rational series.
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1 Introduction

In IR? a parallelogram of baseandb can be defined as a closed polygon with the minimum number of
sides parallel ta andb. In that paper we also consider parallelograms defined in more general groups.

In sectionl. we first give some definitions and examples of parallelograms in Lie groups. These
examples show the various complex situations occurring in the general case. In this paper we concentrate
our attention on free nilpotent groups. This analysis will give universal properties for parallelograms. We
obtain

Theorem. The number of sides of a parallelogram on a free nilpotent group on two generators afiorder
is betweem andn?.

We do not know what is the exact number of sides of parallelograms in a free nilpotent group neither
how manynon-equivalenparallelograms exist. We hope that an investigation of parallelograms might
help understand general nilpotent groups. In particular it will be interesting to find presentations with
relators of minimal size.

We have chosen in this paper to recall the basic properties and constructions of free Lie algebras in
order to make it self-contained. That is done in secfiom the last section we then introduneh-order
parallelograms and prove our result. A connection with rational series is pointed out at the end of the
paper.

Our initial motivation to study parallelograms was the notion of curvature and holonomy of a con-
nection for Riemannian manifolds and the generalization of those notions to sub-Riemannian geometry
(see [FGR] and [BeR]). In classical differential geometry, curvature appears as the quadratic term in
the asymptotic expansion of holonomy around short (four-sided) parallelograms, holonomy being the
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measure of the difference of the vector field by parallel translation around a closed loop. In the case of
sub-Riemannian manifolds, the tangent space is naturally a nilpotent group ([BeR]) and the holonomy as-
sociated to it will be calculated usimmarallelogramswith many sides. The analog of sectional curvatures
should be the holonomy associated to different parallelograms.

Another motivation is the approximation of a given element of the group by elements of a given sub-
group. This occur for example in the search of symplectic integrators (see [K, Su]) that give numerical
schemes for long-time integration of hamiltonian systems. Namely we try to approximdietexpby
a product of exfx) and exgy). In this frame, minimal length afth-order approximants are bounded by
approximately 2.
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2 Definitions and examples

Definition 2.1 Asegmentn a Lie group is a curve obtained by following the orbit of left-invariant vector
field. It has initial and end points. Two segments are parallel if they are orbits of two dependent left-
invariant vector fields.

Definition 2.2 A polygonal linein a Lie group is a curve obtained by concatenation of segments, two
consecutive segments being not parallel. This is a sequence of segments where the end point of one of
them coincides with the initial point of its successor. Each segment is cadligib a

Observe that once we have fixed a left invariant vector figld side is of the forny(t) = xoexp(tAX),
where 0<t < 1. In that case we caJh| the lengthof the side.y(0) is its initial point andy(1) its end
point.

Definition 2.3 A polygonin a Lie group is a closed polygonal line. Itangthis the sum of its sides
lengths.

Definition 2.4 A parallelogranof baseX and Y in a Lie group is a polygon with sides of integer length,
obtained from the two given left-invariant vector fields X anaith minimum length. Two parallelograms
are equivalentif there exists a group isomorphism which maps one parallelogram onto the other.

In order to describe explicitly a polygonal line witrsides, letF = {Xy} be a family of linearly inde-
pendent vectors in the Lie algetgaf the Lie groupG. Fixxo = 1€ G. We writey;j(t) = Xj_1exp(tAjXq;)
for xj = xj_lexp()\jxqj), 0<t<1and 1< j < n. Here we require tha)(uj andXy. ., are independent.
Denote byP(A1Xq,,...,AXq,) the polygonal line defined in this way.

j+1

Example 2.1 Consider the abelian Lie grouR". A parallelogram in that group is clearly parallelo-
gram
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Example 2.2 Consider the Heisenberg group’hvith Lie algebra generated by, X, Z, with[X,Y] = Z,
all other brackets being null. One can verify, using the Campbell-Hausdorff formula that both

Ps(X,Y) =P(X,Y,—X,—-2Y,—-X,Y,X) and B(X,Y) = P(X,Y,-X,-Y,=X,Y,X,Y)

are parallelograms. They are not equivalent gdas at least one side of length two. On the other hand
starting with X Z we get a parallelogram of 4 sides.

Example 2.3 Let L* be a free nilpotent group of order 4, generated by X and Y. We can verify that
P(X,Y,—2X,=Y,X,Y,X,=Y,—2X,Y, X, -Y) is a parallelogram. It has length 14. An interesting question
would be to know all non-equivalent parallelograms.

Example 2.4 If the group generated bgxp(X) andexp(Y) is free, then there is no parallelogram of base
Xandy.

We thank the referee for pointing out the two following examples.

Example 2.5 As a result of a theorem b$anov ([Sa]), for X+ = (8 é and X = Cl) 8 , the
group G=< exp(2X*),exp(2X~) > is free (see also [LS]), so there exist no parallelogram of i26&
and2X~. Moreover it is straightforward that P- (exp(X*) exp(—X~))® = 1is a parallelogram of length

12 with base X and X.

We could have given a more general definition of a parallelogram in an arbitrary group. abeih
be two elements on a group andG<a,b> be the subgroup generated &yb. Consider the set of all
relators, i. e., the set of words mb,a~%,b~! which are the identity irG. One should consider only
reduced words in the sense thasifs of ordern anda" appears in a word, one should substitute the
identity fora". The same fob. A parallelogramof basea, b is a reduced relator (in the above sense) of
minimal length with letters, b,a~1,b=1. Of course ifG<a, b> is free ina, b there is no parallelogram.

Example 2.6 In the case of the symmetric group
S3 =< 01,02; 02 = 1,010201 = 020102 >

one can verify that a minimal relator with basg, o2 is (0102)2 of length 6. On the other hand we have
also
S3 =< 01,03 = 0201; 02 = 1,03 = 1,0103 = 0301 >

that has a minimal relator of length 4.

In the case of Lie groups we would like to defimginitesimal parallelogramsthat is parallelograms
which remain the same in form when their sides are changed by a conformal factor. They will not exist in
general but in the case of graded nilpotent groups their existence is assured.

Example 2.7 Consider the Lie group with Lie algebra generated hyyXwvith [X,Y] = X. Then we can
construct a parallelogram which is not infinitesimal. Observe that

exp(tY) exp(uX) exp(—tY) = expluexp(—t)X)).
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Soift= —In2 and u= 1, we haveexp(tY) exp(uX) exp(—tY) exp(—uexp(—t)X) = 1. That is a paralle-

logram of length 5 with bas2 Y and X. Itis clear that if we change the sides by a conformal factor
this will no longer be a parallelogram. More generally, a polygon is a product

exp(crY) exp(diX) - - -exp(cnX) exp(dnY)
such thaty; (¥ j<i ¢j) exp(—di) = 0. The previous equation has clearly no integer solutions.

Example 2.8 Let us consider inR?, X = dx and Y = f(x)dy for a given analytic function f. The Lie
algebra L(X,Y) is in general infinite dimensional a&@d X)"Y = f("(x)d, and is spanned, as vector
space by X and(adX)"Y}. By noticing thaexp(AadX)Y = f(x+A)dy, we deduce that

exp(tX) exp(uY) exp(—tX) = exp(uf(x+1t)dy)

SO

exp(X) exp(Y) exp(—X) exp(Y) exp(X) exp(—Y) exp(—X) exp(—Y)
exp(f(x+ 1)dy) exp( f(x)dy) exp(— f(x+ 1)dy) exp(— f(x)dy)

|
=

This gives a parallelogram of length 8.

3 Magnus Groups and Algebras

Let us first introduce some notations and recall some results about free groups, free associative algebras
and free Lie algebras. All these results can be found in ([B, La, R]).

Let X be a set (alphabet). We denote ¥y the free monoid generated b, that is, the set of words
including the empty word denoted by 1, with concatenation as a prod{cis totally ordered by the
lexicographic order. The free magm#(X) is the set of words with parentheses, generateX land
A(X) denotes the free associative algebra, that is to sa@thkiyebra ofX*. An element? in A(X) will
be writteny yexx (P, w)w.

We denote by (X) the free Lie algebra oA. It is the quotient of th&Q-algebra oM(X) by the ideal
generated by the elements,u) and (u, (v,w)) + (v, (w,u)) + (w,(u,v)). The associative algeb#(X)
may be identified to the enveloping algebraL¢X) by consideringv,w] = vw—wv. We denote by ad
the mapy — [X,Y].

The free group generated Byis denoted by (X).

3.1 Gradations

The setd (X),F(X) so asA(X) are graded by

— the length (the unique homomorphism that extends the funatienl on X). For x € X* (resp.
F(X),M(X)) |x| denotes the lengthLn(X) (resp. An(X)) is the submodule generated by monomials of
lengthn.

— the multi-degree which is the unique homomorphism fréin(resp. F(X),M(X)) onto IN®) that
extendsx — 1. For a givena in IN®X), L%(X) (resp. A%(X)) denotes the submodule generated by
monomials of degree.
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Definition 3.1 Let AB be subgroups of a group C. We denote(ByB) the set of all commutators
(a,b) = aba~b~1. Starting with E1(X) = F(X) and defining En(X) = (F>1(X),F>n-1(X)), we get the
so-calledlower central series

As a consequence, we haffe.n(X),F>m(X)) C Fontm(X) andF (X) /F>n(X) is an abelian group.
3.2 Formal series

We definel (X) and A(X ) as sL(X ) TMazoLn(X) A(X) = Mn=0An(X). We will write x € L(X) (resp.
A(X)) as a serie§ ;>0%. L(X) so asA(X) are algebras with multiplications law
( ) z XpYa, ([X,Y])n = Z [Xpan]- (1)
pa=n p+g=n

We will also use_s p(X) = MnspLn(X) Asp(X) = Mn>pAn(X). The sef (X) = 1+ As1(X) is called the
Magnus group It is a subgroup of the invertible elements/i(b(). One defines the exponential and the
logarithm as

exp:As1(X) = T(X) log:T(X) — As1(X)
« X0 « (1-—x)"
= 2n>0 R ==Y n
They are mutually reciprocal functions and we have (see [B, CK5])the

Theorem 3.1 (Campbell-Hausdorff) For x,y € L>1(X),

H(x,y) = log[exp(x) exp(y)] € L>1(X). 2)
Denoting byE>n(X) = exp(L>n(X)), we get
Corollary 3.1 The seE>1(X) = exp(L>1(X)) c I'(X) is a group.
E>1(X) acts on itself by conjugacy and we have eg@xp(y) exp(—x) = exp(exp(adx)y).

Definition 3.2 Let us consider the Magnus map R (X) — I'(X) as the unique group homomorphism
that extends x» 1+ x, for xe X. We set Bn(X) = i1+ Asn(X)). This is Magnus’ n-th dimension
subgroup of F.

Definition 3.3 Let us consider the map 1F (X) — I'(X) as the unique group homomorphism that extends
x— exp(x), for xe X. We set B,(X) = W1+ Asn(X)).

This defines central filtrations &(X). We have clearly tha>n(X) C D>n(X) andFsn(X) C D5 (X).
In fact Magnus proved a stronger result (see [B])

Proposition 3.1 Dxn(X) = D5, (X) = F>n(X)
Let N (X) be the free nilpotent group of class n (or ordef 1) onX. That is
1-FBpri(X) =2 F(X) 5 Np(X) = 1 3)

We will use the following corollary to establish the lower bound to the number of sides of parallelogram
on the free nilpotent group.

Corollary 3.2 The projection of g in EX) onto N,(X) is the identity if and only ifgg) € Esn(X).

In fact we need only the if part of the corollary for the lower bound, that is not dependent on Magnus
result but on the inclusioRs>,(X) C D>n(X).
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4 mth-order parallelograms

Definition 4.1 Theorderof g in F(X) is the biggest integer k such thatgr-k(X). An element of order
k will be called kth-order polygon

Using proposition (3.1), ath-order polygorg satisfies

g = XXy e Fom(X), ) @)
H(g = expax)expby)---expanx)expbny) € 1+ Asm(X), (5)
WO = (1+X%(L+Y)" - (1+0>(L+Y)™ € 1+ Asm(X). (6)

Here none o&{snorbsis 0.
Definition 4.2 Thelengthl : F (X) — IN is the unique homomorphism that extends 1,x 11, forx

in X. Ifg=x---X§ € F(X), we sill say that it is a gsidedpolygon. For example xy*y~! is a 4-sided
second-order parallelogram of length 4. In formula (4), we hagg £ S, (Ja| + |bi])-

We thus deduce that for amy, g, in F(X), we havel (g192) < 1(91) +1(g2). The inequality is strict
only if terms ofg; cancel terms of,.

Definition 4.3 For m€ IN, we definey, as the lowest length of mth-order polygons. thiarder paral-
lelogramwill be a mth-order polygon of minimal length.

Before discussing the lower and upper bounds for the length and the number of faatdtsmtier
parallelograms, let us show some transformations that preserve polygons.

Proposition 4.1 Letaf be a mth-order polygon then sofist.
Corollary 4.1 If gis a(2p+ 1)-sided mth-order polygon then there exist®msided mth-order polygon.

Proof — The proposition comes from the fact thatF>m(X) is abelian.
Let us suppose that= x2yP1 . ..yPrx3+1 js amth-order polygon. Then

x(@1tapr1)yP1. ..y Pp 7)

has smaller length ga; + ap 1| < |a1| + |ap+1| and is also anth-order polygon. O
We can now suppose that for any integeranmth-order parallelogram has an even number of factors.
We will now discuss lower and upper boundlgf

4.1 Lower bound
Proposition 4.2 For any me IN we have nx |,

Proof — Let us consider the following equality

exp(aix) exp(byy) - - - explanx) exp(bny) = exp(z). (8)

wherez € Lsm(X) and none of the/s norby’s is 0. Considering the word = (xy)", we have

(exp(2),w) = [Lyaiby #0

and sam < 2n < I, In fact the number of sides itself is bigger than m|
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4.2 Upper bound

First of all, let us show some small-order parallelograms.
If m=1g; =xorg; =yis convenient. lim= 2, we findg, = xyx_1y~! thusl, < 4. In factl, = 4
which is a consequence of the following

Lemma 4.1 For any m> 2, |, is even.
Proof — This is a consequence of
(@) = (1+X2(1+y)" - (1+ X2 (1+Y)* = 1+ (a1 +- -+ an)X+ (b1 + -+ + br)y (As2(X)).

So if u(g) belongs toAsm(X) we havey;a = S, by = 0 thusy |a| and |bi| are even. O
We have seeq as the commutator of two first-order polygons. We will now build a sequgpas
mth-order polygons, eaahy, being constructed as commutatorgefandgm—p for somep. We first use

the following lemma

Lemma 4.2 Let g, and g, be two polygons of order p and g respectively, thgs gq) has order at least
p+ g and has length at mo&{l(gp) +1(gq))-

Remark — This is also a consequence of the fact {tkai(X))n is a central filtration but we will show
it by using the Hausdorff series.

Proof — Let us write

Pp = 1(gp) = exp(x) = exp(Ti>pXc), Pa = K (dq) = exp(y) = eXp(Tic>q¥k)- )
then we have
PoPyP; *Py ! = explexp(adx)y) exp(—y) = exp(H (exp(adX)y, —y)). (10)
But
H(expadx)y,—y) = Ha(expadx)y,—y)+ kZZHk(exp(adx)y, -y) (12)
= exp@dx)y—y+ 3y . H(expadx)y, —y) (12)
= [xy+ k;%(adx)ky+ k;Hk(exp(adx)y, -y). (13)

But(adx)Xy € Lskpiq(X) € Ls2p+q(X) andHy(exp(adx)y, —y) = Hk(exp(@dx)y—y, —y) € Ls p+2q(X). In
conclusion, ifixp, Yq] # 0, thengp, q = (9p, 9q) is ap+ g-th order polygon and has lengtfl &yp) +1(gq))-
In order to be sure to obtain(@ + q)-th order polygon let us show that

Lemma 4.3 Leta € F>p(X) and € F>q(X) such that

W (a) = exp(X) = exp(F i pXk), M (B) = exp(y) = exp(FTiczq¥k)- (14)

If xp and y are not proportional, theta, ) has order exactly g-q.
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Proof — This is a consequence of the following lemma.
Lemma 4.4 Let x, € Lp(X) and ye Lq(X). If xp and y are not proportional therfixp, yq] # O.

Proof — Let us write

Xp = Z( Xp, W Zi)\ iWi,Yq = p: an ZB\ Wi (15)

Here we havev; < wj if i < j. As [Xp,Yq] = [Xp,Yq — AXp] for someA, one can suppose thag < wj. In
factw; andwj are so-called Lyndon words (see [R]), that is to say satisfy; < wywi. In
[Xp:Yal = AdAi(waw) —wiwg)
+A1 Z )‘lj (W1V\/j — V\/jo) +A] Z A (Wiwy — wWywg) + . Zl)\i)\/j (WiV\/j — V\/jWi) (16)
J I i,]>
Asw; < wj < W, we deduce thatwj < wiwy < ww for eachi, j > 1. We have alsanw) <wjwy <
\[/\/1vvi ]<7\£\/va. sow;w; is the smallest word in formula (16). This proves tfiap, yq],Ww1w; ) # 0 and so
Xp,Yq| # 0. O

Remark — Lemma 4.4 shows that for any not null Lie polynonitaihe kernel of ad® is spanned by
P.
We will show that

Proposition 4.3 There exists a sequence of mth-order polygonwigh even lengthy < né.

Proof — We will prove by induction onm the following P(m) : “there exists a sequengg, or order
exactlymwith even length, < .’

If m= 1, theng; = x or g1 =y is convenient. Ifm= 2 theng, = (x,y) = xyx ty~! is convenient
and has length 4. Ifn= 3 thengs = (g1,92) = X2yx ly x~lyxy1.x~1is a third-order polygon so as
xyx ly~Ix~lyxy1 that has length 8.

Suppose now(m).

e If m+1=2p+1isodd, let us consider= (gp,gp+1). P andp+ 1 have not same parity so
1(9) < 2(1p+1p+1) < 2(p?+ (P+1)?~1) = (2p+1)*~ L.
We thus deduce thatis a(2p+ 1)th-order polygon and sip1 < (2p+1)%— 1.
e If m+1=4p, let us consideg = (g2p-1,92p+1)-
1(9) < 2(I2p-1+ I2p+1) < 2((2p+1)%+ (2p—1)* - 2) = (4p)?

e If m+1=4p+2, letus consideg = (g2p+1, $(92p+1)). Here is the involutionx — y,y — x. If

H (g2p+1) = eXP(Tk<2p1%), We will have
/

K (9) = exp([Xep+1,  (X2p+1)] + Fk>2p+2Yk)- (17)

The degree okop1 in Xis not the degree insoxzpy1 as P+ 1 is odd andp(xop+1) have not same
multi-degree thus are not proportional. It follows tigat F>m+1(X). We have

1(g) < 4211 < (4p+2)° -4 < (4p+2)° (18)
We thus deduce th#1 < (m+ 1)2. Proposition 4.3 is then proved. O
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4.3 Rational series

In fact there is a strong connection with the rank of rational series. Th&(X@tis usually denoted by
Q<<X>> and is called the set of formal sgries.
Consider the following operation &* on A(X); for u € X*, let

u—ls= Z( (Suw)w (19)
we X*

We extend it by linearity to obtaiA(X) as a right module ovek(X).
A combinatorial interpretation of that operation in the case wiSetev is a single word says that v
vanishes , unlessstarts withu, that is,v = uv, and in that case~v = V.

Definition 4.4 A formal series is rational if it is an element of the closure KA

A fundamental theorem due to M.-P. Schiitzenberger assures that the orbits of the a4 afe
finite dimensional ove® on rational series. We may then state the following

Definition 4.5 The rank of a rational series S is the dimension of the spac&(R).
We state now corollary 3.6 of [BR].
Proposition 4.4 If Se 14 A,m(X) is a rational series, therankS> m

To obtain a lower bound on the length of a polygon we will compute the rank of the rational series
W(Q) = (1+X)%(1+Y) - (14 x)2(1+y)".

Proposition 4.5 rank[(1+x)3(1+y)P--- (1+x)3(1+y)™] < 5 |a| + |bi] -

Proof — We first observe that the following properties are easily established [BR]

xS = (KIYT+(SH('T) (20)
x}s) = x's where S=(1-971 (21)

Observe that 1(1+x) = 1,x }(1+y) =0,y }(1+x) =0,y (1 +y) = 1.
An easy computation then gives that r@fik+ x)?] = |a|, and this implies that

rank[(1+x)*(1+)"] = [a] + [b|-
From equation 20 we deduce that rg8R) < rank(S) + rank(T) and that implies that the rank of a
product(1+ x)2(1+y)PL--- (14 x)>(1+y)" can be at mosg, |a| + |bi]. i
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