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For any fixed parameter> 1, at—spannerof a graphG is a spanning subgraph in which the distance between every
pair of vertices is at mosttimes their distance iy. A minimumé—spanner is &-spanner with minimum total edge
weight or, in unweighted graphs, minimum number of edges. Genesphnners and their variants have multiple
applications in the field of communication networks, distributed systems, and network design. In this paper, we prove
the N'P-hardness of finding minimurs-spanners for planar weighted graphs and digraph$if3, and for planar
unweighted graphs and digraphg i 5. We thus extend results on that problem to the interesting case where the
instances are known to be planar. We also introduce the related problem of finding mipiamant—spanners and
conclude its\“P-hardness for similar fixed valuesof

Keywords: graph spanners, planar graphA§P—completeness

1 Introduction

A t—spannerof a graphG is a spanning subgraghin which the distance between every pair of vertices
is at most times their distance i6/. The main idea of this concept is to find a subgraph of a given graph
G that is sparse, but still guarantees a so—caltestch factoron the vertex—to—vertex distancesef The
stretch factor will be bounded by a constant independent of the siéé @bserve that the minimum
spanning tree does not necessarily meet this specification.

The concept of spanners has been introduced by Peleg and Ullman in [12], where they used spanners
to synchronize asynchronous networks. One of many other applications for spanners are communication
networks, where one is interested in finding a sparse subnetwork that nevertheless guarantees constant
delay factors. A survey of some results on the existence and efficient constructibility of (sparse) spanners
is given in [11]. Further results and discussions concertiisganners and variants thereof can be found
in [13].

In most applications, the sparseness of a spanner is crucial. The problem of firsiir@ners with a
minimum number of edges has been shown tdffle—hard for most values d@fby Cai in [2]. Therefore,
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subsequent efforts have concentrated on finding spanners that are maybe not minimum, but sufficiently
sparse (see for example [1]). Very recently, [14] have proven\fiie-hardness of the problem even for
restricted, unweighted graph classes such as chordal, split, bipartite, or degree-constraint graphs. Several
authors consider variants dfspanners. In [3], Cai and Corneil deal witbet—spannergi.e. t—spanners

that are trees) and also examine the complexity status of the corresponding decision problem. Liestman
and Shermer introduce the notionaafditivespanners, which employ an additive instead of multiplicative
stretch function on the distances [8].

Here we consider general spannerglismar graphs (either weighted or unweighted, directed or undi-
rected), i.e. we restrict the set of input instances. We thereby (partially) settle a question raised in [2]. We
also introduce the notion gflanar t—spanners These are subgraphs, which are not arlgpanners, but
also planar, no matter whether the original graph is planar or not.

This paper is organized as follows: After introducing some basic notation and the examined problems,
our results ofNP—completeness are stated in Sect. 2. Proofs of these in unweighted, weighted, and
directed graphs make up for Sects. 3, 4, and 5, respectively.

2 Problems and Results

In what followsG = (V, E;w) (respectivelyG = (V, A;w)) denotes a simple, weighted undirected
(directed) graph with vertex s&t edge sef (arc setd), and edge weights : E — R (w: A - R™).

If all edges have unit weight, i.e. all weights are equal to 1, the graph is saidutoveghted A directed

graph @igraph) is said to be amrientedgraph, if it does not contain a cycle of two arcs. For simplicity,

we will use the terminology for undirected graphs throughout most of this paper. The terms are naturally
extended to digraphs. Since spanners of each connected component can be determined independently, we
only consider connected graphs. Tleagthof a path is the sum of the weights of its edges. @lstance

between two vertices andv in G, i.e. the length of the shortest (directed) path, is denotedi{y, v).

2.1 Minimum t—=Spanners in Planar Graphs

Definition 1 (t—spanner) For any parametet > 1, a spanning subgrapl = (V,E';w) withE' C E
is at—spannepf an edge-weighted graphl = (V, E; w), if ds(u,v) < t-dg(u,v) forall u,v € V.

The parameter is calledstretch factor We say that an edge€ E is covered(by an edgef € S), ifin
S there exists a path of length at mastw(e) (and containingf) that connects the endpoints@fNote
that in unweighted graphs everyspanner is also @ |—spanner, while there is no such correspondence in
weighted graphs, even if all edges have integer weights. In order to prove that a given spanning subgraph
is at—spanner, we do not have to consider all pairwise distances of the vertices. It is sufficient to only
look at edges of the original graph that are not part of the spanning subgraph (see [3]).

A t—spanner is calledminimumi—spanner of a weighted gragh if it has minimum total edge weight
among allt—spanners of7. The corresponding decision problem is defined as follows:

Minimum t—Spanner Problem (Ming)
Given: A graphG with associated (positive) edge weights and a positive Vidlue
Problem: DoesG contain ai—spanner with total edge weight at méBt?

Obviously, for an unweighted graph, the only 1-spanner is the graph itself. For a weighted graph,
Hakimi and Yau [4] proved that there is a unique 1-spanner with a minimal number of edges. From
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[3], we know that this must also be the unique minimum 1-spanner, and that it can be determined in
polynomial time. TheV"P—completeness of MinSor the remaining values dfhas been established in

[2] and [3]. Here we will show that the problem remaik¥—complete for most values efwhenG is
restricted to be planar. In particular, we prove the following theorem.

Theorem 2
1. For any fixed integer > 5, MinS is N"P—complete for undirected, unweighted, planar, biconnected
graphs.
2. For any fixed integer > 3, MinS is N’P—complete for undirected, weighted, planar, biconnected
graphs with edge weights equal to 1 or 2.
3. For any fixed integet > 5 (¢t > 3), MinS is N’P—complete for unweighted (weighted) planar
oriented graphs.

The proofs of the three parts of the theorem are given in the next sections. All three of them are
transformations from the Planar Satisfiability Problem with three literals in each clause, and they can be
viewed as modifications of each other. At the end of Sect. 4 it will be easy to see how our construction can
be adjusted to allow arbitrary rational valuestaf 3 in the weighted case. Thus Theorem 2 also holds
for rational stretch factors.

2.2 Minimum Planar t—-Spanners

Instead of restricting the input graph we now consider restrictions on the spanning subgraph by introducing
planart—spanners:

Definition 3 (planar t—spanner) For any parametet > 1, a spanning subgrapl = (V, E'; w) with
E' C E is aplanart—spannenf a weighted graptG = (V, E;w), if ds(u,v) < t - dg(u,v) for all
u,v € V, andS is planar.

The correspondingllinimum Planart—-Spanner Problenis denoted by MinPS First, consider the

unweightectase: Using a linear time planarity test, it is clear that MiniR3n P for unweighted graphs.

On the other hand, it i8/P—complete to decide whether an unweighted graph contains a-spanner,

i.e. at—spanner which is a tree, 4f> 4 [3]. Observe that spanning trees are planar spanning subgraphs
with the least possible number of edges.

For weighted graphs the situation is different: As mentioned above, the unique 1-spanner with a mini-
mal number of edges also is the unigue minimum 1-spanner, and can be determined in polynomial time.
Since all edge weights are positive, and every subgraph of a planar graph is planar, a minimum planar
1-spanner has a minimal number of edges. Therefore a minimum planar 1-spanner has to be identical
to the minimum 1-spanner, and we can conclude that Min®# P for weighted graphs by testing the
minimum 1-spanner for planarity.

In [3], the N'P—completeness of the TréeSpanner Problem far > 1 in weighted graphs is proven.

By a close look at the transformation used there and by an appropriate choice of the bound on the total
weight of a planat—spanner, the proof can be modified to show M®-completeness of MinRSor
t > 1 in weighted, undirected graphs. Altogether, we get the following corollary:

Corollary 4
1. For any fixed rational number> 4, MinPS is N"P—complete for unweighted graphs.

2. For any fixed rational number> 1, MinPS is N'P—complete for weighted graphs.
Observe that MinSand MinP$ are the same for planar instances.
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MinS;, general graphs|| MinPS;, general graphg Min(P)S;, planar graphs
[2, 3]
t unweighted| weighted || unweighted] weighted [ unweighted| weighted
1 P P P
(1,2) P NPC P NPC P ?
[2,3) NPC NPC ? NPC ? ?
[3,4) NPC NPC ? NPC ? NPC
[4,5) NPC NPC NPC NPC ? NPC
[5, 00) NPC NPC NPC NPC NPC NPC

Tab. 1: The complexity status of MinSand MinP$ in undirected graphs

2.3 Summary of Results

Table 1 summarizes the results for the complexity status of the problems considered in this paper for
undirected graphs in comparison to Mjn@s shown in [2] and [3]). The results are listed for both the
weighted and the unweighted case. A question mark indicates that the complexity status is unknown.

Very recently, Kortsarz has shown in [5] that, for general undirected, unweighted graphs and every
t > 2, the Minimumt-Spanner Problem is as hard to approximate as the Set Cover Problem. The
approximability status of the problems considered here is still open. For one of the open cases, MinS
on planar graphs, th&”| /| E|-approximation algorithm of Kortsarz and Peleg [7] for general undirected,
unweighted graphs results in a constant approximation algorithm for planar input graphs.

3 MinSt for Unweighted, Planar Graphs

In this section, we prove part 1 of Theorem 2, so all graphs are unweighted and planar. The other parts
are proven along the same lines. Part of the proof modifies ideas of [2].

Lett > 5 be an arbitrary fixed integer. Clearly, Min& in AP, since the test whether a spanning
subgraphS is at—spanner can be done in polynomial time. To showkffe—completeness we transform
the Planar 3—Satisfiability Problem to MinS

Planar 3—Satisfiability Problem (P3SAT)

Given: A setU of variables, and a collectiafi of clauses ovel/ with |c| = 3 for all ¢ € C'. Furthermore
the bipartite grapli = (V, E) whereV = U U C andE = {{z,c} : z orZ occurs inc} is planar.

Problem: Is there a satisfying truth assignment &?

The N"P—completeness proof for this problem can be found in [9]. We use the planarity of the un-
derlying graph of P3SAT to construct a planar graph in which we can easily determine the minimum
t—spanner.

3.1 Forcing Edges into a Minimum t—Spanner

For the construction of the instance of MinSve use the fact that we can force edges to be in every
minimum¢—spanner by adding some additional edges. This concept has appeared in [2] and will be used
extensively.
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Lemma5 Lete be an arbitrary edge of an unweighted gragh and letG' be the graph constructed
from G by adding two distinct path®, and P» of lengtht (all internal vertices ofP;, and P, are new
vertices) between the endseofThen for any minimur-spannetS of G', edgee belongs taS.

The two auxiliary paths?; and P, are calledforcing paths edgee is calledforced edge A forced
I-components a simple path of lengthconsisting of forced edges together with their forcing paths. A
minimum¢—spanner of a forcel-component contains exactly (2 - (¢ — 1) + 1) = [(2¢t — 1) edges: the
[ forced edges antl— 1 edges from each forcing path.

3.2 Construction of the Instance

We start from the planar, embedded graph underlying the given instdh¢® of P3SAT, and extend
the variable and clause vertices to fovariable componentandclause component§hese components
are combined to forntruth assignment testing componemthich reflect the relationship between the
satisfiability of a clause and the existence of a minimwspanner. Finally, we compute a bound on the
number of edges for the MinimutSpanner Problem.

Variable Components. The key idea behind the variable component is that each of its possible mini-
mum t—spanners reflects exactly one truth assignment for its corresponding variable. For each variable
x € U, we construct a variable componéfit as follows. Letk be the number of (positive and negative)
occurrences of the variabdein all clauses.

1. Create a central vertex.
2. For each occurrence ofin a clauser, create in this order a block of four new verticeﬁé), f@,

ng>, andfgc). The resultingdk new vertices are calleliteral vertices The blocks are arranged
circularly aroundc* according to the embedding of the underlying graph of the instance of P3SAT.

3. Connect each pair of neighboring literal vertices by a forged 1)—component such that a circle
of 4k forced(t — 1)—components is formed altogether.

4. Connectz* with all literal vertices by an edge, calléderal edge An edge{xgc),x*} is called

positiveliteral edge, an edgéfgc),;c*} is callednegativditeral edge.

5. Createdk new auxiliary vertices, one between each pair of neighboring literal edges. Connect
each of these by aauxiliary edge withz* and by two distinct forcedt — 1)—components with
its neighboring literal vertices. Their literal edges are then calkesbciatediteral edges of the
auxiliary edge and vice versa.

Figure 1 illustrates this construction. For readability, the symbolic representation in Figure 1(b) is used
later on when larger portions of the graph are drawn. The following lemma shows that the literal edges in
a minimumt—spanner areonsistentAs a consequence, the number of edges of a minimspanner of
T,is4-3k-(t—1)-(2t—1) + 2k.

Lemma 6 Any minimun—spanner of a variable componéfit contains either all positive or all negative
literal edges.

Proof: Let S be an arbitrary minimum-spanner of,. ThenS contains all forced edges ahd- 1 edges
from each forcing path. Observe that these edges together with eitt¥r pdisitive or all2k negative
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@ ®)
— literal edge

auxiliary edge
--- forced (t-1)-component

il

Fig. 1: (a) Part of the variable componéeri for the variabler occurring in clause, (b) its symbolic representation

literal edges form @—spanner. Thu§ can contain at mostk edges out of th&k literal and auxiliary
edges.

By construction of the variable component, both associated auxiliary edges and both neighboring neg-
ative (resp. positive) literal edges are covered by a positive (resp. negative) literal eglgBum, by an
auxiliary edge inS, only the associated literal edges are covered.

Now assume tha$ contains an auxiliary edge. Thehalso contains either the next auxiliary edge,
too, or the next not associated literal edge. In total, this leads to mor&khadditional edges and thus
contradicts the minimality of. Similarly, assume tha¥ contains two inconsistent literal edges. Then
there must be at least one auxiliary edge belongin§ ty more tharRk literal edges to cover all other
edges. Again, this contradicts the minimality$f ThusS contains exactly every other literal edged

Clause Components. The clause component for each clause C is basically a quadrilateral consist-

ing of fourclause verticeg, 2, 3, and 4, where the sides are formed by distinct fofte@)—components.
Vertices 1 and 3 are connected by an additional edge, calledithse edgeSee Fig. 2(a) for an example.

Our construction is a bit more complex than actually needed in the unweighted case, but will not have to
be changed much when being modified for the weighted and the directed case. Observe that any minimum
t—spanner fot > 5 of such an isolated clause component must contain the clause edge.

Truth Assignment Testing Components. We combine the clause components with the variable com-
ponents according to the given clauses by identifying vertices. Three sides of the quadrilateral in the
clause component each correspond to a literal in the corresponding clause. The fourth side is used to

(@ (b

N
.
,

- - - forced (t-2)-component
————— forced (t-1)-component
—— literal edge

31
> ’ — clause edge

/
.
e
N
N

Fig. 2: (a)A clause component, and (b) the truth assignment testing component for €lausev y V z using the
symbolic representation for relevant blocks of the variable components
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make the arguments symmetrical. The endpoints of each such side of the quadrilateral are thus identified
with the two corresponding literal vertices of the corresponding block in the variable component: if clause

¢ contains the positive literal we use the positive literal vertimﬁéé andfgc) otherwise. See Fig. 2(b) for

an example. Note that the combination of the variable components with the clause components does not
affect the validity of Lemma 6.

Lemma 7 For any fixed integet > 5, a minimumi—spannerS of a truth assignment testing component
contains the clause edge if and onlysitontains no pair of consistent literal edges that is adjacent to the
clause edge.

Proof: If S does not contain a pair of literal edges that is adjacent to the clause edge then every path
connecting the endpoints of the clause edgg @ither uses the clause edge or has length at2#ast) >
t,ift > 5.

For the other direction, assume thfatcontains a pair of adjacent consistent literal edges. Then this
provides a shortcut for one of the forc@d-2)—components, and thus there is a path of leggtlit—2) =
t in S connecting the endpoints of the clause edge. Hence the clause edge is covered. |

Thus, the number of edges in a minimurspanner of such a truth assignment testing component
reflects the truth value of the corresponding clause. This completes the construction of the graph. All
isolated components are planar, and since we start from an instance of P3SAT, the whole graph is planar.
It is also easily seen that the instance is biconnected, and can be constructed in polynomial time.

Choice of W. According to Lemmas 6 and 7, we g8t the bound on the number of edges it-a
spanner, t&V = 6m + 36m (2t — 1)(t — 1) + 4m(2t — 1)(t — 2), wherem is the number of clauses of
the instance of P3SAT.

3.3 Equivalence of the Problems

In this subsection, lgtl/, C') be an instance of P3SAT, afid, W) the instance for MinSconstructed as
described above. We will show that there is a satisfying truth assignmetifa¥), if and only if G has
at—spanner with at mo$¥’ edges.

Lemma 8 If the set of clause€’ of (U, C) is satisfiable, then there exists a plantaispanner of7 with
at mostiW edges.

Proof: Suppose that the set of clauggds satisfiable, and let be a satisfying truth assignment. From
this we construct the subgraphof G as follows:

1. S contains all forced edges.
2. S containgt — 1 arbitrarily chosen edges from each forcing path.

3. For each variable € U, S contains all positive literal edgeséfz) is true, and all negative literal
edges otherwise.

By this constructionS$ trivially is a spanning subgrapht consists of forced edges from the variable
components, edges from the forcing paths of the variable components, forced edges from the clause
components, edges from the forcing paths of the clause components, and literal edges. Al®gether
contains exactly¥V' = 6m + 36m(2t — 1)(t — 1) + 4m(2t — 1)(¢t — 2) = W edges.



8 Ulrik Brandes and Dagmar Handke

It remains to prove tha$ is at—spanner of7: We have to show that for every edge not contained in
S, there exists a path of length at maéstonnecting the endpoints of that edge. This is obvious for the
variable components. For the clause edges observe thatfsmaesatisfying truth assignment, there is at
least one literal in each clause that is true. Due to the constructiSmefthus have at least one adjacent
pair of literal edges in each clause component. From Lemma 7 it followstlsat—spanner. |

Using the next lemma, Lemma 10 completes the proof of part 1 of Theorem 2.
Lemma 9 Any minimum—spannelS of G contains at leastV edges.

Proof: Any t—spannelS of G must contain all forced edges ahd- 1 edges from each forcing path. By
Lemma 6,5 contains at least either all positive or all negative literal edges for each variable component.
This sums up tév'. |

Lemma 10 If G has at—spanner with at modf#/ edges, then there exists a satisfying truth assignment
for (U, C).

Proof: SupposeS is at—spanner of7 with at mostiW edges. Then by Lemma 9, is a minimumi¢—
spanner and contains exacily edges. All forced edges and the corresponding edges from the forcing
paths must be it$. Hence, there remain ontm further edges which can only be consistent literal edges
(by Lemma 6). Thus, we can uniquely define a truth assignthentsetting, for eaclr € U, 6(z) = true,
if S contains the positive literal edgesBf, andf(x) = falseotherwise.

SinceS is at—spanner and contains no clause edge it follows from Lemma 7 that there is at least one
adjacent pair of literal edges for every clause edge. Hefhsatisfies all clauses. m|

4 MinSt for Weighted, Planar Graphs

For the proof of the second part of Theorem 2, we again transform an instance of P3SAT to an instance
of MinS; by extending variable and clause vertices to appropriate components. The assignment of edge
weights of value 2 helps lowering the bound @rthus yielding a stronger result than in the unweighted
case. But we cannot expect to reduce the gap by this technique even further.

The variable components are the same with all edges having unit edge weight, and the results about
minimumt¢—spanners for these components remain valid (Lemma 6). The clause components again consist
of four clause vertices, but now three sides of the quadrilateral remain unconnected. Only one side is
connected by two consecutive forcgd- 1)—components with unit edge weights. As before, we have one
clause edge, now having edge weight 2. We combine the components to form the truth assignment testing
components as we did in the unweighted case by identifying the corresponding vertices (see Fig. 3 for an
example). Using similar arguments as in Sect. 3, we get an equivalent of Lemma 7 now for all values of
t>3.

It is easily seen that the constructed graph is again planar and biconnected. By ch@osir@m +
36m(t—1)(2t—1)+2m(t—1)(2t—1), the arguments of the previous section can be repeated to complete
the proof of part 2 of Theorem 2.

Theorem 2 can be easily generalized to allow rational numberss o3 by using forced|¢] — 1)—
components in the construction described above. All results about minirspanners then keep valid.
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y 1 z

————— forced (t-1)-component, unit weight
-1 literal edge, unit weight
-2 clause edge, weight 2

Fig. 3: The truth assignment testing component in the weighted case

5 MinSt for Planar Digraphs

To show the\P—completeness for digraphs, we again use a modification of the reduction of the previous
sections. Here we only show details of the construction for the unweighted case, since the weighted case
is then straightforward from what has been established so far.

Forcing Arcs into a Minimum t-Spanner. Similar to the undirected case, an dtgb) of a digraph

can be forced to be in every minimutaspanner as described in [2]. For this purpose we create two new
verticesc andd, add two arcgc, b) and(d, b), and then add two distinct directed paths of length 1

from ¢ to a and fromd to a, respectively. Then, a minimugaspanner of this component consists of arc
(a,b) and all arcs of the paths of length- 1.

Construction of the Instance. For the construction of the instance see Figure 4. déable com-
ponents(see Figure 4(a)) again consist of literal and auxiliary vertices, as well as literal and auxiliary
arcs. The orientation of these arcs depends on the orientation of the corresponding clause arc. As in the
undirected case this construction guarantees that every mintrspanner of such a variable component

only contains consistent literal arcs (cf. Lemma 6).

Theclause componentse analogous to the undirected case, where the clause arc and the€fer2pd
components are oriented such that they start and end at the same vertices of the quadrilateral. Figure 4(c)
shows an example of a directed truth assignment testing component. It is easily seen that the graph is
planar and oriented. Choosifig = 6m + 36m(t — 1)(2¢t — 1) + 4m(t — 2)(2¢t — 1), as in the undirected

© v z

- — directed forced (t-2)-component
---=— directed forced (t-1)-component
— literal arc

i —~ clause arc

= auxiliary arc

o A\ AN
| N
- N | [T ,
S\ NE K
© ",’ h
Xy [
X"

Fig. 4: (a) Part of the variable component for the variableccurring in clause, (b) its symbolic representation, and
(c) the truth assignment testing component for unweighted digraphs
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case, the proof of the equivalence of P3SAT and MiisStraightforward as before.

Weighted Digraphs. In the weighted, directed case the same variable components (unit arc weights)
are used. The clause components are the ones from the weighted, undirected case, and orientations are
determined analogously.
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