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We introduce a data structure called SOUR graphs and present an efficient Knuth-Bendix completion procedure based
on it. SOUR graphs allow for a maximal structure sharing of terms in rewriting systems. The term representation is

a dag representation, except that edges are labelled with equational constraints and variable renamings. The rewrite
rules correspond to rewrite edges, the unification problems to unification edges. The Critical Pair and Simplification
inferences are recognized as patterns in the graph and are performed as local graph transformations. Our algorithm
avoids duplicating term structure while performing inferences, which causes exponential behavior in the standard
procedure. This approach gives a basis to design other completion algorithms, such as goal-oriented completion,
concurrent completion and group completion procedures.

Keywords: SOUR graphs, completion algorithms

1 Introduction

Knuth Bendix Completion [1] is an efficient procedure for solving the word problem and equational
unification problem. The objective of the procedure is to take a set of equations and convert it into
an equivalent set where word problems and equational unification problems can be solved by applying
equations in an ordered fashion. Completion does not always halt, but when it does, the word problem
becomes decidable, since it is only necessary to reduce equations into a normal form and compare normal
forms to solve the problem. In Completion, we define an ordering and unify a maxima$ sitla
renaming of one equatioh= ¢ with a subterm of a maximal side of another subterm. Then we replace
the subterm witht, and apply a constraint representing the unification problem.

Knuth Bendix Completion is not as efficient as it could be. Many terms appearing in different places
have the same ancestor, so it would be beneficial if one inference were applied to all the occurrences at
the same time. For instance, suppose we have equatians= b anda = ¢. Completion unifies in
f(a) with a in @ = ¢, and then replacesin f(a) with c¢. The result is a new equatiof{c) = b, made
up of pieces of the two old equationg-appears in botlf(a) = b andf(c) = b, etc. Further inferences
spread these pieces around more and more. Note that every equation that is created is made up of pieces
of the initial equations. If it was possible to keep track of all the pieces of the same ancestor, an inference

tMost of the work was done while the first author was visiting the PROTHEO group at INRIA Lorraine and CRIN.
1365-805@0 1998 Maison de I'Informatique et des Mathématiques Discretes (MIMD), Paris, France
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procedure could perform many inferences at the same time. In this paper, we introduce a new graph data
structure, called a SOUR graph, which allows us to do that. When terms contain variables, each inference
involves a renaming and a constraint. It is still true that all of the equations created are formed from pieces
of the initial ones, but some of the equations have renamings and constraints applied to them.

We use the Basic Completion [2, 3] inference rules. The idea of Basic Completion is that whenever
we perform an inference, instead of applying the most general unifier to the conclusion of the inference,
we save the unification problem as an equational constraint. This is the first idea necessary for the SOUR
graph philosophy. When unifiers are applied, new pieces are created. But with equational constraints, old
pieces are just combined together in new ways and constrained.

Our work is based on earlier work [4], where it was shown how to perform theorem proving using a
graph data structure. This is where it was first shown how new objects are created from existing pieces.
When an inference is performed, we just add new relationships between the existing pieces. Instead
of combining constraints as in Basic Completion, we keep them separate and associate them with the
new relationships that are created. We also associate renamings created by an inference with these new
relationships.

In this paper we instantiate the ideas from Lynch [4] to create a new data structure for the Completion
Procedure. A dag representation of a set of equations is created. Nodes in the graph initially represent
subterms of the initial problem. However, the completion procedure will make the nodes represent new
terms. The dag representation has edges csallbterm edgefsom a node representing a term to the nodes
representing each of its subterms. It also has edges callede edgedetween the nodes representing
the terms on either side of an equation. We can also aaifization edgdetween two nodes representing
unifiable terms, and aorientation edgdrom a node representing a term to a node representing a smaller
term. We call the graphs SOUR graphs, $obterm,Orientation,Unification andRewrite edges.

SOUR graphs are closer to an implementation than the Paramodulation without Duplication of Lynch [4].
Inferences are performed by graph transformations. We look for certain patterns in the graph, each of
which causes a new edge to be added to the graph, and an old edge to be possibly deleted. There are
two kinds of patterns: a SUR pattern is a sequence of edges representing that a subterm of a term unifies
with one side of an equation. In that case we can add a new equation where that subterm is replaced by
the other side of the equation. We only need to add a new subterm edge to the graph to represent the
new term, labelled with a unification constraint and a renaming associated with the inference. We also
have RUR patterns, representing that two sides of equations unify. So we add a new rewrite edge to the
graph, representing an equation between the other two sides of the equations. The completion procedure
on SOUR graphs is then a series of graph transformations. The most important point is to know which
constraints and renamings to label the new edges with.

The paper is organized as follows. In the next section we give the preliminaries. We follow by giv-
ing some examples of the completion procedure on SOUR graphs and a definition of the syntax and the
semantics of the SOUR graph. Then we give the graph transformations, which determine the inference
procedure. After that, we prove the soundness and completeness of the system. We give some experimen-
tal results for an implementation of SOUR graph completion, and also show how this technique has led
to the solution of other open problems dealing with completion. Finally, we show the relationship of our
work with other work.
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2 Definitions

We use the graph formalism to express rewriting systems. A graph(V, F) is the pair composed of
the set ofverticesor nodesV” and the set ofdges”. Each edge ¢ E is associated with a pair of vertices
by a surjective functiopair : E — V x V. Directededges are ordered, anddirectededges are not.

For eachdirectededgee the first component gfair(e), denoted byinit(e), is called thenitial vertex
of e, and the second component, denoteg'by(¢), is called thdinal vertexof e. We say that goes from
init(e) to fin(e). If e is an undirected edge thenir(e) can be viewed as a multisginit(e), fin(e)}.

Let 7 be an enumerable set of function symbols ahte a set of variables. Lat-ity be a function
from F to the set of non-negative integers. Then the s¢eohs7T = 7 (F, X) is the smaller set such
that

e X CT,
e VfeF, arity(f) =n : f(t1,.. . tn) € Tifty,.. .4, €T.

Terms without variables are calleggiound A positionp is a sequence of integers. We defihe
subterm|, of term¢ at positionp such that

¢ t|. = t, wheres is the empty sequence,
o ift=f(t1,...t,), p=igqforl <i<n,thent|, =t],.

We write s[t], to indicate thats is a term containing at positionp, i.e. s|, = t. After using that
notation, we will writes[t],, to indicate the term obtained by replacement by ¢’ in s at positionp.

A substitutions is a mapping fromit’ to 7, given in postfix notation, which is the identity everywhere
except on a finite number of variables. This mapping can be homomorphically extended to a mapping
from 7T to 7. The setRan(o) = {zo|zc # z, x € X} C T is called therangeof the substitutior.
A compositiornz§ of substitutionsr and#é is the substitution such that = (to)6d for eacht € 7. A
substitutions is more generathan a substitutiod if there exists a substitution such thator = 6. A
renaming substitutiop is an injective substitution from’ to X'. A renaming substitutiop is freshif the
variables from thekRan (o) have not appeared somewhere else. We denoié the substitution such that
Ran(id) = 0. A ground substitutions a substitutiorr such thatRan(c) is a set of ground terms. ifis
aterm therGround(t) is the set of all termss such that is a ground substitution. If' is a set of terms,
thenGround(T) is the set of all terms’ such that’ is in Ground(t) for somet in 7.

An equationon 7 is an expressios =~ t, wheres,¢ € 7. The symbolx is a binary predicate
symbol, represented in infix notation. L&Y be a set of equations. Thmngruence closurd’q* of
Eq is the smallest set such th&By* O Eq, Eq* is reflexive, transitive, symmetric anf{s, ..., sn) =
f(t1,...tn) € Eq* whenevemrity(f) = nands; = t; € Fg* 1 <i<n. WewriteFq = s~ tiff
so = to € (Ground(Fq))* for all groundos.

Let = be a binary infix predicate. The expressioft ¢, wheres, ¢t € 7 is called aunification problem
on7 . An (unification) equational constraint is a conjunctiors; =t A...As, = t,. If n = 0 we write
¢ = T. A pair s[ ¢ ] composed of a terra and an equational constraiptis called aconstrained term
A pair s & t[ ¢ ] composed of an equality =~ ¢ and an equational constraigtis called aconstrained
equation A set of constrained equations isanstrained equational syster substitutions is asolution

o of a unification problens = ¢, denoted by € Sol(s = t), if sc = to. We also say that is a
unifier of s andt;
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e ofaconstraint; =t A...As, =t,if 0 € Sol(s; =t;) 1 <i<n.

o is aunifier of two constrained terms] ¢ | and¢[ '] if it is a solution ofs = ¢ A ¢ A 9. ¢ is amost
general unifier (solution)written mgu (resp.mgs), if o is a unifier (resp. solution) and for each unifier
(resp. solutiony we have that is more general thafr A constraint issatisfiablef it has a solution. An
mgu and anmygs is unique up to composition with a variable renaming.

Itis quite important to understand our use of renamings in this paper. To begin with, there are individual
renamings. We will always represent these using the Greek fetiep. It is helpful to think of these as
syntactic objects, such that; is the same variable as; if and only if ¢ = j, andz; is never the same
variable agy7; if 2 # y. In general, a renaming is a list of individual renamings. We always represent
these using the Greek lettgr We also think of these as syntactic objects. In other wargsis the same
variable asey; if and only if n; andn; are the same list of individual constraints, ang is never the same
variable asgyn; if * # y. When we talk about renamings, one should visualize such a list of individual
renamings.

Atermto is aninstanceof a constrained ternt{ ¢ | if ¢ € Sol(y). An equationse = to is aninstance
of a constrained equaticn t[ ¢ | if o € Sol(g).

A constrained terns[ ¢ | basic matches constrained termy + ] if there is a renaming such that
sp =t andmgs(p)p = mygs(y).

An irreflexive antisymmetric transitive infix binary relation @nis called arordering An ordering>
is total if for every pair of distinct terms andt, eithers > ¢, ort > s. The ordering> is well founded
if there is no infinite decreasing sequernge> ¢, > ... > ¢; > ...in 7. It is monotonic with respect
to substitutionif for all substitutionss and termss and¢, s > t impliesso > to. The ordering> is
monotonic with respect to contekfor all termss andt¢ and contexts:, s > ¢ impliesu[s], > u[t], for
every positiorp. An ordering is areduction orderingf it is well-founded, and monotonic with respect
to substitution and context. In this paper we assumis a reduction ordering total on ground terms.
We compare equations by considering an equatiesn ¢ as the multise{s, ¢} and identifying< with
its multiset extension. For instance,sif, 1, s2,t, are ground terms, such that> ¢+ andu > v, then
(s ®t) > (u=wv)ifandonlyif (i) s > u or (i) s = v andt > v. In the non-ground case, {; andC4
are equations thei; > C- if and only if C1 6 > C-6 for all 4.

If u[s'] is a term, andZq is a set of equations, we writgs'] — u[tc] and say that[s'] rewrites in one
stepto u[to] if there is an equatior ~ ¢ € Eq and a substitutioa such thate > ¢, ands’ = so. We
write ug —* u,, and say that,, rewritesto u,, if there is a a set of term§u,, - - -, u,—1} such that for
alli, 1 <i<n,u;_1 = u;. Asetof equationg’q is canonicalif > is a well-founded ordering and for
every terms, ¢ andu, if s rewrites tot ands rewrites tou, then there is a term such that rewrites tov
andu rewrites tow.

The inference rule that we are imitating with SOUR Graphs id#hedc critical pairinference rule.

Basiccritical pair

(s~t[o. )T uls'| = v[0:]

ultrlmv[st=s At A f]
wheres’ is not a variabler is a fresh renaming substitution, and there isrn® Sol (st = s’ A 617 A 03)
such thato < to orufs']e < vo.

This inference is calletasicbecause instead of applying the substitution, it is saved as a constraint and
inherited in future inferences. Standard presentations assume that at least one of the premises is renamed
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before the inference is performed. We assume that the left premise is renamed, and we explicitly show
the renaming in the inference rule. The reason we have chosen to give the renaming explicitly is because
it helps to understand what is happening in the SOUR Graphs. We call the left prefmiseequation

and the right premise is called ario equation In certain cases, the from equation simplifies all instances

of the into equation, and the inference is callesiraplification We give known completeness results for

this inference rule in Sect. 6.

3 Examples

In this section, we give an informal description of a SOUR graph and its associated inference rules, to
give an idea of how they work. In the next section, we give a more formal presentation.

f fooomeee h
a.) 1 2 b) 1 2 1
g g
1 1
—=  subterm edges
***** rewrite edges
a a

Fig. 1: SOUR representation of &) g(a), g(a)) and b) f(g(a), g(a)) = h(g(a)).

Every term can be represented with a dag representation. For instance, Figure 1(a) is the dag represen-
tation of the termf(g(a), g(a)). As usual in dag representations, the same tree is used to represent like
subterms, i.eg(a) is the same tree both times it appears. The edges used in the dag representation of a
term are calledubterm edgesnd are labelled by the index number. They are considered to be directed
from a term to its subterm. Equations are representedrbyidte edgebetween the dag representing the
term on the left side of the equation to the dag representing the term on the right side of the equation.
Rewrite edges are undirectédee Figure 1(b) for the representationf¢f(a), g(a)) ~ h(g(a)). Like
subterms on different sides of the equations are represented by the same tree. Like terms in different
rewrite rules are also represented by the same tree. In this way, a set of equations is represented by a
SOUR graph with subterm edges and rewrite edges.

Necessary inferences are found by detecting patterns in the graph, and performed by adding (and some-
times removing) an edge to (from) the graph. For instance consider the equtidrs b anda = c as
in Figure 2(a). There is a critical pair inference between the two rules, because the subffefifa) is
identical to the left hand side of the equatior~ ¢. To perform the inference, we must create the new
rule f(¢) ~ b by adding a new rule identical tf(a) ~ b, except that the subtermhas been replaced
by ¢. To detect this inference in the SOUR graph, we need to detect tised subterm off(a), anda
is also the left hand side of an equation. In other words, to detect an inference, we notice that there is

Titis possible to present SOUR graphs with directed edges representing rewrite rules, but that creates more complexity. We have
chosen this format, because it allows a simpler representation.
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Fig. 2: Inference betweefi(a) ~ b anda = c.

a node in the graph which has an incoming subterm edge and an outgoing rewrite edge. To perform the
inference, we must add a new subterm edge from the source of that subterm edge to the target of that
rewrite edge. Furthermore, since this is a simplification, we may remove the subterm edg&@om
to a (see Figure 2(b)). In the ground case, every critical pair is a simplification. Since we need to find
a pattern containing a Subterm and a Rewrite edge to perform the inference, we call the paft&n an
configuration.

We have just given an example of a ground inference. What happens in the non-ground case is more
complicated. Consider the equatiofig/(z)) = h(z) andg(k(z)) = k(z) as in Figure 3(a). To perform
a critical pair, we could apply a renamipgo g(k(z)) ~ k(z). We getg(k(zp)) ~ k(zp), and we can
perform the following inference:

g(k(zp)) m k(zp)  flg(z)) = h(z)
f(k(zp)) = h(z) [g(k(zp)) = g(z)]

This inference has the same structure as the ground inference, except that

o we unify the subterm with the left hand side of an equation, instead of just finding identical terms,
e we must rename the left premise before performing the inference, and
¢ the conclusion is constrained by the unification problem.

These three points make a non-ground inference different from a ground inference. Let us see how that
affects what happens in a SOUR graph. The first point means that to detect an inference we must find a
subterm of a term that is unifiable with the renamed version of the left-hand side of a rule. In the SOUR
Graph, we will have an undirectethification edgdetween two terms that are unifiable when renamed.

So, in the example, there will be a unification edge betwéenandg(k(z)) (see Figure 3(a)). Therefore,

the pattern we must detect is an SUR configuration. There must be ngdes vz, andw, in the graph,

such that there is a Subterm edge fromo »-, a Unification edge between andvs, and a Rewrite edge

from v3 to v4. Then we need to add a new equation which is the same as the old one except that the term
represented by- is replaced by the term representedihy Therefore, we add a new subterm edge from

vy to v4 (See Figure 3). This is analogous to what we did in the ground situation. The subterm edge from
v1 10 w2 may be removed only if this inference is a simplification, but this is not enough. We must also
handle the second and third points mentioned above. The new edge that is added must be labelled with
a renaming and a constraint as given in the inference. In the example presented in Figure 3(b), we label
the new edge with the constraiptk(zp)) = g(x) and the renaming. This means that any term using

that subterm edge must rename everything underneath that eggany must apply the constraint given
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in the edge to the whole term. (See the next section for the formal definition.) Notice that the ground
case is just a special case of this. If there are unification edges between every node and itself, then in
the ground case we also have SUR configurations representing SR inferences. Renamings and constraints
do not affect the ground case. Renamings apply only to variables, and the only constraints needed in the
ground case are those that evaluate to true.

a) h- f A b) h-
S e ‘ \L | R
g k-
— subterm edges
***** rewrite edges
--------- unification edges
xr xr

Fig. 3: Inference betweeffi(g(z)) ~ h(z) andg(k(z)) = k(z).

Below we explain what happens when we perform an inference at the root of one side of an equation.
Inferences at the root are represented by a different kind of configuration. Considef (tjes g(z)
andf(a) = h(b) as in Figure 4(a). We could perform the inference:

fla)~h())  f(x) ~g(z)
f(@) = h(b) [ f(a) = f(z)]
This inference is detected by noticing that the left-hand side of one equation unifies with the left-hand
side of another equation. In the SOUR graph, this means that there is a set ofnades; andv, such
that there is a Rewrite edge from to v2, a Rewrite edge froms to v4, and a Unification edge between
v; andvs. To perform the inference, we need to add a new equation between the right-hand sides of the
previous equations. So, in the SOUR Graph, we add a rewrite edgesfrton, as in Figure 4(b). This
is called an RUR configuration. As in the SUR inference, we must label the new edge with a constraint
and a renaming. In the example, the renaming is not useful, but the constraint will be the constraint
f(a) = f(=), as given in the inference rule. In certain cases, this inference is a simplification, and the
equation represented by the rewrite edge betweea v, may be removed.

Fig. 4: Inference betweefi(z) ~ g(z) andf(a) ~ h(b).

For one more motivating example, consider the equatigitz)) ~ g(f(z)) (see Figure 5(a)). Com-
pletion of this rule gives an infinite set of equations. The equations are represented by finitely many
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edges of the SOUR graph. In other cases, completion creates a SOUR graph containing infinitely many
edges; in this case, there are infinitely many edges of the same kind between a pair of vertices, but they
have different labels. First, note that there is a unification edge betf(egrand f(f(z)), because they

are unifiable after renaming. Therefore, there is an SUR configuration between the nodes representing
f(f(x), f(z), f(f(z)), andg(f(z)) (as in Figure 5(a)). This results in adding a hew subterm edge
from the node representinffz) to the node representingf(z)) as in Figure 5(b). It corresponds to the

inference:
f(f(zp)) mg(f(zp1))  flf(z) = ( (2))
fa(f(xpr))) = g(f(2)) [ f(f(zp1)) = fl2)]
)

The new subterm edge will have the constrditf(zp:)) = f(z) and the renaming; . This gives us the
equation in the conclusion of the inference. An equation in the graph is represented by a rewrite edges.
The terms are formed from subterm edges rooted the two ends of the rewrite edge. Constraints on the
edges are combined. Renamings on the edges are applied to anything that appears underneath it in the
tree. (See the next section for a formal definition.)

Next we find the SUR configuration from the node representifgz)) through the nodes representing
f(z) and f(f(z)) to the node representing f(z)) (see Figure 5(b)). This means we must add a new
subterm edge from the node representjfd(z)) to itself, as in Figure 5(c). This corresponds to the
inference:

f(f(er)) = g(f(27))  fla(f(zp))) = 9(f(2)) [f(f(2p1)) = f(2)]
flglg(f(zm)))) m g(f(2)) [f(F(zT)) = Flzpr) A f(F(zp1)) = F(2)]
(

The new subterm edge will have the constrafif(zp2)) = f(z) and the renaming,. The new
rule which we read from the graph, containing the two new subterm edgé¢$y($(f(zp2p1)))) =

g(f (@) Lf(f(zpap1)) = flzpr) A f(f(zp1)) = f(z)]. Notice that this is the same as the conclusion
of the inference, except thatis replaced by p;:. Therefore, itis a renamed version of the conclusion of
the inference.

[#(f(=p1)) = #(=) ], p1 |[f(f(rﬂ1))—f(m)]l p

a) fo . R 9 b) f@ ,,,,,,,,,,,,,,,,,
s s F(F(zp2)) = F(=) 1, p2
i i

x x x

Fig. 5: Completion off(f(z)) = g(f(z)).

4 Model

In this section, we will give the syntax and semantics of the SOUR graph.

Let G = (V, E) represent the SOUR graph, withbeing the set of nodes aridthe set of edges. The
nodes and edges are labelled as described below. It is possible to have more than one edge between nodes
of a SOUR graph, as long as the edges are labelled differently. A SOUR graph may contain cycles and
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loops. Each node is labelled by a function symbol, a constant, or a variable. We \$tjt@bol (v) = f
if fis the label of node.

E is the disjoint union of set&'s, Fr, Ey andEo. If e € Eg thene is aSubterm edgdf e € Eo then
e is anOrientation edgelf e € Ey thene is aUnification edgelf e € Er thene is aRewrite edgeFor
short, we call them S, O, U, and R edges, respectively. Each subterm étgbelled by a constraint,
a renaming, and an index. We writén(e) to indicate the parameterized constraint of eeg&en (e)
to indicate its parameterized renaming, dnd(e) to indicate the index of a subterm edge. Each rewrite
edgee is labelled by a constraint and two renamings. We weit@:(e) to indicate its parameterized
constraint, andRen; (e) and Ren, (¢) to indicate its parameterized renamings. The S and O edges are
directed, but the U and R edges are undirected.

We defineS-treesas an intermediate level for defining the semantics of a SOUR graph. An S-tree is
a tree whose nodes are labelled with function symbols, constants and variables. Its edges are labelled
in the same way as the subterm edges of a SOUR graph. In other words, each &dge S-tree
will have Con(e) denoting its constraintRen(e) denoting its renaming, anthd(e) denoting its index.
Furthermore, S-trees will have the following properties. Each leaf of an S-tree will be labelled with a
constant or a variable. Interior nodes will be labelled with function symbols. i¢fa node such that
Symbol(v) = f andarity(f) = n, thenv will have n edgeses, - - -, e, leading to its children, such
that Ind(e;) = i for eachi. S — trees are the standard tree representation of terms, with the addition
of parameterized constraints and renamings on its edges. S-trees are unfoldings of dags composed of
S-edges in the SOUR graph. The meaning of nodes and edges in the SOUR Graph will be defined by
mapping them to a set of S-trees, which is in turn mapped to a set of terms.

[
/\
v1 v2

h h
= =
= >
[l [l
U U
n n
= =

g )

z z

Fig. 6: An S-tree.

Now we describe the semantics of S-trees and SOUR graphs.

We define the semantics of S-trees inductively. Tdie an S-tree, then we will defirlerm(T) to
be the constrained term th@trepresents. Iff" is an S-tree with one node, labelled by symbgthen
Term(T) = c. LetT be an S-tree with roat; and edge leading fromy, to v; for eachi, 1 < ¢ < n.
Let Symbol(vo) = f, Con(e;) = ¢;, Ren(e;) = n; andTerm(v;) = t; [ ¥; ] for eachi. For each, let
7; be a fresh renaming. Théferm(vo) = f(t1mm, -, tanTn) [ A1<icn (@iTi A ¥in;) 1) ]. For the
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S-tree shown in Figure &ymbol(vy) = f, Term(vy) = Term(ve) = h(g(z))[zp = y] and

Term(vg) = f(h(g(zm)), h(g(zm))) [z =y A 212 = y]

We inductively define how a node in the SOUR graph represents a set of trees, and therefore also
represents a set of terms. We will defifieees(v) to be the set of trees represented by a node and
Terms(v) to be the set of terms represented by the node: i#f labelled by a constant or variabte
thenTrees(v) = {v}. Letwv be labelled by am-ary function symbolf. For eachi from 1 ton lete;
be an S-edge leading fromto some vertex; in the SOUR Graph, such thatdez(e;) = 7. LetT; be
an element off rees(v;). ThenTrees(v) contains a tree whose root is labelled wjtland which has:
edges leading to its children. For eaglone of these edges is labelled the same way asd leads to the
root of the subtre&;. For allv € G, we definel’erms(v) = {Term(T) |T € Trees(v)}.

a) /. b) !,
h h
“ P1 P1 P1
g g g
z z z

Fig. 7: Trees represented by a SOUR graph.

For SOUR Graph shown in Figure 7(a) witen(e1) = p1 the setl'rees(v) is represented in Figure
7(b). We have

Terms(v) = {f(h(g(zp17)), h(g(zp172)))}

wherer; andr; are fresh instances of renamipg

Next we define how a rewrite edge in the SOUR graph represents a set of equationsbd at
rewrite edge between node and nodev,. Lett [¢1] € Terms(vi) andts [p2] € Terms(vs).
LetCon(e) = ¢, Ren;(e) = 51 andRen, (¢) = n2. ThenFEquations(e) contains the equatiofi;n; ~
tama [e1m A pa2ma A @])r. If G is a SOUR graph, thequations(G) = |J Equations(e).
Therefore, a SOUR graph represents a constrained rewrite system.

ecER

5 Inference System

Completion is performed on SOUR graphs by representing a set of equations as a graph, and then saturat-
ing the set with respect to a set of graph transformations (inference rules) given below.

The set of equations is transformed into a graph in the normal way that a term is represented as a dag. It
can be defined inductively. If a terfiis a constant or variable thenGraph(t) is the dag with one node,
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which is labelled withe. If a term¢ is of the formf (¢4, - - -, t,), thenGraph(t) is the dag such that one
nodew, is labelled withf, and there are@ subterm edges, - - -, e,, leading out ofsy, such that for each

e;, Ind(e;) = 1, Con(e;) = T, andRen(e;) = id. The destination of ead) is the root ofGraph(t;).

As defined, for a term, Graph(t) is not a unique dag. It may be a tree. However, if some identical trees
are shared, then it is no longer a tree. The most efficient representation is when a maximum amount of
structure sharing is performed, as in graph shown in Figure 8, representing th&tdutr)), h(g(z))).

Fig. 8: Graph(f(h(g(z)), h(g(2))))-

For our application, any amount of structure sharing is allowed. Even if the initial graph is created with
no structure sharing at all, the advantages of the SOUR graph are still enjoyed. The reason for that is that
the structure sharing is performed automatically by the inference rules.

For an equationt; = t,, let v; be the root ofGraph(t,) and v, be the root ofGraph(ts). Then
Graph(t, = t9) is the graph containing/raph(t,) andGraph(t2) such that there is a rewrite edge
betweenv; andwv,, labelled such thaRen;(e) = id, Ren,(¢) = id andCon(e) = T. We may also
perform structure sharing between the subterms ahdt..

If {r1, -, r,}isasetofequations, th&ivraph({ry,---,r,}) is the graph which is the union of graphs
representingzraph(ri), - - -, Graph(r,). There may be structure sharing between the subterms of each
r;. In addition, there is a unification edge between every pair of verticas € Graph({r1,---,7})
such thatSymbol(v,) = Symbol(vs) or Symbol(v1) € Var or Symbol(vy) € Var. Note thatv; and
vy are not necessarily distinct nodes.

Now we describe the inference rules. They all correspond to a particular case of the critical pair rule,
simplification being a special case:

Basic critical pair
(sxt[6])r uls'], ® v[6:]
ultt], mv[st=s" A b7 A B2]

wherer is a fresh renaming substitution.
There are two inference rules. They are instances of the Basic Critical Pair inference rule, depending
on whether or not the inference is at a root position. These inferences are necessary for completeness.
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vy —— — — — — — — — — vy U,l" —————————— vy
U S U S
| f/g | f/g
x x

Fig. 9: Example of SUR transformation.

The first inference rule is called &R transformatiomnd corresponds to a critical pair wherés not
the root position of:.

Let us give an example of an SUR transformation. Suppese a SOUR graph shown in Figure
9(a). Since’ contains a subterm edge fram to v», a unification edge between andv, and a rewrite
edge fromw; to vz, we add a new subterm edgg.,, from v; to v3 as shown in Figure 9(b). This SUR
transformation corresponds to the Basic Critical Pair inference

T (zT))=f(g(wT)) f{f(z))=i(g(z))
F(#(g(zm)))=f(g(w)) LF(=)=F(f (7)) ]

Now we define the SUR inference rule by referring to a figure. The definition is as follows: Suppose
that edges;, e, ande, exist, such thaRen(e;) = 11, Reni(e,) = m, Reny(e;) = 1, Con(es) = ¥4
andCon(e,) = W9, as in Figure 10. Further, suppose that tevmpy1 ]| € Terms(v1), ta[¢2] €
Terms(vz), tz[¢s] € Terms(vs) andty [ pa] € Terms(vq) €Xist as in Figure 10. Then the subterm
edgee,,.,, IS added to the graph fromy to v4 as in Figure 10, if¥ is satisfiable, where

U = (tym =tamp) A W1 A o1 A (T2 A pam)p

andp is a fresh renaming.

The labels ore,.,, Will be as in Figure 10. In other word€jon(epey) = ¥, Ren(enew) = n-p and
Ind(enew) = Ind(es).

Let us analyse the inference that was performed. A critical pair inference was performed below the
root of some term in an equatiénThe term that the inference went into is represented;fyp, | €
Terms(vi). Suppose thabymbol(vs) = f and Ind(es) = k, thent; [¢1] is thek*® subterm of
F s timr, ) [ ¥ A o1m7] € Terms(vz), wherer is a fresh renaming. This is straightforward
from the definitions. In turn, this term is the subterm of a constrained equation

CIf(---,taimr, -0l [Yimn A eimtn A @]

§ 1t may not be strictly a critical pair inference, because that term is used for inferences into left-hand sides of equations. These
inferences may also take place in right-hand sides.
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Fig. 10: SUR transformation.

for some equatiod’, constraint, and renaming, occuring at some nodeof G. This is understood by
noticing that in order to form the equati@n containing this term, we add edges abeye These edges
will further constrain the equation by conjoining a constrainand further rename with some renaming
1.
The from equation that is used in this inference is that represented by edges t2m; & tan, [ p2m A

wan, A ¥y ]. This follows directly from the definition. We need to do an inference between this equation
and the one from the previous paragraph. We need to consider a renaming of this equation, such that no
variables are in common with the other one. Consider the rengmingrherefore, the renamed equation

iS (tam & tanr [2m A @anr A W3 ])prn. This has no variables in common with the other equation,
because of the fresh renamipgwhich the other equation does not use. It may not seem obvious where
this renaming comes from, but we will see that is the renaming that arises in the SOUR graph.
Therefore, the inference is the following:

(tam & tan, [oam A pane A W ])pry  C[f(- - timr, - Il [Yimn A pimrn A @]
CIf(-- - tanepr, - I [ ¥ A wanemn A ]

Note that before the edge was added, the ngdepresented the right premise of the inference. After
the new edge is added, the nagerepresents the right premise of the inference and the conclusion of the
inference.

We show that the conclusion of this inference is represented in the graph by considering the dag rep-
resenting the into equation, such that the original subtrag & replaced by a new subtree, consist-
ing of e,e,, and the subtree at,. We know thatty [ p4] € Terms(vs). This is thek'” subterm of
Flstaner, - ) [T A panepr] € Terms(vs), wherer is the same- as above. In turn this term is
the subterm of an equation

CIf(-- tane, -] [ Ym0 A aneptn A @]

which is exactly the equation that is the conclusion of the inference.
The above argument leads to the following lemmas. The first lemma will be used in our soundness
proof in the next section.
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Lemmal LetG be a graph and leG’ be the result of performing afi/ R inference oni. Then each
equation inFquations(G') is implied byEquations(G).

Proof. Leteq be an equation ifquations(G'). We want to show thaty is implied by Equations(G). If

eq € Fquations(G) thenegq is obviously implied byE quations(G). So suppose thay ¢ Equations(G).
Theneq must be an equation formed using the edge created hyithe transformation. The above ar-
gument shows that each suef is a result of an inference between two equation&iruations(G).
Thereforeeq is implied by Equations(G). ]

The second lemma will be used in the completeness proof in the next section.

Lemma2 Suppose thatq; and eq; are equations inFquations(G) such that there is an inference
betweereq; andeqs below the root. Letgs be the conclusion of that inference. Then there isSahR
transition fromG to some’ such thateqs € Fquations(G').

Proof. Let eq; be the into equation andy» be the from equation. Then there is a subtémheq; which
unifies with one side ofg-. In the graph there must be a unification edge between the node repregenting
and the node representing the side @f which unifies with¢. There must be a subterm edge between the
node representing the immediate supertermanfd the node representingThere also must be a rewrite
edge between the nodes representing the two sideg ofTherefore, there is afil’ R configuration. By

the above argument, we see that the new edge added creates the conclusion of the inferenceqetween
andeqs. O

The inference must be performed for every possible valugeofns(v1) andTerms(v2). The values
of Terms(vi) andTerms(vs) are modified when new subterm edges are added to the graph. So the
inference needs to be re-performed for these new values.

The second inference rule is calledRUR transformatiomnd corresponds to a critical pair wheres
the root position ot: in the critical pair rule.

This is an example of an RUR transformation. Iebe a SOUR graph shown in Figure 11(a) (every-
thing is the same as in Figure 9(b) except the unification edge).

[f(z) = f(f(=m)) 1] [f(z) = f(f(=m))1]
a) :" fmf b) :" -'*mf//\"
| ’{1’ ********** v3 . L e {(v3 s
U U \\_/
v “f/g v2 f/g
xr xr

Fig. 11: Example of RUR transformation.
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Sinced contains a rewrite edge from to v3, a unification edge between and itself, we add a new
rewrite edge:,,.,, from v to itself as shown in Figure 11(b).
This RUR transformation corresponds to the Basic Critical Pair inference

F(f (=)= f(g(z7")) I {g(zT)))=i(9(w))
gz )= f(g(=)) [ (@)=f(F(er)) A F(f(z7'))=F(F(g(z7))) ]

The definition of the RUR inference rule, referring to Figure 12, is as follows.eLebe a rewrite
edge between nodes andvs, e, be a rewrite edge between andv, ande, be a unification edge
between nodes; andv; such thatRen; (e,,) = n1, Ren,(er,) = 13, Reny(er,) = 02, Reny (€r,) = 14,
Con(er,) = ¥ andCon(e,,) = ¥y. Suppose thatterms [ ¢1] € Terms(v1),t2 [p2] € Terms(vse),
ts[ @3] € Terms(vs) andty [ 4] € Terms(vs) exist. Then the rewrite edgg.,, is added to the graph
betweervs andv, as in Figure 12, ifl is satisfiable, where

U = (tim =tamap) A U1 A i A (U2 A pana)p

andp is a fresh renaming.

G el

[%11, 71, m3

Fig. 12: RUR transformation.

The labels oy, Will be Con(epew) = ¥, Reni(enew) = 13, aNARen, (enew) = Nap-

Let us analyse the inference that was performed here. An inference was performed at the root of some
term in an equation. The term that the inference went intg o1 | € Terms(v1). This is a part of the
constrained equation

(tim = tans[ U1 A o1m A @ans])T

which is represented by edegg .

The from equation that is used in this inference is that represented by,eddigs t 512 ~ tan4 [ an2 A
wana A Wy ]. This follows directly from the definition. We need to do an inference between this equation
and the one from the previous paragraph. We need to consider a renaming of this equation, such that no
variables are in common with the other one. Consider the renapingherefore, the renamed equation
iS (tama & tana [@2n2 A pana A ¥a])pr. This has no variables in common with the other equation,
because of the fresh renamipgwhich the other equation does not use.
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Therefore the inference is the following:

(tama = tana [wan2 A wans A Ws ])pr (tim =~ tans [er1m A pans A W ])7
(tamz = tanap[¥p A wanz A @anap])T

We show that the conclusion of this inference is represented in the graph by considering the equation
represented by,,..,. We know thatis [ p3] € Terms(vs) andéy [pa] € Terms(va). Thereforeg, ey
represents the equation

(tamz = tanap[¥p A wanz A anap])T

which is exactly the equation that is the conclusion of the inference.
The above argument leads to the following lemmas. The first lemma will be used in our soundness
proof in the next section.

Lemma3 Let G be a graph and le&’ be the result of performing aRU R inference on7. Then each
equation inEquations(G') is implied byEquations(G).

Proof. Leteq be an equation ifquations(G'). We want to show thaty is implied by Equations(G). If

eq € Fquations(G) thenegq is obviously implied byZ quations(G). So suppose thay ¢ Equations(G).
Theneq must be an equation formed using the edge created bigthg transformation. The above ar-
gument shows that each suef is a result of an inference between two equation&iruations(G).
Thereforeeq is implied by Equations(G). ]

The second lemma will be used in the completeness proof in the next section.

Lemma4 Suppose thatq; and eq, are equations inFquations(G) such that there is an inference
betweereq; andeq- at the root. Letegs be the conclusion of that inference. Then there isRANAR
transition fromG to someG’ such thatgs € Equations(G').

Proof. Let eq; be the into equation and;, be the from equation. Then one sitleof eq; unifies with

one sidef; of eqs. In the graph there must be a unification edge between the node repregeraind)

the node representirtg. There must be a rewrite edge between the nodes representing the two sides of
eq1, and another rewrite edge between the nodes representing the two sigesierefore, there is an

RU R configuration. By the above argument, we see that the new edge added creates the conclusion of
the inference betweety; andeqs. |

The inference must be performed for every possible valuigeofns(v,) andTerms(vs). The values
of Terms(vy) andTerms(vs) are modified when new subterm edges are added to the graph. So the
inference needs to be re-performed for these new values.

6 Completeness and Soundness

In this section, we show that SOUR Completion is sound and complete? beta set of equations. We
show that saturating'raph( R) with respect to the graph transformation rules results in a ge&phhich
represents the saturation 8fwith respect to the Basic Completion inference rules.

We need to model what happens in the completion process. To do that, we must first define the notion
of redundancy A redundantequation is one that is implied by smaller equations, therefore it may be
removed. For instance, a simplified equation becomes redundant. More form@lig,afground equation
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andsS is a set of ground equations, théhis redundant inS' if there exist equation§'y, - - -, C,, € S such
that

1. forallZ, C; < C,
2. Cistrue wheneve€, - - -, C,, are true.

For a non-ground term, we give a sufficient definition of redundancy, which is an instance of the one
defined by Bachmaiet al. [2]. If C'[ ] is a non-ground term, we say th@t] ¢ ] is redundant inS' if

for all instances” o of C [ ¢ | whereo = mys(p), there exisCy [¢1], -, Cn [ ¢n ] € S and instances

C;o; of C; [ ¢i ] whereo; mgs(p;) for eachi such that

1. forallz, Cio; < Co,
2. Co is true wheneve€io4, - - -, C o, @re true, and
3. for allZ, every termt; € Ran(o;) is a subterm of some tertne Ran(c).

In this paper, we do not actually need the notion of redundancy. Normally, it is needed in a completion
procedure to deal with simplification, but we have not presented simplification in this paper. Simplification
is based on orderings, which we also have not presented in this paper. It is possible to use orderings and
simplification in SOUR Graphs, but the notation then becomes even more complex than it is now. We
chose not to include them to simplify the paper, but we still include redundancy to have the framework so
it is possible to add simplification later. Also, this has become the standard way to present Knuth-Bendix
Completion.

We define &ompletion derivatioms in Bachmaiet al. [2] and Nieuwenhuis and Rubio ‘citeNieuvenhuisR-
ESOP92. Acompletion derivation fronR, is a (possibly infinite) sequence of equatiadg Ry, - - - such
that forn > 0, R, 41 is formed by adding an equaticrr ¢ [ ¢ ] such thatR,, |= s ~ ¢ [ ¢ ] or removing
an equations ~ ¢ [¢] such that ~ ¢ [¢ ] is redundant in?,,. Let Rec = (J;5,(;5; &2j- An equation
s &~ t[¢] € R is defined to bepersistent A completion derivation igair if all'inferences among
persistent equations are redundangiig. A sufficient condition for fairness is that all non-redundant in-
ferences among persisting equations are eventually performed. A completion derivabondif each
R, is logically equivalent taR,. A completion derivation isompletdf R, is canonical.

A practical completion procedure is an example of a completion derivation, because critical pair in-
ferences add equations which follow from existing equations and simplifications add equations which
follows from existing equations and remove redundant equations.

Let 7°2%ic pe an inference system which performs the basic critical pair rule and basic simplification
rule under some strategy. We have the following result from Bachetail [2] and Nieuwenhuis and
Rubio ‘citeNieuvenhuisR-ESOP92:

Theorem 1 Let Ry, Ry, - -- be a completion derivation from®,, with the inference ruleg®®*ic. The
derivation is sound. Furthermore, if the derivation is fair, and all constraintRinare T, then the
derivation is complete.

SOUR Completion according to some strategy also determines a theorem proving derivation. Given a
set of equation®, we transformR into the graphGraph(R). Then continually add edges to the graph as
aresult of an SUR or RUR, transformation. Call this inference sy$tétfi . It determines a completion
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derivation because each graph created can be seen as a set of equations uihgsthenction. An edge
inthe SOUR graph is persistent if it is added and never removed. We will defitié’? to befair if every
transformation among persistent edges is eventually performed.

We start with a result to indicate how the set of equations changes when an inference is performed on
the graph. The lemma shows that every transformation on the graph corresponds to a series of steps in a
completion derivation. This implies that our inference rules are sound.

Lemma5 LetG be a graph and lei’ be the result of performing an SUR or RUR transformatioron
Then each equation iBquations(G') is implied byEquations(G).

Proof. This is immediately implied by Lemmas 1 and 3. |

The next lemma is used to show that a fair SOUR graph inference strategy is also a fair completion
derivation. This implies that our inference rules are complete.

Lemma6 Suppose thatq; and eq; are equations inFquations(G) such that there is an inference
betweereq; andeg,. Letegs be the conclusion of that inference. Then there isS&nR transition from
G to some7’ such thatgs € Equations(G').

Proof. This follows immediately from Lemmas 2 and 4. a

We can define &OUR derivatiorfrom a graphG, = (V, E) to be a (possibly infinite) sequence
of graphsG,, G4, - - -, such that fom > 0, G, 41 is formed fromG,, by performing an SUR or RUR
transformation. Let eacty; = (V, E;), and defineo; = (Vo, Ew), WhereEw = ;50 Nj5i Ej- A
SOUR derivation ifair if all SUR and RUR transformations i, have been performed in the derivation.
A SOUR derivation issoundif Equations(G,) is logically equivalent ta€quations(Gy) for all n. A
SOUR derivation i€ompletef Equations(G ) is canonical.

The completeness theorem follows immediately from the previous two lemmas.

Theorem 2 LetGy, G, - - - be a SOUR derivation fror¥y. The derivation is sound. Furthermore, if the
derivation is fair, and inGy all edges have a constraifit, then the derivation is complete.

Proof. Lemma 5 implies that the SOUR derivation corresponds to a completion derivation. Therefore the
SOUR derivation is sound. Lemma 6 ensures that if the SOUR derivation is fair then all non-redundant
critical pairs inEquations(G ) are performed. Therefore the SOUR derivation is complete. O

7 Preliminary Results on an Implementation

We are in the process of implementing the SOUR graph inference system. The implementation is writ-
ten in C++, using the LEDA package of the Max Planck Institute [5] to implement the graphical data
structures. The implementation is now working for the completion of ground terms. We give some imple-
mentation details and experimental results for ground completion for our implementation.

In the implementation, we store the SOUR graph in a graph structure provided by LEDA. The terms
are read in and stored in the graph using the maximum amount of structure sharing. Unification edges are
added as the terms are created. All this is done in a bottom up fashion. We perform SOUR completion
by making several passes through the graph. In each pass, we perform some transformations. We stop
when all the transformations have been done. A pass through the graph consists of choosing rewrite edges
one by one. For each rewrite edge, we first try to perform RUR inferences involving that edge. Then all
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SUR inferences using that edge are performed. As new subterm edges are added, new unification edges
may also be added. In the ground case, things are much simpler, because we do not need constraints or
renamings. Also, simplifications are easy to perform. Each SUR and RUR transformation corresponds to
a simplification, and an edge is deleted in each transformation. This also means that we keep orientation
information, which is created and updated at the same time as the unification edges are. We can also
collapse two nodes to one when they represent exactly the same term.

First, we note that ground completion using SOUR graphs always needs only a polynomial space to
store the system. This is easily seen, because in the ground case, without constraints and renamings,
there can only bél("z—“) edges of any type, where is the number of nodes. This is true, because
there are never two edges of the same type between any two npdesl v,. However, the standard
completion algorithm may use an exponential amount of space. Consider the set of rewritg rales
flai,a1), -+, an—1 = f(an,an), f(ao, ag) — b, with the orderingzg > - -- > a, > f > b. Under this
ordering, the completed system contains an exponentially large eqllabboourse, it could be avoided
by structure sharing. But that is what is so nice about the SOUR graph technique. The structure sharing
is automatic.

Table 1 gives some experimental results of our implementation compared with OTTER [7]. All the
experiments were performed on a Sun4 Sparc station. We used version 2.2 of OTTER. All the results are
listed in seconds. The first column gives the name of the problem. The second column gives the number of
seconds needed for completion using our system. The third column gives the number of seconds OTTER
requires for completion. Itis difficult to find examples in the literature for ground completion. Therefore,
some of our examples are taken mostly at random. This is the case for pratd2arsddata3 Problem
s4is adapted from a problem of group theory, for the symmetric group of degree 4. Protdieh8_10is
the set of equation§f*(a) = a, f8(a) = a, f!°(a) = a}. Completing this system is equivalent to finding
the greatest common divisor of 4, 8 and 10, whei®zero andf is the successor function. Problgmprs
is taken from Gallieet al. [8], where they used it to illustrate their congruence closure algorithm. Problem
counterbis taken from Gallieret al. [8] and Plaisted and Sattler-Klein [6], where it is used to illustrate
that completion can take exponential time even with structure sharing, if a proper strategy is not used.
The strategy OTTER uses does not have this bad behavior. Finally, prekf#6is an adaptation of the
example given above showing that completion can generate exponentially large terms.

Table 1: Experimental results
Problem SOUR OTTER
gcd4.810 0.43 0.67

gnprs 0.45 0.91
data3 1.04 1.42
counter5 0.45 1.81
dc2 1.04 2.46
s4 2.12 6.31
expf6 2.98 *

In many other examples, SOUR completion and OTTER had similar running times. Sometimes, OT-
TER was a little faster because of its efficient implementation.

T This example is also given in Plaisted and Sattler-Klein [6].
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We do not claim these results as conclusive evidence of our method. But we are encouraged by the fact
that our implementation compares favorably to OTTER. The **" in the last row of the chart indicates that
OTTER was unable to prove this theorem because it ran out of memory. This confirms the theoretical
result that OTTER generates exponentially large terms in this example. Our conclusion is that our results
compare favorably with OTTER in many cases, and that in some cases it performs much better. Since our
non-ground method is an extension of the ground method, we expect that the results will continue to be
good in the non-ground case.

8 Perspectives

One of our claims is that SOUR graphs implement completion in a more fundamental way, thereby allow-
ing us to examine the completion procedure more closely. In this section, we give evidence for that claim
by showing how some important open problems in the field of completion can be solved using SOUR
graphs. This includes the problem of constructing a fine-grained concurrent completion procedure, and
the problem of constructing a goal-directed completion algorithm. We also explain how to use SOUR
graph-based structures to complete finitely presented groups.

8.1 Fine-Grained Concurrent Completion

Parallelism is an important problem in completion, and in theorem proving in general. The goal is to
parallelize the completion procedure, so the work is divided among different processors, making the
procedure more efficient. Simplification is useful for keeping the search space of a completion procedure
small. In order to handle simplification, parallel completion procedures need to have some kind of global
store or global control. In other words, there must be some global location which all processors access in
order for an equation at one processor to simplify an equation at another processor. Or, there must be a
master who controls each of its slave processors. In a true concurrent procedure, each processor would be
able to act on its own, with only some message passing between it and some neighbor processors.

Another question about parallelism is the granularity of the pieces into which the problem is divided.
Other completion procedures use coarse grain procedures, where a processor controls a whole equation. A
fine-grained procedure would be able to divide up the search space further so that each processor controls
related subterms, rather than a whole equation.

SOUR graphs can be used to create a truly fine-grained completion procedure, with no global control
or store, and with the search space broken down into fine-grained pieces. The idea is very simple, and is
presented by Kirchnest al. [9]. In the SOUR graph, nodes are processes and edges are communication
links. This allows for a truly local procedure. Each process has only a local view of the graph. It only
knows about which nodes are connected to it by an edge in the graph. The graph transformations that are
described in this paper are local graph transformations. In other words, only local information is necessary
to detect a configuration. It is not necessary to know which equations are involved, only that local patterns
are formed in the graph.

In the concurrent procedure, there are three kinds of operations that must be performed:

o Unification must be detected.
o Orientation must be detected.

¢ SUR and RUR configurations must be detected and processed.
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These operations can all be performed in parallel by message passing between nodes of the graph, along
the edges of the graph. To detect that two terms are unifiable, it is necessary to know that the subterms
are unifiable. Therefore, information must be passed from the final node of a subterm edge to the initial
node, if the unification of the subterms is possible. The initial node uses the information from all its
subterms to decide if the top terms are unifiable. Orientation is similar. We use the lexicographic path
ordering. Suppose we have a nadsuch that the set of subterm edges with initial nedeave a final
node in the sefu,, - - -, u, }, and another node such that the set of subterm edges with initial node
have a final node in the s¢ty, - - -, v, }. Then the ordering between two terms at nodeandw- is a
function of the orderings between the terms aw(@nd{v,- -, v}, (ii) v and{uy,-- -, u,}, and (iii)
{u1, -+, un} and{vy, - - -, v, }. Nodes can determine their orientation in relation to other edges and pass
that information up along a subterm edge to its parent edge to determine the orientation of the whole term.
Finally, configurations can be detected by passing information among the nodes of the configurations,
through the subterm, unification and rewrite edges that exist in the configuration. When a new edge is
created, this information is passed from the creator of the new edge to the node at the other end.

The completion procedure is just a matter of performing these three operations in parallel everywhere
such an operation exists in the graph. All this would not be possible without the fundamental view of
SOUR graphs.

8.2 Goal-directed Completion

The main benefit of the completion procedure is that it is based on orderings. The orderings are used
to direct the inferences, so that the conclusion of an inference is smaller than one of the premises. In
this way, many unnecessary inferences are avoided. This results in a big reduction of the search space,
such that in many cases the procedure will halt. In those cases, the completed system forms a decision
procedure for solving the word problem of the equational theory which was completed.

The main disadvantage of the completion procedure is that if there is a particular equation which we are
trying to solve (thegoal), then there is no way to use the goal to determine which critical pairs need to be
created. The completion procedure ignores the goal, and creates the same critical pairs no matter which
goal is trying to be solved. Nobody has ever been able to define a procedure which uses the goal in any
way, much less define a procedure which starts with the goal and works backwards to initial equations.

The problem of defining a goal directed completion procedure is the problem of modifying the com-
pletion procedure to be goal directed, such that the orderings are still used to restrict the search space.
There is a goal directed procedure for solving E-unification problems [10] (cakee@ral E-Unificatioi,
that does not use orderings. That procedure starts with the goal, and then uses equations to create another
equivalent goal, until an identity is reached. But the fact that it cannot use orderings limits its effec-
tiveness. Suppose the equational theoryfiéa) ~ a}, and the goal ist ~ b. This procedure would
create a new godi(a) = b because: equalsf(a), then from the new goal it would create another goal
f(f(a)) = b, etc. It would create infinitely many subgoals, and it would never halt, even thought the goal
is obviously not true in the theory. We can also consider an example where completion would not perform
well. Suppose we had the equational thepfyf(z)) = ¢(f(z))} and the goak = b. The completion
of {f(f(z)) ~ g(f(x))} creates infinitely many equations, even though the gaalb is obviously not
true in that theory. These two examples illustrate the need for a goal-directed completion procedure.

In Lynch [11], a goal directed completion procedure is given, based on SOUR graphs. This procedure
uses the idea that the completion procedure using SOUR graphs sometimes produces infinitely many
edges, but the number of nodes never expands, so there are only finitely many nodes in the graph (actually,
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no more than the size of the initial problem). This means that if we ignore the constraints and renamings,
then there are only finitely many edges in the graph. It is possible to modify the SOUR graph inference
system to have a kind of recursive constraints. The constraint on an edge is defined in terms of which
edges the constraint is inherited from, but the actual value of the constraint is not calculated. It is not
until all the edges have been generated, that the procedure tries to calculate the actual value of all the
constraints. The constraints may be recursive, because the value of the constraint en mdgebe

defined in terms of the constraint of edgg which is in turn defined in terms of the constraint of edge

for example.

The goal-directed completion procedure has two phases. The first phase is the compilation phase.
In this phase, all the edges and the recursive constraints labelling each edge are created. This phase also
takes into account the goal to be solved. Importantly, this phase takes only polynomial time, because there
are only polynomially many edges in the graph. The result of this phase is a constrained tree automaton
representing a schematized version of the completed system, and a set of constraints representing potential
solutions to the goal. The constraints that are generated are the equational constraints representing the
unification problems, and ordering constraints arising from the critical pair inferences.

The second phase is the goal solving (or constraint solving) phase. In this phase, the potential solutions
to the goal are solved in order to determine if they are actual solutions of the goal. This phase can take
infinitely long, since the constraints are recursive. Step by step, a constraint s rolled back, based on which
edges it is created from, and the equational and ordering constraints are solved along the way. In some
cases, the ordering constraints cause the recursion to halt, and therefore the constraints are completely
solved.

The procedure is truly goal directed, because only a polynomial amount of time is spent compiling the
set of equations. The rest of the time is spent working backwards from the goal to solve the constraints.
If the procedure is examined more closely, we see that the second phase of the procedure is exactly a
backwards process of completion. A schematization of an equation in the completed system is applied to
the goal, step by step until it rewrites to an identity. At the same time, the schematized equation that is
selected is worked backwards until we reach the original equations from which it is formed.

8.3 Group Completion

The problem of defining specialized procedure for completion in particular equational theories is impor-
tant. Much attention has been given to the theory of associativity and commutativity, to give special
unification procedures, with the intention of avoiding critical pairs using the associativity or commuta-
tivity axiom. Group theory is an especially important equational theory, because it has so many natural
applications. In particular the problem of the completion of ground equations modulo group theory is
important. A finite set of ground equations on group generators is called a presentation of a group. A
group is finitely presented if it has a finite presentation and finitely many generators. Finitely presented
groups are used for problems like network routing. The word problem is undecidable for finitely presented
groups. Finite groups are a subclass of finitely presented groups, for which the word problem is decidable,
but the completion algorithm is very inefficient.

The work of Le Chenadec [12] is significant, because it shows a way to complete finitely presented
groups, while avoiding critical pairs involving group axioms. The work of Le Chenadec [12] can be
implemented by adding a new set of inference rules to the critical pair axiom, which are not as prolific as
critical pairs involving group axioms. But the search space is still very big.

In Lynch and Strogova [13], we give a solution to the finitely presented group completion problem
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that is inspired by SOUR graphs, while using a different data structure. The idea of the paper is to

develop a special graphical data structure for finitely presented groups, that allows the inference rules to
be performed by local modifications of that graph, exactly as in the SOUR graph approach. The result is
a new graph structure, called Patch graphs.

The main idea behind Patch graphs is that the tree (or dag) data structure is not ideal for groups. Group
elements can be represented as strings on a generating set, but that is not efficient enough, because they
have more structure than that. The associativity lets them be represented as strings. But to take advantage
of group properties, it is better to represent them as cycles. An equatians equivalent to the equation
st~ = ¢. This can be shifted to represent many different equations, each represented by the same cycle.
For Patch graphs, we take the inverse approach to SOUR graphs. In other words, edges are labelled by
symbols, instead of nodes. We read a term by concatenating the symbols on the edges. Therefore, the
edges are called concatenation edges instead of subterm edges. Inference rules add new edges, labelled
by the empty word, to the graph. In Figure 13(a), we show a cycle representing the egtationd.

Because of the group structure, the equatibnx cd is equivalent to equations 'a=' ~ d~'c¢7!,
a~le~bd~1, andcta ~ db~!. All of these equations are represented by the cycle given in Figure 13(a).
Furthermore, these cycles make the basic inference rules for finitely presented group completion very easy
to perform.

a)

——= concatenation edges
----->  matching edges

i
&
ofo
N

The critical pair rule consists of matching a path in one cycle with a path in another cycle, and creating
a new cycle by adding an edge between the beginning nodes of the matching path and the ending nodes of
the matching path. This simultaneously computes critical pairs between equivalent equations represented
by the two cycles. In Figure 13(b), we show a critical pair betw@ers ¢ andbd =~ e, resulting in the
new cycle representinge ~ cd. The new concatenation edges that are added are labelled by the empty
worde.

9 Conclusion

In this paper, we have introduced a new graphical data structure to use for performing completion. It
provides maximal structure sharing, so that all terms with the same ancestor are stored together. Therefore,
an inference on one term automatically performs the same inference on all terms with the same ancestor.
We do this by saving equations in a SOUR graph, and performing local graph transformations on the
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SOUR graph as inference rules. Each transformation adds a new edge to the graph, and possibly deletes
an old one. The new edges are labelled with unification constraints and variable renamings.

The earliest related work on efficient methods of completion is the thesis of Dexter Kozen [14]. In his
thesis, he gave a method based on congruence closure to solve the word problem for ground equations
in polynomial time. His method was extended in Galkral. [8], which gave a completion algorithm
that runs inO(n?) time. This was further extended in Snyder [15], which improved the running time
of the algorithm toO(nlog(n)). However, these methods only work for the ground case, and were not
extended to the general case. Our work can be seen as an extension of the congruence closure method
to the non-ground case. It is based on the result of Lynch [4], which gives a general theorem proving
method, that is polynomial when reduced to the case of ground completion. This paper was based on the
recent completeness results for Basic Paramodulation [2, 3]. Our current paper is the result of tailoring
the method of Lynch [4] for the case of completion. We have developed a system which can easily be
implemented, because the inference rules are specified as graph transformations. The experimental results
we give suggest that the method does work well in practice. Recently, Plaisted and Sattler-Klein [6] have
shown that completion can be performed in polynomial time if structure sharing is used and the inferences
are performed with a certain strategy. We have not seen any experimental results of their idea, but we
expect it will also perform well.

We believe that the SOUR graph data structure will result in more efficient completion procedures, and
we are currently in the progress of implementing it. Furthermore, we believe that SOUR graphs provide a
method to examine the Completion Procedure more closely and will be useful in other applications.
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