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ABSTRACT

The Flexible Audio Source Separation Toolbox (FASST) is

a toolbox for audio source separation that relies on a gen-

eral modeling and estimation framework that is applicable to

a wide range of scenarios. We introduce the new version of

the toolbox written in C++, which provides a number of ad-

vantages compared to the first Matlab version: portability,

faster computation, simplified user interface, more scripting

languages. In addition, we provide a state-of-the-art example

of use for the separation of speech and domestic noise. The

demonstration will give attendees the opportunity to explore

the settings and to experience their effect on the separation

performance.

1. INTRODUCTION AND MOTIVATIONS

Source separation is one of the major topics in audio signal

processing. Recent years have seen a move from blind to

guided approaches incorporating more and more knowledge

about the sources and/or the mixing process [1].

While most source separation methods are designed for a

specific scenario, the flexible audio source separation frame-

work in [2] introduced a compositional approach [3] where

the mixture signal is modeled by composing multiple source

models together. Each model is parameterized by a number of

variables, which may be constrained by the user, trained from

separate data or adapted to the considered mixture according

to the available information. This framework has been applied

to a wide variety of speech and music separation scenarios

by exploiting information such as note spectra, cover music

recordings, reference speech pronounced by another speaker,

or target spatial direction [4–8]. It has also been used as a

preprocessing step for instrument recognition, beat tracking,

and automatic speech recognition [8, 9].

This framework was first implemented in Matlab as ver-

sion 1.0 of the Flexible Audio Source Separation Toolbox

(FASST) which was not demonstrated to the public. Although

it facilitates quick prototyping of software modifications, this

choice implied large computation time and limited diffusion

to communities which do not routinely use Matlab. We in-

troduce the version 2.0 of FASST in C++ which fixes these

limitations and provides a simpler user interface. In addition,

we provide a new example of use for speech denoising in the

context of the 2nd CHiME Challenge [10].

The structure of the rest of the paper is as follows. Sec-

tion 2 summarizes the framework behind FASST. Section 3

introduces the new implementation and user interface. Future

developments are discussed in Section 4.

2. SCIENTIFIC AND TECHNICAL DESCRIPTION

FASST operates in the time-frequency domain. In each time-

frequency bin (n, f), the vector xfn of mixture STFT coeffi-

cients recorded at all microphones satisfies

xfn =
∑J

j=1
yjfn (1)

where yjfn is the spatial image of the jth source. The sources

are assumed to be zero-mean Gaussian distributed as

yjfn ∼ N (0, vjfnRjf ) (2)

where vjfn denotes the short-term power spectrum of the jth

source and Rjf its spatial covariance matrix.

The power spectrogramVj of each source (i.e., the matrix

whose (f, n)th entry is vjfn) is further factored according to

an excitation-filter model followed by two-level nonnegative

matrix factorization (NMF). Overall,

Vj =
(
Wex

j Uex

j Gex

j Hex

j

)
⊙
(
Wft

j Uft

j Gft

j Hft

j

)
(3)

where the nonnegative matrices Wex
j , Uex

j , Gex
j and Hex

j

encode the fine spectral structure, the spectral envelope, the

temporal envelope and the temporal fine structure of the exci-

tation, respectively Wft
j , U

ft
j , G

ft
j and Hft

j encode the same

quantities for the resonance filter, and ⊙ denotes entry-wise



matrix multiplication. The spatial covariance matrix is itself

factored as

Rjf = AjfA
H
jf (4)

where the dimension ofAjf governs the rank ofRjf . Each of

the 9 parameters in (3) and (4) may be either fixed or adaptive

depending on the information available about, e.g., the spatial

position of the sources and the harmonicity of their spectra.

Adaptive parameters are estimated in the maximum like-

lihood (ML) sense by iteratively fitting the empirical mixture

covariance matrix R̂x,fn using an expectation-maximization

(EM) algorithm. The source spatial image signals are even-

tually obtained by multichannel Wiener filtering. For more

details about the algorithm and example settings, see [2].

3. IMPLEMENTATION AND USE

FASST 2.0 is composed of two parts: binary executables writ-

ten in C++ and user scripts written in Matlab and Python.

Code and sound examples are distributed online under the

QPL and Creative Commons open source licences1.

3.1. C++ core

The core of FASST is composed of three C++ programs illus-

trated in Fig. 1:

1. Representation

The first program takes as input a time-domain mixture

WAV file and it computes its time-frequency domain

empirical covariance matrix R̂x,fn. Since this matrix

is Hermitian, we developed a binary format to save disk

space by storing non-redundant entries only.

2. Parameter estimation

The second program performs ML parameter estima-

tion given the above time-frequency representation and

a choice of model. Choosing the model consists of

specifying the initial value and the fixed/adaptive char-

acter of each the 9 parameters in (3) and (4) for each

source. Due to the hierarchical structure of this model,

we store the input and output model structure and pa-

rameter values in an XML file, which can be edited us-

ing a wide variety of tools.

3. Filtering

The third program performs Wiener filtering given the

input mixture WAV file and the estimated parameters

XML file.

These programs rely on standard third-party libraries: lib-

sndfile, Qt, and Eigen. In addition to the portability of C++,

FASST 2.0 offers two advantages. Firstly, the parameter es-

timation code takes full advantage of multicore hardware us-

ing OpenMP: computation time can reach a 3x speedup com-

pared to the original implementation in Matlab. Secondly,

1http://bass-db.gforge.inria.fr/fasst/

� �

�������
����	
�
��

�
��� ����	��
�
����	
�
��

�
���

�
�����
�
�������
�������

������

���������


��������

�
��
�
�������

����	
�
�

���	�����

����
����

������
 ������
�������

������
 ������
�������

������

���������


��������

����	��
�
����	
�
��

�
���

Fig. 1. The three core executables of FASST 2.0.

the user interface has been simplified. Specification of each

of the 9 parameters of each source is not required anymore:

only those parameters which are adaptive or different from the

identity matrix must be specified (e.g., only the basis spectra

Uex
j and the activationsGex

j in the case of conventional, one-

level NMF) and the others are assumed to be fixed and equal

to the identity matrix by default.

The demonstration will give attendees the opportunity to

manipulate these parameters and to listen to the resulting sep-

aration performance.

3.2. User scripts

Similarly to speech recognition software, scripts must be writ-

ten in order to glue the three core executables together as ap-

propriate for a given source separation problem. The sim-

plest workflow is to initialize the source model, to write it

to an XML file, and to call the executables in the above or-

der. More complicated workflows involve multiples call to the

executables in order to learn models from separate data be-

fore applying them to the considered mixture. FASST 2.0 in-

cludes scripts allowing to import/export binary and XML files

to/from Matlab and Python. This also increases the portabil-

ity of the software compared to the original version which

included Matlab scripts only.

3.3. Baseline for CHiME

As an advanced example, we provide new scripts for the sep-

aration of speech and real-world domestic noise as evaluated

in Track 1 of the 2nd CHiME Challenge [10]. The workflow

is depicted in Fig. 2. Speech models are trained on separate

speaker-dependent data and kept fixed. Noise models are ini-

tialized by training from the background noise surrounding

the considered mixture and reestimated from the mixture.

Research has been carried regarding model initialization

to favor convergence of EM to a relevant local optimum. The

basis spectra are initialized by split vector quantization of the
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Fig. 2. Speech denoising workflow for the CHiMEChallenge.

Numbers denote successive steps and “FASST” denotes a call

to “Representation” followed by “Parameter estimation”.

Table 1. SDR (dB) on the CHiME Challenge subset in [11].

iSNR -6 dB -3 dB 0 dB 3 dB 6 dB 9 dB avg.

FASST 2.0 6.0 7.8 5.2 12.7 10.5 12.4 9.1

Nesta [11] 5.2 6.2 5.6 9.2 11.6 10.5 8.0

input short-term spectra, the spatial parameters are initialized

by splitting the space of directions-of-arrival into regions of

equal surface, and the activations on the considered mixture

are initialized by the mean activations on the training data.

On average, the overall separation quality measured by the

signal-to-distortion ratio in decibels (dB) outperforms the best

quality reported so far in [11], as shown in Table 1.

4. CONCLUSION AND FUTURE DEVELOPMENT

Thanks to its general modeling and estimation framework,

FASST is to our knowledge the most widely applicable source

separation software currently available, as exemplified by its

use for different scenarios in [4–9]. The demonstration will

introduce the advantages of FASST 2.0 compared to the origi-

nal version in Matlab, which had not been demonstrated to the

public so far, and it will allow the audience to interact with the

settings. Future planned developments include extending the

code for real-time operation and integrating it with automatic

speech recognition software using uncertainty propagation.
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