N

N

On the strong consistency of the kernel estimator of
extreme conditional quantiles
Stéphane Girard, Sana Louhichi

» To cite this version:

Stéphane Girard, Sana Louhichi. On the strong consistency of the kernel estimator of extreme con-
ditional quantiles. Elias Ould Said. Functional Statistics and Applications, Springer, pp.59-77, 2015,
Contributions to Statistics, 978-3-319-22475-6. 10.1007/978-3-319-22476-3 4 . hal-00956351v2

HAL Id: hal-00956351
https://inria.hal.science/hal-00956351v2
Submitted on 26 Aug 2014

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/hal-00956351v2
https://hal.archives-ouvertes.fr

On the strong consistency of the kernel estimator
of extreme conditional quantiles

Stephane Girard? and Sana Louhickd

() Mistis, Inria Grenoble Rbne-Alpes, France.
(2) Laboratoire Jean Kuntzmann, France.

Abstract

Nonparametric regression quantiles can be obtained by inverting d kstie
mator of the conditional distribution. The asymptotic properties of this estimato
are well-known in the case of ordinary quantiles of fixed order. Thé gfotnis
paper is to establish the strong consistency of the estimator in case of exioam
ditional quantiles. In such a case, the probability of exceeding the quamtds te
to zero as the sample size increases, and the extreme conditional quathtile is
located in the distribution tails.

1 Introduction

Quantile regression plays a central role in various statistical studies. rtispa

lar, nonparametric regression quantiles obtained by inverting a kerielagsr

of the conditional distribution function are extensively investigated in thepfam
case [3, 27, 29, 30]. Extensions to random fields [1], time series faA¢tional
data [11] and truncated data [25] are also available. However, all fegmers are
restricted to conditional quantiles having a fixed ordeg (0,1). In the follow-

ing, a denotes the conditional probability to be larger than the conditional quan-
tile. Consequently, the above mentioned asymptotic theories do not applg in th
distribution tails,j.e whena = a,, — 0 orap — 1 as the sample sizegoes to in-
finity. Motivating applications include for instance environmental studiés28],
finance [31], assurance [4] and image analysis [26].

The asymptotics of extreme conditional quantile estimators have been estab
lished in a number of regression models. Chernozhukov [6] andKaovg [22]
considered the extreme quantiles in the linear regression model anddigveir
asymptotic distributions under various error distributions. Other parammatd-
els are considered in [10, 28]. A semi-parametric approach to modekngs
in extremes has been introduced in [9] basing on local polynomial fittirtef
Generalized extreme-value distribution. Hall and Tajvidi [21] suggeatedn-
parametric estimation of the temporal trend when fitting parametric models to
extreme-values. Another semi-parametric method has been devétofdis-
ing a conditional Pareto-type distribution for the response. Fully nonpetréc
estimators of extreme conditional quantiles have been discussed inf2ligling



local polynomial maximum likelihood estimation, and spline fitting via maximum
penalized likelihood. Recently, [15, 18] proposed, respectively, d@mgevindow
based estimator for the tail index and extreme quantiles of heavy-taileiitiooal
distributions, and they established their asymptotic properties.

In the kernel-smoothing case, the asymptotic theory for quantile régness
the tails is still in full development. [19, 20] have analyzed the aase- 1/n in
the particular situation where the respoivsgiven X = x is uniformly distributed.
The asymptotic distribution of the kernel estimator of extreme conditioreattije
is established by [7, 17] for heavy-tailed conditional distributions. Thesiltds
extended to all types of tails in [8].

Here, we focus on the strong consistency of the kernel estimator faneatr
conditional quantiles. Our main result is established in Section 2. Some itlustra
examples are provided in Section 3. The proofs of the main results &g i
Section 4 and the proofs of the auxiliary results are postponed to the Appen

2 Mainresults

Let (X, Yi)1<i<n be independent copies of a random pgadrY) RY x R* with
density fx v). Letg be the density oX that we suppose strictly positive. The
conditional survival function of givenX = x is denoted by,

Fyx) =P(Y >yX=x) = le) /y +°° fix vy (% 2)dz

The kernel estimator d¥ (y|x) is, for x such thaty ! ; Ky (x— X;) # 0,

= _ S Kn(X=X) Iy >y
Flyp) = YiL1 Kn(x—=X)

whereh = hp — 0 asn — o andKp(u) = HldK(ﬁ), the kerneK is a measurable
function which satisfies the conditions:

(#1)K is a continuous probability density.

(2)K is with compact support3R > 0 such thatk(u) = 0 for any |jul| < R.
Definek = ||K||o = SURcRrd K(X) < 0.

Recall that, for a class of functiof, .4 (£,%,dg) denotes the minimal number
of balls{g,dp(g,9') < €} of do-radiuse needed to cove¥ anddg is theL(Q)-
metric. Let.# be the set of functions#” = {K((x—-)/h), h> 0,x € RY} and

N (&,2) = supy A (€||K||w, 7, dq) Where the supremum is taken over all the

probability measur€ onR? x R. Suppose that,
(#3)for someC,v > 1, 4 (g,.#) <Ce~V foranye €]0,1].

A number of sufficient conditions for whicfy#3) holds are discussed in [13] and
the references therein. Finally suppose that

(A )forall a € (0,1) there exists an uniqu a|x) € R such thaf (q(a|x)|x) = a.

The conditional quantilg(a|x) is then the inverse of the functida(-|x) at the
point a. Let (an) be a fixed sequence of levels with values[@nl]. For any
x € RY, defineq(an|x) as the unique solution of the equation,

an = F(a(an[x)[x), @



whose existence is guaranteed by Assumptiefh). The kernel estimator of the
conditional quantiles|(a|x) is:

Gn(afx) =inf{y € R, Fa(ylx) < a}. @
Finally, denote bygn(x) the kernel density estimator of the probability dengjty
ie.

(9= 1 5 Kix=X).

Our main result is the following.

Theorem 1 Let (X,Y;)1<i<n be independent copies of a random p&X,Y) €

RY x RT with density (X,Y)- Let g be the density of X that we suppose bounded
and strictly positive. Suppose that assumptieri) is satisfied. Le{an) be a
sequence of levels |0, 1] for which

limsup sup Gn(anx)
N—o  y-Rd Q(an‘x)

almost surely. Suppose that the kernel K satisfies Conditiofig, (.#2), (-#3).
Define

<Cst, (3)

F(ylu)
Aly,zx,hyp) =  sup ’ -1
( ) u:d(uX)<Rh, F(zx)

Suppose that for some fixed positégeand for ze {q(an|x), (1+ €)a(on|x)}
limsup sup A((1+4¢€)g(an|x),zx,hn) <C < co. 4)

N—e  xcRd |g|<g

If, moreover,

) . In(anhd A a?
lim nhap, = and lim In(anfn A an) _ 0, (5)
n—oo N—o0 nlﬁan
then there exists a positive constant C, not dependent on x, such thhastior n

sufficiently large

F(n(an[¥)[x)
F(a(an|x)|x)

- C sup A((1+€)a(anlx), (1+€)a(an/x),x )

le|<&o

Cc  [In(axthy® Vvininn

— (an _tn )d , almost surely
Gn(x) nanh§

The first term of the bound can be interpreted as a bias term due to thel kern
smoothing. The second term can be seen as a variance rllerr{lrﬂ being the
effective number of points used in the estimation. The following proposifices
conditions under which (3) is satisfied.

Proposition 1 Suppose that g is Lipschitzian and bounded abovefy.glLet
Vd = [vj<1dV be the volume of the unit sphere. {ffan|x), q(an|x),x,0,h) — 0
and there exist > 0 such that

4]

3 nhfan exp{—vagmaxnhadn(1+€)} = o, (6)
=]
then, .
limsup sup Gn(@nl) < 1, almost surely

e xerd d(An[X)
Some examples of distributions satisfying condition (4) are provided inéhe n
section.



3 Examples
Let us first focus on a conditional Pareto distribution defined as
Fyx) =y ®™ forally>o0. %)

Here,B(x) > 0 can be read as the inverse of the conditional extreme-value index.
The above distribution belongs to the so-calleddhet maximum domain of at-
traction which encompasses all distributions with heavy tails. As a conseque

of Theorem 1, we have:

Corollary 1 Let us consider a conditional Pareto distribution (7) such that
BOmin < B(X) < Bmax for all x € RY. Assume thab is Lipschitzian. If the se-
quenceqap) and (hy) are such that hlogan — 0 as n— « and (5), (6) hold,
thengn(an|x)/q(an|x) — 1 almost surely as A- .

Let us now consider a conditional exponential distribution defined as

F (y|x) = exp(—B(x)y), forally > 0, (8)

whereB(x) > 0 is the inverse of the conditional expectatiorYajivenX = x. This
distribution belongs to the Gumbel maximum domain of attraction which collects
all distributions with a null conditional extreme-value index. These distribstio
are often referred to as light-tailed distributions. In such a case, Timebrgelds

a stronger convergence result than in the heavy-tail framework:

Corollary 2 Let us consider a conditional exponential distribution (8) witk:
BOmin < B(X) < Bmax for all x € RY. Assume thab is Lipschitzian. If the se-
quenceqap) and (hy) are such that hlogan — 0 as n— « and (5), (6) hold,
then(Gn(an|x) — q(an|x)) — 0 almost surely as A+ co.

4 Proofs

4.1 Proof of Theorem 1
Clearly, by (1),

[F(a(anX)[¥) = F(@n(an[¥)X)[ _  |on —Fn(@n(an|X)[x)|
F(a(an[x)|x) - F(a(an[x)|x)
|Fn(Gn(an|X)[X) — F (Gn(an|X)|X)]
F(a(anx)x) '
First, from (2),|an — Fn(6n(an|X)[x)| is bounded above by the maximal jump of
Fn(y|x) at some observation poi(;, Y;):

J’_

.....

|an — F_n(Qn(an|X)‘X)| <

Yil1 Kn(x—X)
It follows from (.#2) that
‘an—ﬁn(qn(an‘xﬂxﬂ < K
F(a(an|x)|x) ~ nhlangn(x)”



Let us then focus on the second term:
|Fa(Gn(an|X)|x) = F(Gn(an[X)[X)|  F(Gn(an|x)[x) | Fa(Gn(an|X)| X 4] ©)

F(a(an(x)[x) ~ F(a(an[x)[x) | F(Gn(an[x)[x)
We write dn(an|x) = (1+ &) d(anx), with & = B0 — 1. Condition (3) allows

to deduce that there exists, forsufficiently large,&g not dependent om such
that |€| < &. Consequently and taking into account (9) there exists a positive
constangg not dependent orandn such that (for the sake of simplicity, we write

q=q(an|x))
F (Gn(an|x)[x) 71’ < K

F(a(an|x)|x) nhdan@n_(x) 3
E(q(L+ ) | B+ )
i |52?o( Fla  |Fa@re)p) ’1‘) 10)

Our purpose now is to control the teﬂ ((3<(11++: l’ of (10). For this, write

S Kn(X=X) oy . dn(v,X)
Tl Kn(x=X) ©Gn(x)

zi Knh(X—Xi)1v>y, Gn(X Z Kn(x

We need the following lemma.

Fa(ylX) =

with

Lemmal Suppose that Condition>) holds. Then, for each n, one has for any
y € R and xe RY for whichF (y|x)Gn(x) # O,

Fa(y|x)
F(yx)

S A(y7y7 X, hn) + (1+A(y7 y7 X, hn))

,1‘

160(x) ~EGn(x)|  [$h(y.X) —E (@n(y. X)) |
n(x) F(y[X)Gn(X)

The proof is postponed to the Appendix. According to Lemma 1, we have to

control the two quantitie® |Gn(X) — EGn(x)| and M&W‘M This is the

purpose of Propositions 2 and 3 below.

Proposition 2 Einmahl-Mason (2005).
Suppose that g is a bounded densitygSh and that the assumptiofK.i), - - - , (K.iv)
of [13] are all satisfied. Then, for anys O,

n ~
limsup sup ,7hﬁ sup|Gn(X) — EGn(x)| =: K(C) < o,
n—o  fcinn/n<hd<1} (hn )VInInn ycgd

almost surely.

Our task now is to contr m’”(y’x);(i(x‘g’”(y"x))'. Let € be a fixed real if—&g, &) for
some arbitrary positiveg. The following proposition evaluates the almost sure
asymptotic behaviour of
|¥n(a(1+€),X) —E(gn(a(l+€),X))|
F(ax)




Proposition 3 Let (ap) be a sequence i, 1] and for xe RY, g= g(an|x) be the
conditional quantile as defined by (1). Define the set of functisrisy,
F = {(u,v) — K (x;hu) lv>q(1+e): NEN,h>0,x€ RY |g| < eo} (11)

and suppose that/'(¢, %) < Ce~V, for some Cv > 1 and all ¢ €]0,1[. Suppose
also that Condition (4) is satisfied. If fbr, — c and M
then there exists a positive constantstich that

“ms“'ﬂ nah qup [ 9n(A1L+ €)% ~E(dh(a(1+£).0)

In(an tha ) VININN yerd j)<g, F(alx)

—0as h— oo,

<Gy,

n—oo

almost surely.
Proof of Proposition 3We have,

(In(a(1+£),%) —E(Pn(a(1+¢),x)))

1 n
= TEG & KX X0t (KX X) oqrre))

q\x

— o 3. e . 0) Bl 06.90) = Bl
where,
e () =K (G PO, )= 2 3 (@06.¥) ~B(G(%.Y))

Define the class of functions:
G =% h={Vhxe, x€ RY £ € [~£0, 0]} (12)
and let[| Bl = SuRycy [Bn(9)| and

_ |In(a(1+€),x) —E(gn(a(1+€),x)|
= xeRd,sSeu[E)so,so] F(Q‘X) '

Consequently, for any > 0,
B(00> 1) < B (VAlBills > yntf) < max Vil > tf ) (03
1<m<n

We have then to evaluate maxn<n+/M|Bm|l¢. By Talagrand Inequality, (see
A.l.in [12]), we have for any > 0 and suitable finite constarg, A, > 0,

P <1r<nn?<xn\/m||ﬁm|% >A <E| iZ\Eig(Xth)Hg +t>>

< 2exg —Agt?/no?) 4+ 2exp(— At /M),

where(g); is a sequence of independent Rademacher random variables indepen
dent of the random vectof¥, Y;)1<i<n and

sup||glle <M, supVar(g(X,Y)) < 2.
9e¥ 9e¥



Kllow _.
Here||g|/o < ”aﬂ =:M, and

Var(vﬁ’x’g(X,Y)) < E(Vﬁ,x,s(xvY)) = Fz(Ja'X)E(KZ(X;X )1Y>q(1+£))

1 », X—U F(q(1+¢)|u)
a0 R Faw Su

F(qlx
hd 2 h 2
< o sup  (1+A@(1+¢),a,xn)[K[5lg]e = oTnL =:0°(14)

x€R4 e€[—&o,&0)
for some positive constaht since forn sufficiently large

sup  A(q(1+¢),0,x,h) <cst

x€RY, g€[—&o,&)

We obtain combining this with the above Talagrand’s Inequality,

P <1g1n§<xnﬁnllﬁmloo > A (EI _Elsig(Xa,Yi)Hg +t>>

< 2exp—Agt? il )+ 2exp — At

nhdL

The last bound together with (13) gives

n
P (On > A~ thyd <E Zﬁig(Xa,Yi)Hy +t>>
i=

On
< 2exp—Aot? 2exp —Agt — 16

We have now to evaluat®|| 5 ; £9(X,Y;)|l. We will argue as for the proof of
Proposition A.1. in [12]. We have by (6.9) of Proposition 6.8 in [24],

Koo
E| Zs.gx Wlly < 6ty 65 (max|eglX, Ylly) < i+ 611 ” . an

}

Tkl 1o

where we have defined

th = inf {t >0,P (iZ&Q(Xl Yi)lle >t>

Our purpose is then to contrgl. Define the event

K\H

Fn:{ sung X,7YJ)<6402}

gev j=1
whereo? is as in (14). Letyg be a fixed element o¥. We have,
n
E| 3 600X, Y1 | <80V
i=
By (A8) of [12], we have now to contral¥’(g,%,dy ). Recall that4'(¢,%,dg)
is the minimal number of ball§g,do(g,9') < €} of do-radiuse needed to cover

¢, dg is thelL>(Q)-metric and

dna(1.0) = do, (1.0) = [ (109 ~09)?dQn(¥),

7



with Qn = 511 5 v)- In other words

dha(f.g) = o 3 (F(%,Y) - 9(X%, ¥i)2.

S\H
=]

We note first that, on the eveht,
N (€,%,dn2) =1, whenevers > 160.
We will suppose theis < 160. We have
N(€,9,0n2) = N (£,9,dg,) < AN (£an,.Z,dg,),

where.7 is as defined by (11). Recall that' (g, #) = supy A (€[|K|w, #,dq)
where the supremum is taken over all the probability meaGuoa RY x R. We
have supposed that,

N (e, F)<Ce V.

for someC, v > 1 and alle €]0, 1. Consequently,

OnE

N(€,9,dn2) < C(W

)™, (18)

as soon asine < ||K||». Hence, we have almost surely on the event

0 160
/Ow/ln(/(s,éf,dn_g))ds - /0 JINCH (6,9, dn2))de

© 271160
-%,/2%150\/“1( )+v|n(”§iL°°) €

<
- 241K oo
< i—1
< Z}Z 160\/In C)+vin( anl6o —)
2 iF1
< C2 2|+1 sza)((ln Cl) In( 2 2))

for some positive constan€;,C, that depend only of, v and||K||.. We con-
clude, using (A8) of [12],

E<|i;sig<>q,vi>|m><cg¢n02ma><ln<c1),ln(a;ﬁ>>. (19)

We now use Inequality A2 in [12] (which is due to Girand Zinn), witht =
64,/na?. We obtain, fom > 1, since for anyg € ¢, ||g||o < %

P(FS) :IP’( supz 2%, Y) > 6402>
g€ =1
<4P( (pn~ Y44, dn2) > m) +8mexp(—noZad/||K][2)
wheren~1/4p = n-1/4min(an!/* n1/4) = min(o,1). Hence by (18),

anmin(o,1) ., _

A (PG th) < O =)™



Consequently, we have fan= [20(%)*”],

P(ES) < 160( anmin(o, 1))
[[K][eo
The last bound together with (19) gives,

P(&i&gm,vﬁ)wt) < P(Fﬁ)ﬂlE(Iiag(Xm)Iglpn>

~Vexp(—no?az/|IK|Z)

[Klleo v 2 2 2
< 1&(m) exp(—no“ay/|IK|%)
+ %\/nozmax(ln(cl),ln(%zlo_z)). (20)

Let us control the second term in (20). Recall that by (9= LZ—?1 and thus

a?a? = Lhday, for some positive constaht This fact together withda, — 0 as
n — oo allows to deduce that far sufficiently large,

Ctz\/nazmax(ln(cl),ln(zl)) < CtSt\/ a'f (anhd) (1)

a2o?
Our task now is to control the first term in (20). We have,

[[Kleo
m(an min(o, 1)

< L"/Zexp< nhnarn L1+ cxnhd/\an)))
2 I'ﬁ n

)" exp(—noZag/|[K]|2)

d 2
which tends to 0 as — « as soon ashda, — 0 and"‘(‘minof“") — 0. Hence
n

fort > 48Cst % In(ﬁlhﬁ) =1, Inequalities (20) and (21) give forsufficiently
large and fot > t,

P(,Zs.gm Ylly >t> o

We conclude using this fact together with Inequality (17),

013 ot =e( 2o T ) <o 2.

Recalling that

_ |@n(a(1+¢),%) —E (gn(q(1+€),%) |
on= xeRd,eS:[Beo‘eo] F(alx)

and collecting (22), (16), yields

P (en > An~thyd (EI isig(xiﬁfi)ﬂ% -H))
e A ) e )

9

)




for anyt > <Cst % In($)> vEy/™ in(Inn) and somd > 0. Now,

n
anhd an

Inn  In(anh@Aa?)  In(nanhd)
naphd naphd  ~  naphd

I

which tends to 0 as tends to infinity, since lifc nanhﬂ = o. Hence,

Inn
n—onahd

which proves that fon sufficiently Iargenl“ﬂo{n > Inn. We conclude then from
(23) that,

P <@n > Ainthy ¢ (El ilfig(thi)”% +t>> <4(Inn)",
i=

since we havelhﬁan > Inn. We choosd in such a way thap > 1. Proposition 3
is proved thanks to Borel-Cantelli lemma. |

We continue the proof of Theorem 1. Inequality (10), together with Lerhraad
Condition (4), gives for some universal positive constant

Flln(anpl [~ &
F(a(an[x)[x) ~ nhfangn(x)
+C‘s‘upA(q(1+£),q(1+s),x,hn)

+C sup (1+A(q(1+¢),q(1+€),X, hn))w

le|<go Gn(x)
(Bn(a(1+€).%) — E(dn(a(1+€).) |
e F(@XGn00 ‘ @4

We first use Einmahl and Mason'’s result (cf. Proposition 2 abovik}h&require-
ments of Einmahl and Mason result are satisfied from that of Theoreithis
gives that, foclnn/n<hd <1,

nhd R R

—————— su X) —Egn(x)| <C, 25

In(hﬁd)\/lnlnnxeRE‘gn( ) —EGn(X)] (25)
almost surely. Our task now is to apply Proposition 3. We first claim that
Lemma 2 Under Condition.#3), the class of functio# defined by(11) satisfies
N (e, F)<Ce vV, forC>0,e>0,v>1
Proof of Lemma 2. Define the set of functio# = ¢ ., where the set of func-
tions.# is # = {u— K (%) ,xe RY, h > 0} ,and.¥ = {v+— Lq1e) XE
RY, neN,|e| < &}. The proof of Lemma 2 follows from Lemma A.1 of [12] since
N (&,{v— 1y, ye R}) <Ce~V with ¥ > 0 andC > 0.

10



Consequently, all the requirements of Proposition 3 are satisfied fraroftiae-
orem 1. The conclusion of Proposition 3 together with (25), (24) anddbts f
that

In(hy9) vIninn - Wn(anlhnd)\/lnlnn

nhd - nhdan, ’
1 In(an *ha9) Vininn
— <
nda, nanhd
complete the proof of Theorem 1. |

4.2 Proof of Proposition 1

Letus introducéi(n) (x) fori=1,...,natriangular array of i.i.d. random variables

defined byZi(n> (X) = Yil jx—x;|<h- Their common survival distribution function can
be expanded as:

Wn(t,x) = ]P’(Zin)(x)>t):/HX7UH<hF_(t\u)g(u)du

hd/ F (t|x— hv)g(x— hv)dy,
Ivi<1

or equivalently,

Wn(t,x) B
hdF(tx)g(x) /nvugdv

foe (Fi ) B
'/HVH§1 (g();(;x)h\/) - 1) dv.

Lettingvy = fH\,Hgldvthe volume of the unit sphere, and assuming thiatLips-
chitzian, it follows,

W (t,X)

HIE(t]X)g(x) =vg+0(1)+O(A(t,t,x,0,h))

and introducingBy (x) = nWn(q(an|X)|x), we obtain

Bn(x) = vag(x)nhyan(1+0(1))

under conditiomA(g(an|x),g(an|X),X,0,h) — 0 asn — . We now need the fol-
lowing lemma (also available to triangular arrays).

Lemma3 (Klass, 1985) [23] Let ZZ;,Z»,... be a sequence of i.i.d. random
vectors and define M= max{Z;,...,Zn}. Suppose thatbn) is nondecreasing,
P(Z > bn) — 0and riP(Z > by) — o« as n— co. If, moreover,

8

P(Z > bn) exp{—nP(Z > bp)} = oo,

n=1

thenlimsup,_, Mn/bnh < 1a.s.

11



From Lemma 3, a sufficient condition for

lim sup—maxlﬁig"z‘(n) )

<las 26
n—oo q(an|x) ( )

g aitd exp{—fn(X)} = oo,

n
n=1
which is fulfilled under (6). Finally,

QH(an|X) maxlgignzi(m (X)
q(an‘X) - q(an|X)

and the conclusion follows from (26). |

4.3 Proofsof corollaries

Proof of Corollary 1.For all T € [0, 1] and(u,x) such thad(u,x) < Rh,, we have

l'::(Q(Gnlx)(1+5)|U) _ q(an|x)®0-0) (1 4 £)TO(-6()

(a(an[x)(1+&)7|x)

= exp{ (W —6(3) logan + (T6(x) — 6(u)) log(1+ s)}

6(x)
= exp{O(hplogan)+O(18(x) — 6(u))}
= (14 0O(hnlogan))exp{O(10(x) — 6(u))}. (27)

Assuming thah,loga, — 0 asn — o, it follows that (27) is bounded above for all
T € [0,1] and(u,x) such thad(u,x) < Rh, and therefore condition (4) is fulfilled.
If, moreover,T = 1 thenO(6(x) — 6(u)) = O(hn) and thus (27) tends to zero as

goes to infinity. Proposition 1 then entails that assumption (3) holds. Timebre

implies that
_ Fln(anbop | _ |, (qn<an|x> ) B
F(a(an[x)|x) q(anfx)
almost surely as — . The conclusion follows. |

Proof of Corollary 2.For all T € [0, 1] and(u, x) such thad(u,x) < Rh,, we have

:(q(an|x)(l+£)|u) — exp{(l+£) |Og(an) <6(U)—6(X) +17(1+£)T71)}

(a(an|x)(14€)"|x) 6(x)
= exp{O(hnlogan)} exp{(lnL €)log(an) (1* (1+ S)Tfl) }
= (14 0(hplogan)o(1) = o(1). (28)

Assuming thah,logan — 0 asn — oo, it follows that (28) tends to zero asgoes
to infinity. Assumptions (3) and (4) both hold. Theorem 1 implies that

7F(Qn(an‘x)|x) —1_ A .
1 TN 11— expi(a(ani) —tn(an)800)] — O

almost surely as — . The conclusion follows. |
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Appendix: proof of auxiliary results

Proof of Lemma 1Clearly,

BN | [RON  E@yX) E(dh(y.x))
FO 1‘§ FON) ~ FYNE @) *‘ FYNE (Gn(x) ]429)
We have,

E (dn(y:x)) ZE Kh(X=Xi) Iy >y) = E(Kp(X—X1)1v;>y)

= E(Kn(x— X B(Y; > yXy)) = ./ Kn(x—2)P(Y > yX; = 2)g(2)dz

= [ Knix-2F(yi2ig(@dz

andE (Gn(x)) = 2 51 E(Kp(x— X)) =

E (¢n(y, X))
FYPOE (n(x))

B m (/ K“X—Z)_[Egii - 1} g(z)dz)
= ey (/0 [ H Y s

We conclude, since the kerri€lis compactly supported, that for sorRe> 0,

(lpn( )) [f(y|xf)_ B
‘m F(y) 1’—A(y,y7x,h), (30)

E(Knh(x— X1)). Consequently,

1=

— 1‘ < sup
{x,d(x,x')<hR}

Now,

=
g

Fa(y) ¥:X))
F(yX)  F(YX)E(Gn(x)
\Llln(yx ¥:X) |

( + E@h(%:%9)18n(X) — EGn(x)|
F(Y1X)8n(x) F (Y1X)Gn(X)Egn(X)
m’n()ﬂ: )XXI)EQ(r:i(’igyM))' (LAY X ) E|gn(X ) (])Eg n(X)|
by (30). The last bound together with (30) and (29) prove Lemma 1.
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