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Infinite Horizon Problems on Stratifiable State Constraints

sets
∗

C. Hermosilla
†

H. Zidani
‡

Abstract

This paper deals with a state-constrained control problem. It is well known that, unless
some compatibility condition between constraints and dynamics holds, the value function has
not enough regularity, or can fail to be the unique constrained viscosity solution of a Hamilton-
Jacobi-Bellman (HJB) equation. Here, we consider the case of a set of constraints having
a stratified structure. Under this circumstance, the interior of this set may be empty or
disconnected, and the admissible trajectories may have the only option to stay on the boundary
without possible approximation in the interior of the constraints. In such situations, the
classical pointing qualification hypothesis are not relevant. The discontinuous value function
is then characterized by means of a system of HJB equations on each stratum that composes
the state constraints. This result is obtained under a local controllability assumption which is
required only on the strata where some chattering phenomena could occur.

Keywords. State constrained, infinite horizon problem, stratified systems, HJB equations,
optimal control.

1 introduction.

We are concerned with the optimal control problem of infinite horizon for trajectories lying in a
closed set K ⊆ R

N . The main issue is to characterize the value function of this problem as the
unique solution to a HJB equation. More precisely, given a dynamic f(·, ·), a nonempty compact
set A ⊆ R

m, a Borel measurable function u : [0,∞) → A and a point x ∈ K we consider trajectories
yx,u(·) solutions to the differential equation

{

ẏ(t) = f(y(t), u(t)) a.e. t > 0

y(0) = x,
(Du,x)

which are feasible on the set K, that is,

yx,u(t) ∈ K, ∀t ≥ 0.(1)

We denote the set of admissible control as

A(x) = {u : [0,+∞) → A | yx,u(·) satisfies (1)} .(2)
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Then, for some discount factor λ > 0 and some running cost function ℓ(·, ·), the value function
related to this problem is

υ(x) := inf

{∫ ∞

0

e−λtℓ(yx,u(t), u(t))dt

∣

∣

∣

∣

u ∈ A(x)

}

.(3)

In the case when K = R
N and under standard hypothesis on the data, it is well known that

υ(·) is a uniformly continuous function which can be characterized as the unique viscosity solution
to a HJB equation in that class of functions; see for instance [6].

When the control problem is in the presence of state constraints (K 6= R
N ) a state-space

constrained HJB equation can be associated with the value function as done in [31, 32]. In our
setting, the HJB equation takes the form

λυ +H(x,∇υ) = 0 in K,(4)

where H(x, p) := max{−〈f(x, u), p〉−ℓ(x, u) | u ∈ A}. It is straightforward to check that the value
function satisfies (4) in the constrained viscosity sense, that means that υ is a subsolution in int(K)
and a supersolution on K. However, it is complicated to prove the uniqueness of the solution to
(4). The main difficulty comes from the fact that the state-space HJB equation may admit several
solutions (in the constrained viscosity sense) if the behavior of the solution on the boundary is not
taken into account; see for instance the discussion in [12, 22].

One possible way to overcome the problem exposed above is to consider some compatibility
assumptions between the dynamics and the state-constraints. The most classical of these is called
the inward pointing condition (IPC). It was first introduced by Soner in [31, 32] for the case that
int(K) 6= ∅ with smooth boundary and it has been object of subsequence generalization to more
general cases; see [22, 33, 16, 28, 19] among others. This condition basically says that at each point
of the boundary of K there exists a vector field of the system pointing into K. Under this assumption
the value function is Lipschitz continuous and then uniqueness can be established. From the point
of view of the dynamical system, the IPC ensures the existence of the so-called neighboring feasible
trajectories which make possible to approximate any trajectory hitting the boundary by a sequence
of arcs which remain in the interior of K; see for instance [21, 9, 10]. We refer to [13, 26, 27]
for weaker inward pointing assumptions, and to [24, 25] for more properties and the numerical
approximation of continuous constrained viscosity solutions.

Another compatibility assumption of similar nature, called the outward pointing condition
(OPC), has been considered by [11] in the context of exit time problems. This assumption states
that each point of the boundary of K can be reached by a trajectory coming from the interior of
the set and it implies a certain monotonicity of the solution to the HJB equation which allows to
treat the case when the value function is discontinuous. Under this assumption, it is possible to
characterize the value function as the unique lower semi-continuous solution of a HJB equation; see
for instance [21, 20, 19].

Let us stress that all the works mentioned above assume the same compatibility assumption on
the whole boundary, that is, no mix type of pointing condition has been so far considered and, with
exception of [20], they all require that K has non-empty interior.

However, there are many control problems in which these compatibility assumptions are never
satisfied. For example, if we consider a mechanical system governed by a second order equation:

ÿ = ϕ(y, ẏ, u) y ∈ [a, b], ẏ ∈ [c, d](5)

using the transformation y1 = y and y2 = ẏ we can rewrite system (5) as:

(

ẏ1
ẏ2

)

=

(

y2
ϕ(y1, y2, u)

)

(y1, y2) ∈ K0 = [a, b]× [c, d].(6)
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It is clear that in this case, the direction of the vector field on {a} × (c, d) and on {b} × (c, d) does
not depend on the control nor in the initial dynamic ϕ but only on the sign of y2, and so, for some
values of y2 the vector field will point into K0 and for others will point into R

2 \ K0.
On the other hand, as mentioned before, the Pointing Conditions are sufficient hypothesis whose

main target is to approximate any trajectory of the control system by a sequence of trajectories (of
the same controlled dynamic) living completely in the interior of the constraints. This fact may
suggest that the right requirement may be the interior approximation of trajectories. Nevertheless,
it will automatically rule out cases where junctions are present, for example

K1 = {x ∈ R
N : x2N ≥ x21 + . . .+ x2N−1}.

The previous example also illustrates the importance of considering the information passing
through the boundary in cases when the interior of the state-constraint is disconnected, in that
context the approach of stratification we propose here seems to suit well.

Furthermore, optimal control problems on networks as studied in [1, 2] (see also the references
therein) can also be seen as state-constrained problems, where the interior of the state constraints
set is always empty and where the junction plays an essential role.

In the general case where K is assumed to be any closed set of RN , and under some convexity
assumptions on the dynamics, the value function is lower semi-continuous and it can be character-
ized as the smallest supersolution to (4); see [14] for more details. In [3], it has been shown that the
epigraph of the value function υ can always be described by an auxiliary optimal control problem
without state constraints for which the value function is Lipschitz continuous and characterized,
without any further assumptions, as the unique viscosity solution to a HJB equation. This approach
leads to a constructive way for determining the epigraph of υ and to its numerical approximation.
It can also be extended to more general situations of time-dependent state constraints [18].

In this paper, we follow the same line of investigation as in [22, 12]. We aim at characterizing
the value function by a completed system of HJB equations. The proof used here is based on
nonsmooth analysis as in [33] where the notion of HJB equation is understood in the proximal
sense by means of the theory of weak and strong invariance. We investigate the characterization
of the value function for a class of control problems where the set of constraints enjoys a regular
stratification property (i.e, K is a collection of strata of different dimensions; see section 2.2 for
a precise definition). Moreover, the discontinuous value function is characterized by means of a
system of HJB equations on each stratum of K. This result is obtained under a local controllability
assumption which is required only on the stratum where some chattering phenomena could occur.

The paper is organised as follows: Section 2 presents the setting of the control problem and
the main results. Properties of the value function are given in Section 3. Some useful results on
invariance principles are given in Section 4. And finally the main results are proved in Section 5.

2 Setting of the problem and main result.

2.1 Notation.

Throughout this paper, R denotes the sets of real numbers, | · | the Euclidean norm on R
N , B the

unit open ball {x ∈ R
N : |x| < 1} and B(x, r) = x + rB. For a set S ⊆ R

N , int(S), S, bdry(S)
and co(S) denote its interior, closure, boundary and convex hull, respectively. Also for S convex
we denote ri(S) and rbd(S) its relative interior and boundary, respectively. The indicator function
is given by ✶S(x) = 1 if x ∈ S and ✶S(x) = 0 if it is not. The distance function to S is distS(x) =
inf{|x−y| : y ∈ S} and in the case the infimum is attained we call the set of solution the projections
of x over S and we denote it by projS(x). Let S1 and S2 be two compact set, then the Hausdorff
distance is given by

dH(S1, S2) = max

{

sup
x∈S2

distS1
(x), sup

x∈S1

distS2
(x)

}

.
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We adopt the convention that dH(∅, ∅) = 0 and dH(∅, S) = +∞ if S 6= ∅. For a given function
ϕ : RN → R ∪ {+∞}, the epigraph of this function is the set

epiϕ = {(x, r) ∈ R
N × R | r ≥ ϕ(x)}.

Let M be an embedded manifold of RN , then TM(x) stands for the tangent space to M at
x ∈ M.

2.2 Stratified Systems and Hypothesis.

Consider the optimal control problem of infinite horizon:

υ(x) =



























inf

∫ ∞

0

e−λtℓ(yx,u(t), u(t))dt

yx,u(·) solution to (Du,x),

yx,u(t) ∈ K, ∀t ≥ 0,

u(t) ∈ A measurable.

∀x ∈ K,(P)

where A is a compact set of Rm and λ > 0 is a given discount factor λ > 0. We assume standard
hypothesis on the dynamic f and the running cost ℓ. Namely, the dynamic f : RN × A → R

N

satisfies:


















(i) f(·, ·) is continuous on R
N ×A.

(ii) ∀u ∈ A, f(·, u) is locally Lipschitz continuous on K.

(iii) ∃cf > 0 such that ∀x ∈ K :

max{|f(x, u)| : u ∈ A} ≤ cf (1 + |x|).

(Hf )

Let x ∈ K and u : [0,+∞) → A be a measurable control. By a solution to (Du,x) we mean an
absolutely continuous function y(·) that satisfies

y(t) = x+

∫ t

0

f(y(s), u(s))ds for all t ≥ 0.

By (Hf ), the solution is uniquely determined by x and u. Furthermore, the maximal (forward and
backward) solution can always be defined for positive times.

Remark 2.1. Note that, by Gronwall Lemma and hypothesis (Hf ), each solution to (Du,x) satisfies
the following bounds:

1 + |y(t)| ≤ (1 + |x|)ecf t t ≥ 0;

|y(t)− x| ≤ (1 + |x|)(ecf t − 1) t ≥ 0;

|ẏ(t)| ≤ cf (1 + |x|)ecf t a.e. t > 0;

The running cost ℓ : RN ×A → R is also continuous and satisfies:



















(i) ℓ(·, ·) is continuous on R
N ×A.

(ii) ∀u ∈ A, ℓ(·, u) is locally Lipschitz continuous on K.

(iii) ∃cℓ > 0, λℓ ≥ 1 such that ∀(x, u) ∈ K ×A :

0 ≤ ℓ(x, u) ≤ cℓ(1 + |x|λℓ).

(Hℓ)

When dealing with integral cost, it is usual to introduce an augmented dynamics. For this end, we
define

β(τ, x, u) := e−λτ [cℓ(1 + |x|λℓ)− ℓ(x, u)] ∀(τ, x, u) ∈ R×K ×A.
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Then, we consider the augmented dynamic G : R×K ⇒ R
N × R defined by

G(τ, x) =

{(

f(x, u)
e−λτ ℓ(x, u) + r

) ∣

∣

∣

∣

u ∈ A,
0 ≤ r ≤ β(τ, x, u)

}

, ∀(τ, x) ∈ R×K.

It is not difficult to see that by (Hℓ) this set-valued map has compact and nonempty images. Also,
in all our analysis we will always suppose

G(τ, x) is convex for any (τ, x) ∈ R×K.(H0)

The class of control problems we are considering in this paper do not necessarily satisfy any
qualification hypothesis. Here, we require two principal assumptions. The first one is that the
state-constraints set admits a sufficiently regular partition into smooth manifolds or strata. More
precisely,

K is a closed and stratifiable subset of RN ,(H1)

that is, there exists a locally finite collection {Mi}i∈I of embedded manifolds of RN such that:

• K =
⋃

i∈I Mi and Mi ∩Mj = ∅ when i 6= j.

• If Mi ∩Mj 6= ∅, necessarily Mi ⊆ Mj .

Remark 2.2. A network set as defined in [1, 2] can be considered as a particular case of stratified
sets. Indeed, in this case the stratification is very simple and consists in edges and junctions.

Remark 2.3. An important class of sets that admit a stratification as described above is the class
of polytopes in R

N . In fact, these sets can be decomposed into a finite number of open convex
polytopes of the form:

P =

{

x ∈ R
N
∣

∣

∣

〈ηk, x〉 = αk, k = 1, . . . , n,
〈ηk, x〉 < αk, k = n+ 1, . . . ,m

}

where η1, . . . , ηm ∈ R
N .

Furthermore, the class of sets that admit a stratification is quite broad, it includes sub-analytic
and semi-algebraic sets and also definable sets of an o-minimal structure; see for instance [34, 23].

The second hypothesis is related to the dynamics obtained as the intersection between the
original dynamic and the tangent space to each stratum Mi. For each index i ∈ I, let us consider
the compact-valued multifunction Ai : Mi ⇒ A given by

Ai(x) := {u ∈ A | f(x, u) ∈ TMi
(x)}.(7)

Thus, we assume that the following also holds

Each Ai is locally Lipschitz on Mi w.r.t. the Hausdorff metric.(H2)

Using an appropriated convention for the Hausdorff distance, this hypothesis allows to consider
the case when no tangential dynamic is defined, that is, whenAi has empty image. In that situation,
(H2) states that Ai has empty images all along Mi.

Example 2.1. Consider the following dynamic:
(

ẏ1
ẏ2

)

=

(

y2
u

)

, u ∈ A := [−1, 1], y1(t), y2(t) ∈ [−r, r],

where the stratification of the state-constraints set is given by Figure 1. Here, the strata M0

represents the interior of the square, and the rest of the stratification consists of edges and nodes
Mi, for i = 1, · · · , 12. It is straightforward to check that (H2) holds because A0 = A, Ai = {0} for
i = 1, . . . , 4 and Aj = ∅ for i = 5, . . . , 12.

It is clear in this example that neither the IPC not the OPC condition is satisfied. In figure 1,
the green zone corresponds to the viable set, that it, the set of points for which A(x) 6= ∅.
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M1 M2

M3

M4

M5

M7M8

M6

M9 M10

M11M12

M0

Figure 1: Stratification of Example 2.1.

Remark 2.4. Under assumption (H2), the set-valued map Ai can be extended by continuity up to
the boundary in such a way that (H2) holds up to Mi. For sake of simplicity, this extension is
denoted by Ai as well and so, Ai(x) for x ∈ M \M is well defined.

On the other hand, it is also convenient to introduce a backward augmented dynamic defined
for any (τ, x) ∈ R×Mi as follows:

Gi(τ, x) =

{

−

(

f(x, u)
e−λτ ℓ(x, u) + r

) ∣

∣

∣

∣

u ∈ Ai(x),
0 ≤ r ≤ β(τ, x, u)

}

.(8)

It is not difficult to see that thanks to (H0) and the definition of Ai(·), the augmented multifunction
Gi has convex compact images. These images would be nonempty if and only if Ai has nonempty
images.

Finally, for technical reasons, an extra hypothesis of controllability on certain strata will be
required in order to complete the proof of the main theorem. For this purpose, we introduce the
set-valued map of tangents control to closure of each stratum:

A♯
i(x) :=

{

u ∈ A | f(x, u) ∈ T B
Mi

(x)
}

,(9)

where T B
Mi

(x) stands for the Bouligand tangent cone to Mi at a point x ∈ Mi (see Section 4.1 for

more details) and Ai(·) is the extended set-valued map defined previously in Remark 2.4. Then
the controllability assumption can be stated as follows:











∀j ∈ I, one of the following holds:

i) ∀i ∈ I with Mj ⊆ Mi, Ai(x) = A♯
i(x) ∀x ∈ Mj .

ii) ∃rj > 0 such that TMj
(x) ∩ B(0, rj) ⊆ f(x,Aj(x)) ∀x ∈ Mj .

(H3)

Remark 2.5. The assumptions (H2) and (H3) amount saying that for any j ∈ I. whether the
set of viable or admissible trajectories is locally Lipschitz up to the boundary of any stratum close
to Mj and of bigger dimension, or the controlled system is small time locally controllable on the
stratum Mj.

2.3 Main result.

As stated in the introduction, the main aim of this paper is to characterize the value function of the
infinite horizon problem in term of a bilateral Hamilton-Jacobi equation. This equation consists
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principally in two part, one corresponding to the classical notion of supersolution and another
corresponding to a subsolution in a stratified sense.

Let us consider the (maximized) Hamiltonian H : K × R
N

⇒ R which is given by

H(x, ζ) = max {−〈ζ, f(x, u)〉 − ℓ(x, u) | u ∈ A} ,(10)

and for each index i ∈ I we define Hi : Mi × R
N

⇒ R, the restricted Hamiltonian to Mi, by

Hi(x, ζ) = max {−〈ζ, f(x, u)〉 − ℓ(x, u) | u ∈ Ai(x)} .(11)

Definition 2.1. Let ψ : RN → R ∪ {+∞} be a given function. We say that ψ has σ-superlinear
growth on its domain if there exists cψ > 0 such that

|ψ(x)| ≤ cψ(1 + |x|)σ ∀x ∈ domψ.

Whence, the main result of the paper can be stated as follows:

Theorem 2.1. Suppose that (H0), (H1), (H2) and (H3) hold in addition to (Hf ) and (Hℓ).
Assume also that λ > λℓcf (where λℓ > 0 and cf > 0 are the constants given by (Hℓ) and (Hf ),
respectively). Then the value function υ(·) of the problem (P) is the only l.s.c. function with
λℓ-superlinear growth which is +∞ on R

N \ K and that satisfies:

λυ(x) +H(x, ζ) ≥ 0 ∀x ∈ K, ∀ζ ∈ ∂Pυ(x),(12)

λυ(x) +Hi(x, ζ) ≤ 0 ∀x ∈ Mi, ∀ζ ∈ ∂Pυi(x), ∀i ∈ I,(13)

where υi(x) =

{

υ(x) if x ∈ Mi

+∞ otherwise.
and ∂Pψ(·) denotes the proximal subdiffererential of a l.s.c func-

tion ψ(see Section 4.1 for more details).

Remark 2.6. Recall that when int(K) is a nonempty set, it is a smooth manifold of R
N and

therefore, there is no loss of generality in assuming that it is one of the stratum, say M0, of the
stratification of K. In that case, H0 = H, and so, the constrained Hamiton-Jacobi equation proposed
by Soner in [31] is included in the set of equations proposed in Theorem 2.1.

Comments The idea of characterizing the value function by a system of HJB equations on whole
the domain K, including its boundary, appears already in the work of Ishii-Koike [22]. However,
in that paper the set A(x) is assumed nonempty everywhere on K, requiring in particular that the
viable set is whole the set K. Moreover, the result in [22] assume some restrictive hypothesis on K
and on the set-valued map x 7−→ A(x).

Let us also mention the work in [12] where it is shown that the HJB equation should be completed
by an additional information on the increasing property of the solution along trajectories lying on
the boundary. In the present work, we explicitly express the additional information in terms of
HJB equations on each strata. The regularity assumptions on the set K are quite general and allow
several situations that are not covered by the known literature. However, Theorem 2.1 requires a
new controllability assumption that is needed only on the strata where some chattering behaviour
may occur.

Let us point out that the main motivation for introducing (H3) relies in the property obtained
in Lemma 5.1. Indeed, this assumption is only a sufficient condition to ensure the conclusion of that
lemma. Clearly, there are many other cases where (H3) does not hold whereas the conclusion of
lemma 5.1 still holds as for instance in Example 2.1. Therefore, it should be noticed that the result
of Theorem 2.1 still holds if we replace (H3) by any other assumption that ensures the conclusion
of Lemma 5.1.
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Finally, let us stress on that the notion of viscosity solution of HJB equation as stated in
Theorem 2.1 uses nonsmooth analysis tools. A reformulation of the main result of this paper could
be stated by using a l.s.c viscosity notion based on test functions as in [17, 8]. More precisely,
Theorem 2.1 is equivalent to say that υ is the unique l.s.c. viscosity solution with λℓ-superlinear
growth of the HJB equation:

λυ(x) +H(x,Dxυ(x)) ≥ 0 ∀x ∈ K,(14a)

λυ(x) +Hi(x,Dxυ(x)) ≤ 0 ∀x ∈ Mi, ∀i ∈ I.(14b)

Here the l.s.c viscosity solution of (14) has to be understood in the sense given in the next definition.

Definition 2.2. Let u be a l.s.c function defined on R
N with Dom u ⊂ K.

The function u is said a supersolution of (14a) if for every ϕ ∈ C1(K) and for every x0 ∈ K
such that u− ϕ achieved a local minimum at x0 on K, we have:

λu(x0) +H(x0,∇ϕ(x0)) ≥ 0.

Moreover, u is said a subsolution of (14b) if for every ϕ ∈ C(K), with ϕ ∈ C1(Mi) for i ∈ I,
and for every x0 ∈ Mi such that u− ϕ achieved a local minimum at x0 on Mi, we have:

λu(x0) +Hi(x0,∇ϕ(x0)) ≤ 0.

Finally, u is said a l.s.c viscosity solution of (14) if it is supersolution of (14a) and subsolution
of (14b).

3 Properties of the Value function.

In this section we study the principal properties of the value function associated with the optimiza-
tion problem (P). In particular, we will show where the assumptions on the dynamics, the running
cost and the discount factor are used for.

Remark 3.1. Suppose that hypothesis (Hℓ) holds, then by Remark 2.1 the value function (3)
satisfies the following inequality on its domain:

|υ(x)| ≤

∫ ∞

0

e−λtcℓ(1 + (1 + |x|)λℓeλℓcf t)dt ∀x ∈ dom υ.

Therefore, if λ > λℓcf we obtain that the value function has λℓ-superlinear growth on its domain,
that is, there exists a constant cυ > 0 such that

|υ(x)| ≤ cυ(1 + |x|)λℓ ∀x ∈ dom υ.

3.1 Existence of optimal controls.

The next proposition is a classical type of results in optimal control and states that if the optimal
value of (P) is finite, then the control problem admits an optimal control.

Proposition 3.1. Suppose that (Hf ), (Hℓ) and (H0) hold, and that λ > λℓcf . If x ∈ K and
υ(x) ∈ R then there exists u ∈ A(x) an optimal solution to (P).

Proof. Let x ∈ K such that v(x) ∈ R. This means that for every n ≥ 0, there exists a control law
un ∈ A(x) and the associated trajectory yn solution of (Du,x) (with the initial condition yn(0) = x)
such that yn(t) belongs to K for every t ∈ [0,∞] and such that:

(15) lim
n→+∞

∫ ∞

0

e−λtℓ(yn(t), un(t)) dt = v(x).
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Set zn(t) = ℓ(yn(t), un(t)), then from Remarks 2.1 and 3.1 we obtain the bounds:










|yn(t)| ≤ (1 + |x|)ecf t t ≥ 0;

|ẏn(t)| ≤ cf (1 + |x|)ecf t a.e. t > 0;

|zn(t)| ≤ cℓ(1 + (1 + |x|)λℓ)eλℓcf t a.e. t > 0;

(16)

Recall that λ > λℓcf and consider the measure dµ = e−λtdt. Let W 1,1([0,+∞); dµ) be the
Soboloev space of functions z ∈ L1([0,+∞); dµ) integrables for the measure dµ such that its weak
derivative ż ∈ L1([0,+∞); dµ)). Note that by (16) the sequences {yn} and {zn} are bounded in
W 1,1([0,+∞); dµ) and L1([0,+∞); dµ), respectively. Whence, by Arzela-Ascoli and Alaoglu Theo-
rems, we derive that there exists a function y ∈W 1,1([0,+∞); dµ) and a subsequence, still denoted
by yn, such that

yn converges uniformly to y on compact subsets of [0,+∞),

ẏn converges weakly to ẏ in L1([0,+∞); dµ).

See for instance [4, Theorem 0.3.4]. Note that y(t) ∈ K for every t ≥ 0
On the other hand, it is not difficult to see that {zn} is equi-integrable with respect to the

measure dµ, then by the Dunford-Pettis Theorem there exists a function z ∈ L1([0,+∞); dµ) and
a subsequence, still denoted by zn, such that zn converges weakly to z in L1([0,+∞); dµ).

Let G0(x) = G(0, x) for every x ∈ K, by (Hf ), (Hℓ) and (H0), we have that G0 is locally
Lipschitz and has closed convex images. Then by the Convergence Theorem [4, Theorem 1.4.1],
we conclude that (ẏ, z) ∈ G0(y). Thus, by the Filippov selection Theorem (see Lemma 4.1), there
exists a measurable control u : [0,+∞) → such that satisfies

ẏ(t) = f(y(t), u(t)) a.e. t > 0, y(0) = x.

z(t) = ℓ(y(t), u(t)) a.e. t > 0.

Finally, since y(t) ∈ K for every t ≥ 0, u ∈ A(x) and since φ ≡ 1 ∈ L∞([0,+∞); dµ), we have
∫ ∞

0

e−λtz(t)dt = lim
n→+∞

∫ ∞

0

e−λtzn(t)dt = v(x).

So, u is a solution to the problem.

3.2 Lower semicontinuity

In contrast with unconstrained optimal control problems, the value function under presence of state
constraints is not in general continuous. However, thanks to the compactness of trajectories of the
augmented dynamic G it is l.s.c.

Proposition 3.2. Suppose that (Hf ), (Hℓ) and (H0) hold, and that λ > λℓcf . Then the value
function x 7→ υ(x) is l.s.c. on domA.

Proof. Let x ∈ domA, then υ(x) ∈ R. Let {xn} ⊆ K ∩B(x, 1) be a sequence such that xn → x, we
need to prove that

lim inf
n→+∞

v(xn) ≥ v(x).

Suppose that there exists a subsequence, denoted equally, so that {xn} ⊆ domA otherwise the
inequality holds immediately. Then, by Proposition 3.1 there exists an optimal control un ∈ A(xn).
Note that (16) holds with a possible larger constant. Whence, using the same technique as in
Proposition 3.1 we can prove that there exists u ∈ A(x) such that

∫ ∞

0

e−λtℓ(yx,u(t), u(t))(t)dt ≤ lim inf
n→+∞

∫ ∞

0

e−λtℓ(yn(t), un(t))dt = lim inf
n→+∞

v(xn).

Finally, using the definition of the value function we conclude the proof.
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3.3 Dynamic Programming Principle and consequences

It is well known that the value function satisfies the classical dynamic programming principle. In
this case, it states as follows: for any T > 0

υ(x) = inf

{

∫ T

0

e−λtℓ(yx,u(t), u(t))dt+ e−λTυ(yx,u(T )) : u ∈ A(x)

}

.(DPP)

This principle include two different increasing properties along admissible trajectories of the
control system. Indeed, the two elementary inequalities that define (DPP) can be interpreted as a
weakly decreasing and a strongly decreasing principle, respectively. More precisely,

Definition 3.1. Let ϕ : K → R ∪ {+∞} be a l.s.c. function, we say that ϕ is:

i) weakly decreasing for the control system if for all x ∈ domϕ, there exists a control u ∈ A(x)
such that

e−λtϕ(yx,u(t)) +

∫ t

0

e−λsℓ(yx,u(s), u(s))ds ≤ ϕ(x) ∀t ≥ 0.(17)

ii) strongly increasing for the control system if domA ⊆ domϕ and for any x ∈ K and u :
[0,+∞) → A measurable we have

e−λtϕ(yx,u(t)) +

∫ t

0

e−λsℓ(yx,u(s), u(s))ds ≥ ϕ(x) ∀t ∈ [0, T ),(18)

where T := inf{t ≥ 0 : yx,u(t) /∈ K}.

The following definition and lemma are required to single the value function out among other
l.s.c. function.

Lemma 3.1. Suppose that (Hf ), (Hℓ) and (H0) hold, and that λ > λℓcf . Let ϕ : K → R∪ {+∞}
be a l.s.c. function with λℓ-superlinear growth. If ϕ is:

1. weakly decreasing for the control system, then υ(x) ≤ ϕ(x) for all x ∈ K.

2. strongly increasing for the control system then υ(x) ≥ ϕ(x) for all x ∈ K.

Proof. First of all, note that if λ > λℓcf , then for any function ϕ with λℓ-superlinear growth and
for any trajectory y(·) of (Du,x) such that y(t) ∈ domϕ, we have that

lim
t→+∞

e−λtϕ(y(t)) = 0.(19)

Case 1. Suppose ϕ is weakly decreasing for the control system. Let x ∈ K, if x /∈ domϕ then
the inequality is trivial. Let x be in domϕ, there exists a control u ∈ A(x) such that for all n ∈ N

e−λnϕ(y(n)) +

∫ ∞

0

e−λsℓ(yx,u(s), u(s))✶[0,n]ds ≤ ϕ(x).

Therefore, by using the monotone convergence theorem, and by taking into account equation (19)
and the definition of the value function we obtain the desired inequality υ(x) ≤ ϕ(x).

Case 2. Suppose ϕ is strongly increasing for the control system and let x ∈ K. Assume that
υ(x) ∈ R, otherwise the result is direct. Let ū ∈ A(x) be the optimal control associated with (P)
and denote by y = yx,ū the optimal trajectory associated with ū. Then we have

e−λtϕ(y(t)) +

∫ t

0

e−λsℓ(y(s), ū(s))ds ≥ ϕ(x) ∀t ≥ 0.

Then using again equation (19) and taking the limit of t→ +∞ we conclude the proof.
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In view of the previous comparison lemma we can state an intermediate characterization of the
value function of the problem in terms of the increasing principles of definition 3.1.

Proposition 3.3. The value function υ(·) is the only l.s.c. function with λℓ-superlinear growth
that is weakly decreasing and strongly increasing for the control system at the same time.

Proof. Recall that the value function satisfies (DPP). So, it is easy to see that υ(·) is weakly
decreasing and strongly decreasing for the control system. The uniqueness is a direct consequence
of Lemma 3.1.

4 Invariance and smooth manifolds.

Before entering into the details of the proof of the main theorem, we need to state and prove
some some fundamental results on proximal analysis which will be useful in the proof of our main
theorem.

4.1 Background in Nonsmooth Analysis and Smooth Manifolds.

We recall some basic notions in proximal analysis and cones. For a further discussion about this
topic we refer the reader to [4, 5, 15].

Let S ⊆ R
k be a locally closed set and x ∈ S. A vector η ∈ R

k is called proximal normal to S
at x if there exists σ = σ(x, η) > 0 so that

|η|

2σ
|x− y|2 ≥ 〈η, y − x〉 ∀y ∈ S.

The set of all such vectors η is known as the Proximal normal cone to S at x and is denoted by
NP

S (x). This cone is a convex set and possibly contains only the zero vector of Rk.
For a lower semicontinuous function ϕ : Rk → R ∪ {+∞} and a point x ∈ domϕ, the proximal

subdifferential is the set of vector ζ ∈ R
k for which (ζ,−1) ∈ NP

epiϕ(x, ϕ(x)). In such case we write
that ζ ∈ ∂Pϕ(x).

The proximal subgradient inequality is the most common way to describe the proximal subdif-
ferential and states that ζ ∈ ∂Pϕ(x) if and only if ∃σ, δ > 0 such that

ϕ(y) ≥ ϕ(x) + 〈ζ, y − x〉 − σ|y − x|2 ∀y ∈ B(x, δ) ∩ domϕ.

The Bouligand tangent cone to S at x ∈ S, known also as the Contingent cone, is defined as
follows:

T B
S (x) =

{

v ∈ R
k : lim inf

t→0+

distS(x+ tv)

t
≤ 0

}

.

Let M be an embedded manifold of RN we denote by TM(x) the tangent space to M at x ∈ M.
In particular we have that T B

M
(x) coincides with TM(x) at any x ∈ M.

4.2 Selections Theorems and trajectories of the controlled system.

The relation between open-loop control systems and differential inclusions is well understood
throughout the Filippov Selection Theorem. For sake of completeness we recall its statement
for parameterized set-valued maps, the proof can be found in [4] or [30].

Lemma 4.1. Assume U ⊆ R
m is a compact set and −∞ ≤ a < b ≤ +∞ are given. Let φ :

[a, b]×U → R
k be a continuous function, and let γ : [a, b] → R

k be a measurable function. Suppose
that γ(t) ∈ φ(t, U) for almost all t ∈ [a, b]. Then there exists a measurable function u : [a, b] → U
satisfying

γ(t) = φ(t, u(t)) a.e. t ∈ [a, b].
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In the lemma, the selected control is only measurable, however a stronger version of this theorem,
known as the Michael Selection Theorem, says that the control can in fact be continuous. For an
exact statement of Michael’s theorem, we refer to [5, Theorem 9.1.2] for instance.

Lemma 4.2. Assume U ⊆ R
m is a compact set and −∞ ≤ a < b ≤ +∞ are given. Let φ :

[a, b] × U → R
k be a continuous function with φ(t, U) is a convex set for any t ∈ [a, b], and let

γ : [a, b] → R
k be a measurable function. Suppose that γ(t) ∈ φ(t, U) for almost all t ∈ [a, b]. Then

there exists a continuous function u : [a, b] → U satisfying

γ(t) = φ(t, u(t)) a.e. t ∈ [a, b].

For future purpose, we require the existence of smooth functions which are locally backward
trajectories of the augmented dynamics Gi given by (8).

Proposition 4.1. Suppose that (Hf ), (Hℓ), (H0), (H1) and (H2) hold. Let x ∈ K and ux ∈ Ai(x).
Then there exist ε > 0, a measurable control map u : (−ε, 0] → A and a smooth arc y : (−ε, 0] → Mi

with y(0) = x, ẏ(0) = f(x, ux) and satisfying

ẏ(t) = f(y(t), u(t)) and lim
t→0−

1

t

∫ 0

t

e−λsℓ(y(s), u(s))ds = ℓ(x, ux).

Proof. Note that (f(x, ux), ℓ(x, ux)) ∈ Gi(0, x), therefore, by the (H2) and (H0) and the Michael
Selection Theorem (see Lemma 4.2), there exists a continuous selection of Gi denoted by gi such
that gi(0, x) = (f(x, ux), ℓ(x, ux)) and the differential equation

(ẏ, ż) = gi(t, y), y(0) = x, z(0) = 0

admits a solution which is smooth and such that (ẏ(0), ż(0)) = gi(0, x). By Lemma 4.1, there exists
a measurable control u : (−ε, 0] → A such that u(t) ∈ Ai(y(t)) a.e. t ∈ (−ε, 0],

ẏ(t) = f(y(t), u(t)) and z(t) =

∫ 0

t

e−λsℓ(y(s), u(s))ds, ∀t ∈ (−ε, 0].

Since ż(0) = ℓ(x, ux) the conclusion follows.

4.3 Invariance.

From the theoretical point of view, the proximal Invariance is a powerful tool for optimal control
theory because, in the unconstrained case, it allows to characterize the value function as a the
unique solution to an appropriated Hamilton-Jacobi equation by means of invariance concepts.
This theory has been studied by many authors; see for instance [15, Chapter 4] among others for a
more concise explanation.

Here we do not pretend to give a complete introduction to this subject but to present the
fundamental results we need in the forthcoming sections. We present a sort of local versions of
weak invariance and a suitable adaptation of strong invariance to embedded manifolds. The first
part is taken from [35] and the second is similar in spirit to the work exposed in [7].

Definition 4.1. Let S ⊆ R
k nonempty, U ⊆ R

k open and Γ : Rk ⇒ R
k given. The system (S,Γ)

is called weakly invariant in U if for all x ∈ S ∩ U , there exists a Γ-trajectory γ(·) which remains
in U on a maximal interval [0, T ) and that satisfies

γ(0) = x and γ(t) ∈ S ∀t ∈ [0, T ).

A very useful characterization of weakly invariance can be stated in term of minimized Hamil-
tonians and proximal normals.
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Proposition 4.2. [35, Theorem 3.1(a) ] Suppose S ⊆ R
k is nonempty closed, U ⊆ R

k is open and
Γ : Rk ⇒ R

k is a multifunction satisfying:

i) Γ has convex and nonempty images on R
k and S ∩ U , respectively.

ii) Γ has graph closed R
k × R

k.

iii) For each compact set K ⊆ R
k, there exists a constant cΓ > 0 so that

sup{|v| : x ∈ K, v ∈ Γ(x)} ≤ cΓ.

Then (S,Γ) is weakly invariant in U if and only if

min
v∈Γ(x)

〈η, v〉 ≤ 0 ∀x ∈ S ∩ U, ∀η ∈ NP
S (x).(20)

We now present a useful criterion for strong invariance adapted to smooth manifolds. This
proposition is similar to Theorem 4.1 in [7].

Remark 4.1. The statement of the next proposition is very close to the one of Theorem 4.1 in [7].
For the convenience of the reader, we give here a detailed and complete proof.

Proposition 4.3. Suppose M is an embedded manifold of Rk, S ⊆ R
k is a nonempty closed set

such that S ∩M 6= ∅ and Γ : M ⇒ R
k satisfies:











∀K ⊆ M compact ∃LΓ, cΓ > 0 so that:

i) Γ(x) ⊆ Γ(y) + LΓ|x− y|B, ∀x, y ∈ M ∩K.

ii) sup{|v| : x ∈ K, v ∈ Γ(x)} ≤ cΓ.

(21)

Suppose that for all R > 0 there exists κ > 0 such that

sup
v∈Γ(x)

〈x− s, v〉 ≤ κdistS∩M
(x)2 ∀x ∈ M ∩ B(0, R), ∀s ∈ projS∩M

(x).(22)

Then for any R > 0 there exists κ > 0 such that for any Γ-trajectory lying on B(0, R) denoted by
γ : [0, T ] → M with γ(t) ∈ M on (0, T ) we have

distS∩M
(γ(t)) ≤ eκtdistS∩M

(γ(0)) ∀t ∈ [0, T ].

Proof. Let R > 0 and γ as in the statement so that γ([0, T ]) ⊆ B(0, R). We denote by cΓ be
the corresponding bound for the velocities, κ the constant of (22) associated with R, let LΓ the
Lipschitz constant of Γ on B(0, R) and C1 > 0 such that

max
t∈[0,T ]

distS∩M
(γ(t)) ≤ C1

Let ε > 0 and set t0 = 0, we construct inductively a partition of [0, T ] in the following way:
Given ti ∈ [0, T ) take ti+1 ∈ (ti, T ] as satisfying

ti+1 ≤ ti + ε and |γ((1− s)ti + sti+1)− γ(ti)| ≤
1

LΓ
ε, ∀s ∈ [0, 1].

Note that |γ((1 − s)ti + st) − γ(ti)| ≤ cΓ(t − ti) for any s ∈ [0, 1], so the choice of such ti+1 is
possible. Moreover, we can do this in such a way it produces a finite partition of [0, T ] which we
denote πε = {0 = t0 < t1 < . . . < tn < tn+1 = T}. Note that ‖πε‖ = maxi=0,...,n(ti+1 − ti) ≤ ε.
For any i ∈ {0, . . . , n+ 1}, we set γi = γ(ti) and choose si ∈ projS∩M

(γi) arbitrary. Suppose first
that γ(0) ∈ M. We will show the inequality only for t = T . For t ∈ (0, T ) it suffices to restrict the
partition to [0, t].

13



Let s 7→ ψi(s) := γ((1 − s)ti + sti+1) defined on [0, 1]. Whence, ψ is an absolutely continuous
function with ψ̇(s) = γ̇((1− s)ti + sti+1)(ti1 − ti) a.e. s ∈ [0, 1]. Thus

γi+1 − γi = (ti+1 − ti)

∫ 1

0

γ̇((1− s)ti + sti+1)ds

On the other hand, since Γ is locally Lipschitz, we have that

Γ(γ((1− s)ti + sti+1)) ⊆ Γ(γi) + LΓ|γ((1− s)ti + sti+1)− γ(ti)|B, ∀s ∈ [0, 1].

By construction LΓ|γ((1−s)ti+sti+1)−γ(ti)| ≤ ε. Therefore, there exist two measurable functions
vi : [0, 1] → Γ(γi) and bi : [0, 1] → B such that

γ̇((1− s)ti + sti+1) = vi(s) + εbi(s), a.e. s ∈ [0, 1].

Whence

distS∩M
(γi+1)

2 ≤ |γi+1 − si|
2

= |γi − si|
2 + 2(ti+1 − ti)

∫ 1

0

〈γi − si, vi(s) + εbi(s)〉ds+ |γi+1 − γi|
2

≤ (1 + 2(ti+1 − ti)κ)distS∩M
(γi)

2 + ε(ti+1 − ti)[2C1 + c2Γ],

where this last comes from (22), the definition of bi and the choice of ti.
Let us denote σi = distS∩M

(γi) and δi = ti+1 − ti. Then, using an inductive argument it is not
difficult to show that

σ2
n+1 ≤

n
∏

i=0

(1 + 2δiκ)σ
2
0 + ε[2C1 + c2Γ]

n
∑

j=0

n
∏

i=j+1

(1 + 2δiκ)δj .

≤

(

n
∏

i=0

(1 + 2δiκ)

)



σ2
0 + ε[2C1 + c2Γ]

n
∑

j=0

δj



 .

Note that
n
∑

j=0

δj = T and
n
∏

i=0

(1 + 2δiκ) ≤ e2κT ,

so we obtain

σ2
n+1 ≤ e2κT (σ2

0 + ε[2C1 + c2Γ]T ).

Since σn+1 = distS∩M
(γ(T )) and σ0 = distS∩M

(γ(0)), letting ε→ 0 we obtain the desired result.
Suppose now that γ(0) /∈ M. Then it is clear that for any δ > 0 small enough the trajectory

γ̃ = γ|[δ,T ] satisfies the previous assumptions, so the inequality is valid on the interval [δ, T ] for any
δ > 0. Finally, since the distance function is continuous, we can extend the inequality up to t = 0
by taking limits.

5 Proof of the main result.

In this section we present a characterization of the value function as the unique solution to a bilateral
Hamilton-Jabobi among a class of lower semi-continuous functions. This analysis is done in several
steps, first we show that a function is weakly decreasing for the control system if and only if it is a
supersolution to a Hamilton-Jabobi equation on K. Secondly, we show that if a function is strongly
increasing for the control system then it is a subsolution to a Hamilton-Jabobi equation on each
stratum Mi. The final step and most technical consist in characterizing the strongly increasing
principle in terms of Hamilton-Jacobi inequalities on each strata that is component of K.

In particular, by gathering Proposition 5.1, 5.2 and 5.3 the proof of Theorem 2.1 follows easily.
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5.1 Weakly decreasing principle.

This principle states, as we mentioned above, that satisfying inequality (17) is equivalent to be
a supersolution to a Hamilton-Jacobi equation. The idea of the proof is quite classical and do
not require nothing but standing assumptions of control theory; see for instance [15, Chapter 4 ].
Nevertheless, we provide the proof for sake of completeness.

Proposition 5.1. Suppose that (Hf ), (Hℓ) and (H0) hold. Consider a given l.s.c. function with
real-extended values ϕ : K → R ∪ {+∞}. Then ϕ is is weakly decreasing for the control system if
and only if

λϕ(x) +H(x, ζ) ≥ 0 ∀x ∈ K, ∀ζ ∈ ∂Pϕ(x)(23)

Proof. Let us first prove the implication (⇒).
Suppose ϕ is is weakly decreasing for the control system. Let x ∈ K, if ∂Pϕ(x) = ∅ then (23)

holds by vacuity. If on the contrary, let ζ ∈ ∂Pϕ(x), then x ∈ domϕ and there exists u ∈ A(x)
such that (17) holds. Let us denote y(·) the trajectory associated with the control u starting from
x at time t=0. By the proximal subgradient inequality we have that ∃σ, δ > 0 such that

ϕ(y(t)) ≥ ϕ(x) + 〈ζ, y(t)− x〉 − σ|y(t)− x|2 ∀t ∈ [0, δ).

Using that y(·) is a trajectory and (17) we get for any t small enough

(1− eλt)ϕ(x) +

∫ t

0

[〈ζ, f(y(s), u(s))〉+ ℓ(y(s), u(s))] ds ≤ σ|y(t)− x|2

By (Hf ) and (Hℓ) we get

(1− eλt)

t
ϕ(x) +

1

t

∫ t

0

[〈ζ, f(x, u(s))〉+ ℓ(x, u(s))] ds ≤ h(t)

where h(t) is such that limt→0+ h(t) = 0. Therefore taking infimum over all u ∈ A inside the
integral and letting t→ 0+ we obtain (23).

Now, we turn to the second par of the proof (⇐). To prove that ϕ is is weakly decreasing for the
control system let us first show that (epiψ,Γ) is weakly invariant in U := (−ρ,+∞)× intKρ ×R

2,
where ρ > 0 is given, Kρ stands for K + B(0, ρ),

ψ(τ, x, z) =

{

e−λτϕ(x) + z if τ ∈ R, x ∈ K, z ∈ R

+∞ otherwise ,

and Γ : U ⇒ R
N+3 is the augmented dynamic given by

Γ(τ, x, z, w) = {1} ×G(τ, x)× {0}.

Note that epiψ is closed because ϕ is l.s.c. and Γ has nonempty convex compact images
because of (H0). Moreover, by (Hf ) and (Hℓ), Γ is locally Lipschitz and satisfies the following
growth condition:

∃cΓ > 0 so that sup{|v| | v ∈ Γ(τ, x, z, w)} ≤ cΓ(1 + |x|+ e−λτ |x|λℓ).

Therefore, Γ satisfies all the assumption of Proposition 4.2 and this can be applied (extending Γ to
R
N+3 as the empty set outside U). So, let us show that (23) implies (20), where S = epiψ.
Let (τ, x, z, w) ∈ S ∩ U , then x ∈ domϕ. Consider η ∈ NP

S (τ, x, z, w), since this is the normal
cone to an epigraph, we can write η = (ξ,−p) with p is nonnegative. Suppose p > 0 then w =
ψ(τ, x, z) and

1

p
ξ ∈ ∂Pψ(τ, x, z) ⊆ {−λe−λτϕ(x)} × e−λτ∂Pϕ(x)× {1}.
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Therefore, for some ζ ∈ ∂Pϕ(x) we have

min
v∈Γ(τ,y,z,w)

〈η, v〉 ≤ min
u ∈ A,

0 ≤ r ≤ β(τ, x, u)

p
{

e−λτ (−λϕ(x) + 〈η, f(x, u)〉+ ℓ(x, u)) + r
}

≤ e−λτpmin
u∈A

{−λϕ(x) + 〈ζ, f(x, u)〉+ ℓ(x, u)} .

Whence, by (23)

min
v∈Γ(τ,y,z,w)

〈η, v〉 ≤ e−λτp (−λϕ(x)−H(x, ζ)) ≤ 0.

Suppose now that p = 0, then (ξ, 0) ∈ NP
S (τ, x, z, ψ(τ, x, z)) and by Rockafellar’s horizontality

theorem (see for instance [29]), there exist some sequences {(τi, xi, zi)} ⊆ domψ, {(ξi)} ⊆ R
N+2

and {pi} ⊆ (0,∞) such that

(τ i, xi, zi) → (τ, x, z),

ψ(τ i, xi, zi) → ψ(τ, x, z),

(ξi, pi) → (ξ, 0),

1

pi
ξi ∈ ∂Pψ(τ

i, xi, zi).

Thus, using the same argument as above we can show

min{〈(ξi,−pi), v〉 | v ∈ Γ(τi, xi, zi, ψ(τ
i, xi, zi))} ≤ 0.

Whence, since Γ is locally Lipschitz, we can take the liminf in the last inequality and since
Γ(τ, x, z, ψ(τ, y, z)) = Γ(τ, x, z, w), we obtain (20).

So, by Proposition 4.2, for every γ0 = (τ0, x0, z0, w0) ∈ S ∩ U there exists a Γ-trajectory
γ(t) = (τ(t), y(t), z(t), w(t)) which lies in U for a maximal period of time [0, T ), with γ(0) = γ0 so
that

e−λτ(t)ϕ(y(t)) + z(t) ≤ w(t) ∀t ∈ [0, T ).

By the Filippov selection theorem, y(·) is a solution of (Du,x) for some u : [0, T ) → A. Also,
y(t) ∈ domϕ ⊆ K, ∀t ∈ [0, T ), so

f(y(s), u(s)) ∈ T B
K (y(s)), a.e. s ∈ [0, T ).

Moreover,

z(t) =

∫ t

0

[e−λtℓ(y(s), u(s)) + r(s)]ds, with r(s) ≥ 0 a.e.

Take γ0 = (0, x, 0, ϕ(x)) for any x ∈ domϕ, to conclude the proof we just need to show that
T = +∞. By contradiction, suppose T < +∞, note that τ(t) = t, so by the structure of U we have
that y(t) approaches to bdryKρ as t → T− and y(t) ∈ K, ∀t ∈ [0, T ), which is not possible since
distbdryKρ

(x̄) > ρ for any x̄ ∈ K. So the conclusion follows.

5.2 Strongly increasing principle.

This principle has the same nature than that of previous section in the sense that states that
satisfying inequality (18) is equivalent to be a subsolution to a Hamilton-Jacobi equation.
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Proposition 5.2. Suppose that (Hf ), (Hℓ), (H0), (H1) and (H2) hold. Let ϕ : K → R ∪ {+∞}
be a l.s.c. function. Consider a given l.s.c. function with real-extended values ϕ : K → R ∪ {+∞}
which is in addition strongly increasing for the control system. Then

λϕ(x) +Hi(x, ζ) ≤ 0 ∀x ∈ Mi, ∀ζ ∈ ∂Pϕi(x),(24)

where ϕi(x) =

{

ϕ(x) if x ∈ Mi

+∞ otherwise.

Proof. First of all note that ζ ∈ ∂Pϕi(x) if and only if ∃σ, δ > 0 such that

ϕ(y) ≥ ϕ(x) + 〈ζ, y − x〉 − σ|y − x|2 ∀y ∈ B(x, δ) ∩Mi.

We only show (24) for any (i, x) ∈ I × K such that x ∈ dom ∂Pϕi ∩Mi ∩ domAi. Otherwise, the
conclusion is direct.

Let (i, x) ∈ I ×K as before and take ux ∈ Ai(x), it suffices to prove

−λϕ(x) + 〈ζ, f(x, ux)〉+ ℓ(x, ux) ≥ 0, ∀ζ ∈ ∂Pϕi(x).(25)

Let u : (−ε, 0] → A and y : (−ε, 0] → Mi be the measurable control and smooth arc given by
Proposition 4.1, respectively, where ε > 0 is also given by this proposition. Let ū : [0,+∞) → A
be a measurable control map, then for all τ ∈ (0, ε) we define the control map uτ : [0,+∞) → A as
follows:

uτ (t) :=

{

u(t− τ) if t ∈ [0, τ ]

ū(t− τ) a.e. t ∈ (τ,+∞).

Let yτ (·) be the trajectory associated with uτ starting from yτ (0) = y(−τ). Clearly, yτ (t) =
y(t− τ) for any t ∈ [0, τ ].

Note that inf{t ≥ 0 : yτ (t) /∈ K} ≥ τ and since ϕ is strongly increasing for the control system,
we obtain

e−λτϕ(x) +

∫ τ

0

e−λsℓ(y(s− τ), u(s− τ))ds ≥ ϕ(y(−τ)).

Take ζ ∈ ∂Pϕi(x) and τ small enough, so that the proximal subgradient inequality is valid.
Then

ϕ(y(−τ)) ≥ ϕ(x) + 〈ζ, y(−τ)− x〉 − σ|y(−τ)− x|2.

Whence,
(

e−λτ − 1

τ

)

ϕ(x) +
e−λτ

τ

∫ 0

−τ

e−λsℓ(y(s), u(s))ds+

〈

η,
x− y(−τ)

τ

〉

≥ h(τ),

with limτ→0+ h(τ) = 0. Therefore, by Proposition 4.1, passing to the limit in the last inequality
we obtain (25) and so (24).

5.3 Characterization of Strongly increasing principle

In this section we prove the converse of Proposition 5.2 under an extra controllability assumption
(H3). As mentioned in section 2.1 (paragraph of comments), the most important consequence of
this hypothesis is the result stated in the lemma 5.1.

Let x ∈ K, let u : [0,+∞) → A be a measurable control, and let y be the trajectory associated
with u. Assume that y(t) belongs to K for any positive time. In the context of stratified systems
it is useful to define the notation

(26) Ji(y) = {t ≥ 0 : y(t) ∈ Mi}

for denoting the set of times for which the arc y(·) belongs to the stratum Mi.
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Lemma 5.1. Suppose that (Hf ) and assertion (ii) of (H3) hold for some i ∈ I. Let T > 0 be a
finite time and x ∈ K. Let u : (0,+∞) → A be a given admissible control with its corresponding
trajectory y(·) solution of (Du,x). Assume that y stays in K on [0, T ] and consider the set Ji(y)
defined in (26).

Then, there exists ε0 > 0 such that for any b < a < b + ε0 with y(b) and y(a) in Mi, there
exist c > b, a map τ : [b, a] → [b, c], and an admissible control ũ : [b, c] → A such that if ỹ(·) is the
trajectory of (Du,x) associated with ũ starting from y(b), then

1. ỹ(s) ∈ Mi for any s ∈ [b, c].

2. ỹ(b) = y(b) and ỹ(c) = y(a).

3. τ is piecewise smooth on [b, a] with

(a) τ ′(s) = 1 for a.e. s ∈ [b, a] ∩ Ji(y),

(b) ∃δl ∈ (0, 1) such that τ ′(s) ≥ δl for a.e. s ∈ [b, a] \ Ji(y).

(c) ∃τ0 = τ0(T, x) > 0 such that sups∈[b,a] ‖τ
′(s)‖ ≤ τ0.

4. ũ(τ(s)) = u(s) for a.e. s ∈ [b, a] ∩ Ji(y).

Proof. Let y(·) is the admissible trajectory fixed in the statement of the Lemma.
By assertion (ii) of (H3), there exist ρ0 > 0 and ε0 > 0 such that for any θ ∈ Ji(y) ∩ [b, a] with

b < a < b + ε0 and any z ∈ Mi ∩ B(y(θ), ρ0), with z 6= y(θ), there exists θz > θ, an admissible
control ũz and its admissible trajectory yũz

y(θ) starting from y(θ) such that yũz

y(θ)(s) ∈ Mi for every

s ∈ [θ, θz] and y
ũz

y(θ)(θz) = z.

Let θ1 = sup{s ∈ [b, a] : y(t) ∈ Mi ∀t ∈ [b, s]} be the first switching time of Mi on [b, a]. If
θ1 = a the proof is direct. Suppose that θ1 < a and take

θ2 = sup{s ∈ Ji ∩ (τ1, a] : y(s) ∈ B(y(θ1), ρ0)}.

By the previous argument, there exists an admissible trajectory ỹ : [θ1, θ̃2] → Mi such that
ỹ(θ̃2) = y(θ2). If θ2 < a, we can repeat the process and define θ3 and so on. Now, by Remark 2.1,
θk+1 − θk is bounded from below by a constant which depends un x, T and ρ0. Therefore, since
the interval [b, a] is compact, the process will eventually finish in a finite number of steps, so the
claim is proved.

Now we are in position to state a result on the converse of Proposition 5.2.

Proposition 5.3. Suppose that (H0), (H1), (H2) and (H3) hold in addition of (Hf ) and (Hℓ).
Let ϕ : K → R ∪ {+∞} be a l.s.c. function. If (24) holds, then ϕ is strongly increasing for the
control system

Proof. Let us set Mi = R×Mi × R
2 and let Γi : Mi ⇒ R

N+3 given by

Γi(τ, x, z, w) = {−1} ×Gi(τ, x)× {0} , ∀(τ, x, z, w) ∈ Mi.

Note that Mi is an embedded manifold of RN+3 and for any i ∈ I such that Ai has nonempty
images, Γi satisfies the same assumptions as Gi.

Let Si = Mi ∩ S = epi(ϕi) which is closed. Then if (24) holds we have

sup
v∈Γi(τ,x,z,w)

〈η, v〉 ≤ 0 ∀(τ, x, z, w) ∈ Si, ∀η ∈ NP
Si
(τ, x, z, w).(27)

Indeed, take (τ, x, z, w) ∈ Si and (ξ,−p) ∈ NP
Si
(τ, x, z, w). Therefore, we have p ≥ 0 because Si is

the epigraph of a function. Suppose Γi(τ, x, z, w) 6= ∅, otherwise the inequality is obtained directly.
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Consider p > 0, then, by Proposition 5.1, for any v ∈ Γi(τ, x, z, w) we have, for some u ∈ Ai(x),
r ≥ 0 and ζ ∈ ∂Pϕ(x)

〈(ξ,−p), v〉 = p
{

e−λτ (λϕ(x)− 〈ζ, f(x, u)〉 − ℓ(x, u))− r
}

≤ pe−λτ (λϕ(x)− 〈ζ, f(x, u)〉 − ℓ(x, u))

≤ pe−λτ (λϕ(x) +Hi(x, ζ))

≤ 0

Since v ∈ Γi(τ, x, z, w) is arbitrary we can take supremum and we obtain the desired inequality. For
the case p = 0 we can use the Rockafellar Horizontal Theorem and the continuity of Γi to obtain
(27).

Recall that Γi is locally Lipschitz, then (22) holds and so, in particular, by Proposition 4.3 we
have that for any index i ∈ I such that domAi 6= ∅, for any Γi-trajectory γ : [a, b] → Mi with
γ(t) ∈ Mi for any t ∈ (a, b), there exists L > 0 such that

distS∩Mi
(γ(t)) ≤ eLtdistS∩Mi

(γ(a)) ∀t ∈ [a, b].(28)

On the other hand, let x ∈ domϕ and u : [0,+∞) → A measurable. We want to show that
inequality (18) holds for y = yx,u(·). For this purpose we set

T := sup{t ≥ 0 : y(s) ∈ K, ∀s ∈ [0, t]}.

If T = 0 there is nothing to prove, let us focus on the case T > 0.
Let γ : [a, b] → K be a given arc, then we set I[a,b](γ) = {i ∈ I : ∃s ∈ [a, b], γ(s) ∈ Mi}. Note

that for every t ∈ [0, T ], the set I[0,t](y) is finite and

[0, t] =
⋃

i∈I[0,t](y)

Ji(y).

We split the rest of the proof into two parts:

Step 1. Suppose first that each Ji(y) can be written as the union of a finite number of interval,
this means that there exists a partition of [0, t]

π = {0 = t0 ≤ t1 ≤ . . . ≤ tn ≤ tn+1 = t}

so that if tl < tl+1 for some l ∈ {0, . . . , n}, then there exists il ∈ I[0,t](y) satisfying (tl, tl+1) ⊆ Jil(y).
Thus, let l ∈ {0, . . . , n} be an arbitrary index such that tl < tl+1 and il as above. Let xl =

yx,u(tl+1), yl(s) = yx,u(tl+1 + tl − s) and ul(s) = u(tl+1 + tl − s) for any s ∈ [tl, tl+1].
Consider the arc

γ(s) =

(

tl − s, yl(s),−

∫ s

tl

eλrℓ(yl(r), ul(r))dr, ϕ(xl)

)

∀s ∈ [tl, tl+1].

Then, γ(·) is a trajectory of Γil on [tl, tl+1] which starts from γl = (0, xl, 0, ϕ(xl)) and that belongs
to Sil . So by (28), γ(t) ∈ Sil , and we have

ϕ(y(tl)) ≤ e−λ(tl+1−tl)ϕ(y(tl+1)) +

∫ tl+1

tl

e−λsℓ(y, u)ds.

Since the previous estimation is for any l arbitrary and taking into account the fact that e−λ(tl+1−tl) ≤
1, for any 0 ≤ l ≤ n, we obtain

ϕ(y(t0)) ≤ e−λ(tn+1−t0)ϕ(y(tn+1)) +

∫ tn+1

t0

e−λsℓ(y, u)ds,
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which is exactly (18), so the result follows.

Step 2. In general, the admissible trajectories may cross a stratum, infinitely many times in
arbitrary small periods of times. In order to deal with this general situation, we will use an inductive
argument in the number of strata where the trajectory can pass, let us denote this number by κ.
The induction hypothesis (Pκ) is:

Suppose M is the union of κ strata and y(s) ∈ M for every s ∈ (a, b), where 0 ≤ a <
b ≤ t then

ϕ(y(a)) ≤ e−λ(b−a)ϕ(y(b)) +

∫ b

a

e−λsℓ(y, u)ds.

As shown in Step 1, the induction property holds true for the case when κ = 1 because the arc
remains in only one stratum. So, let us assume that the induction hypothesis holds for some κ ≥ 1.
Let us prove it also holds for κ+ 1.

Suppose that for some 0 ≤ a < b ≤ t, the arc y is contained in the union of κ+ 1 strata on the
interval (a, b). By the stratified structure of K, we can always assume that there exists a unique
stratum of minimal dimension where the trajectory passes, we denote it by Mi and by M the
union of the remaining κ strata. Note that, Mi ⊆ M and M is relatively open with respect to M.
Two cases have to be considered:

Case 1: If statement (i) of (H3) holds, then the map x 7→ f(x,A) ∩ T B
M
(x) is locally Lipschitz

around Mi ∩M because of (H2). So, by Proposition 4.3 the induction hypothesis holds.
Case 2: If statement (ii) of (H3) holds. Without loss of generality we can assume that

y(a), y(b) ∈ Mi. Therefore, J = [0, t] \ Ji(y) is open and so, for any ε > 0 there exists a par-
tition of [0, t]

b0 := a ≤ a1 < b1 ≤ a2 < b2 ≤ . . . ≤ an < bn ≤ b =: an+1

such that

meas

(

J \
n
⋃

l=1

(al, bl)

)

≤ ε.

with y(al), y(bl) ∈ Ji and (al, bl) ⊆ J for any l = 1, . . . , n. In particular, by the induction hypothesis
we have

ϕ(y(al)) ≤ e−λ(bl−al)ϕ(y(bl)) +

∫ bl

al

e−λsℓ(y, u)ds.(29)

Note also that
n
⋃

l=0

[bl, al+1] \ Ji(y) ⊆ J \
n
⋃

l=1

(al, bl).

Whence, if we set εl = meas([bl, al+1] \ Ji(y)), we have
∑n
l=0 εl ≤ ε.

For sake of simplicity, assume that τ given by Lemma 5.1 is smooth in the whole time interval
(otherwise the same analysis can be repeated in each interval where τ is smooth). By Lemma 5.1
we have that for any l ∈ {0, . . . , n} such that bl < al+1, there exist cl+1 > bl, a map τ : [bl, al+1] →
[bl, cl+1], and an admissible control ũ : [bl, cl+1] → A such that if ỹ is the trajectory associated with
ũ starting from y(bl), then

1. ỹ(s) ∈ Mi for any s ∈ [bl, cl+1].

2. ỹ(bl) = y(bl) and ỹ(cl+1) = y(al+1).

3. τ is piecewise smooth on [bl, al+1] with

(a) τ ′(s) = 1 if s ∈ [bl, al+1] ∩ Ji(y),

(b) ∃δl ∈ (0, 1) such that τ ′(s) ≥ δl whenever s ∈ [bl, al+1] \ Ji(y).
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(c) ∃τ0 = τ0(t, x) > 0 such that sups∈[bl,al+1]
‖τ ′(s)‖ ≤ τ0.

4. ũ(τ(s)) = u(s) for any s ∈ [bl, al+1] ∩ Ji(y).

By Remark 2.1, we have 1 + |y(s)| ≤ (1 + |x|)ecf t for every s ∈ [0, t], so since ỹ is indeed
a trajectory of the control system starting from y(bl), we have |ỹ(s)| ≤ (1 + |x|)e2cf t for any
s ∈ [bl, al+1]. In particular, setting r = (1 + |x|)e2cf t, we have

y(s), ỹ(τ(s)) ∈ B(0, r), ∀s ∈ [bl, al+1].

Let us denote J li := [bl, al+1] ∩ Ji(y) and J l := [bl, al+1] ∩ J . Recall that [bl, al+1] = J li ∪ J l.
Therefore, by assertions 3.(a) and 3.(b) we get

ϕ(y(bl)) ≤ e−λ(cl+1−bl)ϕ(y(al+1)) +

∫ cl+1

bl

e−λsℓ(ỹ(s), ũ(s))ds.(30)

Note that by 3.(c) we have that s− εl ≤ τ(s) ≤ s+ εlτ0 and

∫ cl+1

bl

e−λsℓ(ỹ(s), ũ(s))ds =

∫ al+1

bl

e−λτ(s)ℓ(ỹ(τ(s)), ũ(τ(s)))τ ′(s)ds.

On the other hand, note that by (d), |ỹ(τ)− y| = 0 on J li . Therefore, since y and ỹ(τ) are bounded
on [bl, al+1], and ℓ is locally Lipchitz, there exists Lℓ = Lℓ(t, x) > 0 such that

∣

∣

∣

∣

∣

∫

Jl
i

e−λτ [ℓ(ỹ(τ), ũ(τ))τ ′ − ℓ(y, u)] ds

∣

∣

∣

∣

∣

≤

∫

Jl
i

Lℓ|ỹ(τ)− y| = 0.

and by (Hℓ), it comes that:

∣

∣

∣

∣

∫

Jl

e−λτ [ℓ(ỹ(τ), ũ(τ))τ ′ − ℓ(y, u)] ds

∣

∣

∣

∣

≤ 2cℓ(1 + rλℓ)τ0εl.

Thus, setting L := 2cℓτ0(1 + rλℓ) we get

∫ cl+1

bl

e−λsℓ(ỹ(s), ũ(s))ds ≤ eλεl
∫

Jl
i

e−λsℓ(y, u)ds+ Lεl.

Therefore, since ℓ ≥ 0 and by (29) and (30) we get

ϕ(y(bl)) ≤ eλεl
(

e−λ(al+1−bl)ϕ(y(al+1)) +

∫ al+1

bl

e−λsℓ(y, u)ds

)

+ Lεl,

≤ eλεl

(

e−λ(bl+1−bl)ϕ(y(bl+1)) +

∫ bl+1

bl

e−λsℓ(y, u)ds

)

+ Lεl.

In the case bl = al+1 this inequality trivially holds by (29). So, using an inductive argument we
can prove that

ϕ(y(b0)) ≤ eλ
∑n−1

l=0 εl

(

e−λ(bn−b0)ϕ(y(bn)) +

∫ bn

b0

e−λsℓ(y, u)ds

)

+ L

(

n−1
∑

l=0

εle
λ
∑l−1

k=0 εk

)

,
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and using (30) on the interval [bn, an+1] we get

ϕ(y(b0)) ≤ eλ
∑n

l=0 εl

(

e−λ(an+1−b0)ϕ(y(an+1)) +

∫ an+1

b0

e−λsℓ(y, u)ds

)

+ L

(

n
∑

l=0

εle
λ
∑l−1

k=0 εk

)

.

Finally, by the definition of b0 and an+1 we finally get

ϕ(y(a)) ≤ eλε

(

e−λ(b−a)ϕ(y(b)) +

∫ b

a

e−λsℓ(y, u)ds

)

+ Leλεε.

So, letting ε → 0 we obtain the induction hypothesis for κ + 1. So (18) follows easily from the
induction hypothesis and the proof is completed.
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