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Discrete Mathematics and Theoretical Computer Scidnd®97, 69-98

E-unification by means of tree tuple
synchronized grammars

Sébastien Limet and PierreslR/

LIFO - Universie d'Orléans, B.P. 6759, 45067 @dns cedex 2, France
E-Mail: {/inmet, rety} @ifo.univ-orleans.fr

The goal of this paper is both to give @htunification procedure that always terminates, and to decide hititfya

For this, we assume that the equational theory is specified by a confluent and constructor-based rewritargystem,
that four additional restrictions are satisfied. We give a procedure that represents the (possilgy g#ftrof solu-
tions thanks to a tree tuple synchronized grammar, and that can decide uporilityiffetnks to an emptiness test.
Moreover, we show that if only three of the four additional restrictionssatisfied then unifiability isndecidable.

Keywords: E-unification, narrowing, tree languages, decilitgb

1 Introduction

First orderE-unification [1] is a tool that plays an important role in automated deduction, in particula
in functional logic programming and for solving symbolic constraints (see Baader and&ieffor
an extensive survey of the area). It consists of finding instances to varihlaliemake two terms equal
modulo to an equational theory given by a set of equalities, i.e. it amounts to solving an equation (called
a ‘goal’). GeneralE-unification is undecidable and may have infinitely many solutions. This is why
E-unification procedures, like narrowing, often loop, enumerating an infinite set of unifiers or éngput
unproductive branches [3, 4, 5, 6, 7, 8, 9, 10]. From the programming point of view, it is very important
to avoid infinite loops when possible.

When solving equations in a computation (of a functional logic program, for instance), ntbettofie
itis not interesting to enumerate the solutions. It is more important to test whieéheguation has at least
one solution (unifiability test), and to have a finite representation of the sodutidre first point allows
us to cut off unproductive branches, and the second avoids the generation of an infinitesekitamfis.

We have several aims in this paper. First, we want to define restrictions amtfiation problem
that ensure the decidability of unifiability. In addition to the confluence amdtcactor-based property
of the rewrite system that represents the equational theory, there are four othetioestshown to be
necessary in deciding unifiability (i.e. if any of them are not satisfied, unifiability is undecidable). Thus,
these restrictions define a limit between decidability and undecidability of unifiability. Our second goal
is to give ank-unification procedure that never loops when our restrictions are verified, and that decides
upon unifiability. The problem is that theories defined in this framework may be infinitary, i.e. for some
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goals the set of solutions cannot be described by a finite complete set of unifiers. Sodwaewae in
which to represent infinite sets of substitutions.

A solution being defined by the instances of the variables of the goal, i.e. by a tuptensf, and terms
being trees, the set of solutions can be viewed as a tree tuple language. To déssilideguage, we
introduce arad hockind of grammar, the Tree Tuple Synchronized Grammars (TTSG). Their particularity
is the notion of synchronization, i.e. the fact that some productions must be applied anthersa. For
this reason TTSGs can define languages {ike:' (0), b°(0), ¢'(0))}. The class of languages defined by
TTSGs is larger than we need, and does not have nice properties. Fortunately,nethidold many
TTSGs from a unification problem, and the recognized languages have particular properties:

« their intersection is a language recognized by a TTSG, and
e emptiness is decidable.

As Example 8.8 shows, symmetric binary trees appear to be the solution to somatiomificoblem that
satisfy our restrictions. Therefore, introducing a new kind of grammar wesssary because, as far as
we know, there is no standard grammar or tree automaton technique that can express thteisymmary
trees, and whose emptiness is decidable.

Some authors have already used tree languages to represent infinite sets of solutromsantple
inGilleron et al. [11], they are used to solve set constraints, but without synchronization. The notion
of synchronization has already appeared in string grammars, for example, as in paraliunicating
grammar systerns [12] and in tree grammars [13]. However the TTSGs are notadiémtine coupled
context-free grammars of Guan al. [13] because we need a finer control of synchronizations which is
achieved thanks to a tuple of integers. The following example explains the principle pfangdure.

Example 1.1 Consider the TRS that defines the functifrasd g
3,

Fls(s(2)) = f(2), f(p(x)) > f(x), £0) 20,
g(s(2)) = s(g(@)), 9(0) >0

and the goalf (¢(x)) = 0.
Step 1.The goalf(g(z)) Z0is decomposed into three parig) < y1. fy2) < y3 and0 < Ya,

wherey,, y2, y3, y4 are new variables. The set of ground data-solutiong of Z y1 can be considered
as an infinite set of pairs of terms defined{l§# , ¢2)|¢(t2) —* ¢1}. This set is considered as a language
(say L1) of pairs of trees where the two components are not independent. In the same way, the set of

ground data-solutions of (y2) < y3 can be viewed as the language (s8y) of pairs of trees that
describes the s€f(t1,t2)|f(t2) —* ¢1} and0 can be viewed as the language (3 of 1-tuple reduced
to {(0)}. These languages can be described by TTSGs. The grammars are computed from the rewrite
system and the goal.

Step 2.0nce these three TTSGs are constructed, the initial goal is re-composed by two steps. First, the

languageg’; and£, are combined to get the languageg of the ground data-solutions ¢f g()) Z Y3
This is done by computing a special kind of intersection between two TTSGs that correspthred®in
operation in relational databases. The result is a TTSG that describes the language of dfipless
defined by{(t1,%2,t3)|(t2,t3) € £1 and(t1,t2) € L2}, In other wordsg, is the result ofy(x) when
instantiatingz byts; moreovert, belong to the definition domain of the functignandt; is the result
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of f(t2), i.e. of f(y(ts)). Secondly, the TTSG &L is combined with the TTSG gf in the same way.
We get a TTSG that describes the language of triples of ifgedefined by{(¢1,%2,¢3)|t1 = 0 and

(t1,t2,13) € L4}. Asts is an instance of, ¢; is the result off(g(¢3)) and¢; = 0, and we get a
finite description of the ground data-substitutiensuch thair f(¢(z)) —* 0. Moreover, it is decidable

whether the languagés is empty or not. Therefore, we can decide upon the unifiabilifyf @fz)) < 0.
Soundness and completeness of the method come from

o the correspondence between narrowing and the derivations of TTSGs built by Step (it l6en),
as well as soundness and completeness of narrowing of the confluent constructor-baised re
systems (Theorem 2.1), and

¢ soundness and completeness of the intersection algorithm (Theorem 7.9).

Decidability of the emptiness of languages recognized by TTSGs built from unification problems (The-
orem 8.6), comes from the following facts. The number of leaves of the computations (the te=e tupl
derived from the axiom) is of course not bounded. However, when considering a TTSG thafmmmas
unification problem, and thanks to the control, the leaves of any computation can be dnasabsets,
calledtransclasse¢Definition 7.3), whose size is bounded. Then by pumping techniques, emptiness can
be tested.

This paper is organized as follows. Sect. 2 recalls some basic notioewifing techniques. Sect. 3
describes related work on the decidability of unifiability. Our restrictionga@n in Sect. 4, where some
undecidability results are also given. The TTSG is defined in Sect. 5, artd/thsteps of our algorithm
are respectively given in Sects. 6 and 7. Then Sect. 8 sets our diéitydaisult. Sect. 9 concludes the
paper, and discusses future extensions to this work.

2 Preliminaries

We recall some basic notions that concern g techniques. For more details see Dershowitz and
Jouannaud [14].

Let X be afinite set of symbols arid be an infinite set of variable$yy is the first-ordetermalgebra
overY andV. X is partitioned in two parts: the sgt of function symbolsand the sef of constructors
The terms ofl¢ are calleddata terms A term is said to bdinear if it does not contain several times
the same variable.

Let ¢t be a term,O(t) is the set ofoccurrence of ¢, t|,, is the subterm of at occurrence:, and
t(u) is the symbol that labels the occurrencef t. t[u + s] is the term obtained by replacing in
t the subterm at occurrenaeby s. A substitutions is a mapping froml” into Txy whose domain
D(o) = {x € V|ox # x} is assumed to be finite. It is trivially extended to a mapping ffBf v
to Txuy. A data substitutior is a substitution such that, feach variable:, oz is a data term. The
operator. denotes the composition of substitutioasyqy,,, is the restriction ot to the set of variables
of ¢.

In the followingz, y, z denote variables, ¢, [, r denote termsf, g, h function symbols¢ is a construc-
tor symbol,u, v, w are occurrences, ardd are substitutions.

We generalize the occurrences (as well as the above notation) to tuples in tieerfglivay: letp =
(p1,...,pn) atuple,¥i € [1,n] pl; = p;, and when they,’s are termsp|; , = p;|w. Moreover, we
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define theconcatenatiorof two tuples by(¢1, ... ¢,) * (¢, ...,t0.) = (t1, ..., tn, 1, ..., ¢,,) and the
component eliminatioby (t1,...,%;, ..., t)\s = (t1, ..., tic1, tig1, - -y tn)

A Term Rewrite System (TRS) is a finite set of oriented equations called resutés orrules; Ihs
means left-hand side artis means right-hand side. For a TRS the rewrite relationis denoted by
— r and is defined by — g s if there exists a rulé — r in R, a non-variable occurrenaein ¢, and a
substitutions, such that|, = ¢l ands = t[u « or]. The reflexive-transitive closure e$r is denoted
by —%. and the symmetric closure e$}; is denoted by=g.

A TRS is said to beonfluentf ¢ —%, t; andt —%, t» impliest; —7%, t3 andt, —% t3 for somets.
If the lhs (resp. rhs) of every rule is linear, the TRS is said tdefie (resp.right-)linear. If it is both
left and right-linear the TRS is said to kinear. A TRS isconstructor based every rule is of the form
f(t1,...,tn) = r, where the,’s are data terms.

The (data)-substitution is a(data)-R-unifierof ¢t and¢’ if ot =g ot’. The setS of substitutions is a
complete set of (datalg-unifiersof ¢ and¢’ if it contains only (data)k-unifiers oft andt’, and for each
(data)R-unifiers of ¢ andit’ there exist € S and a substitutiop such that =g p.6. The theory defined
by the TRSR isfinitary if every pair of terms has at least a finite complete sdt-afifiers. Wheniz = §§
the most general unifier is denotadgu.

t narrowsinto s, if there exists a rulé — r in R, a non-variable occurreneeof ¢, such thatt|, = ol
whereo = mgu(t|y,l) ands = (ot)[u < or]. We writet ~+,, ;. -] s, and the relation- is called
narrowing

Theorem 2.1 TRSR being confluent and constructor based, the set of data substitutisnsh that
o there exists a narrowing derivation
7T 7 [
to =g~ )t =8~ ...~ 0 = 1,

such that,, and¢, are unifiable by the mgé,

* andO' = 90’n .. 0'1|Var(tD)UVar(t{])

is a complete set of dat&-unifiers oft, andij,.

This is a consequence of the lifting lemma [3]. Note that the terminatioR f not required here
because we look only for data solutions, which are in normal form. Sdoneot need to normalize them
before applying the lifting lemma.

3 Related Decidability Results

In term rewriting, some authors have already established decidabilitggdsu unifiability, assuming
some restrictions on the TRS. The first result assumed the rewrite system to be: grou rdulicg][3]
extended it to rewrite systems whose rhs’s are either variables or groursd tditra [16] allows rhs’s to
be data terms). Actually, these results are very restrictive be¢hag forbid recursivity.

Christian [17] defines a new criterion: every rewrite rule’'s Ihsis ffét{, . . ., s,,) is flat if Vi € [1, n],
s; IS elther a variable or a ground data term), and the rewrite rules are oriented by a welldaudeeng.
Comonet al. [18] show that decidability also holds for shallow rewrite systems (thessifieewrite rules
have variables occurring at a depth of at most one). Nieuwenhuis [19] extends Hlog/ ghaories to
standard theories that allow non-shallow variables.
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The restriction of Kapur and Narendran [20], extended by Mitra [16] imposes thatdoy mile, every
subterm of the rhs having a function symbol on top is a strict subterm of the |hs. For altéisérsetions
the theory is finitary, i.e. there always exists a finite complete set of unifdwst decidability proofs are
thus based on the fact that there exists a complete narrowing strategy whobkespearcis always finite.

As regards non-finitary theories, a decidability result is established by Mitra [16, 21] for constructor-
based rewrite systems, assuming that, for every function syfbloére is at most one rewrite rule among
the rules defining’ that does not have a data term as the rhs. Moreover, this rhs must contain only one
function symbol, and the subterm rooted by this function is flat in the sense of Christ]ai flahks to
the notion of iterated substitution, Mitra is able to represent finitely the infinitefaatifiers and decide
upon unifiability.

Kaji et al. [22] give a procedure that, when it terminates, decides upon unifiability by means of tree
automata. They assume linearity for the goal, right linearity and (neaftyf)dearity for the TRS. Un-
fortunately, their procedure does not represent the set of solutions, and does not terminatgdorda e
like {s(z)+y — s(x+y), 0+ 2 — =} because of the superptisn of s(x) with s(z + y). Note that our
algorithm works (and terminates) for this example when solving linear equations, sinoestriations
are satisfied (see Sect. 4).

FalRbender and Maneth [23] give a decision procedure for unifiability without representing the set of
solutions. However, they need very strong restrictions. Only one function can be defirtedyery
constructor and every function is monadic (i.e. admits at most one argument).

4 Additional Restrictions and their Need

The four additional restrictions are:
1. Linearity of rewrite rulesevery rewrite rule side is linear.

2. No oy, if a subtermr of some rhs unifies with some lligafter variable renaming to avoid con-
flicts), then the mgw is actually a match from into .

3. No nested functions in rhs’sin a right-hand side, a function symbol does not appear below a
function symbol. For exampld, andg are nested irf (¢(«)) but notine(f(x), g(y)).

4. Linearity of the goalthe goal does not contain several occurrences of the same variable.

These restrictions together define a class of rewrite systems incomparabkhege of related work,
and they allow non-finitary theories. For example, the rewrite sy$ts(z)) — f(z), f(0) — 0}. The
(even minimal) complete set of solutions, and also the narrovéarch space, may be infinite.

To show that the above restrictions are necessary all together to getdidalility of unifiability, we
prove that if one of them is removed, then there exists a rewrite system satisfgiother three, and that
encodes a well-known undecidable problem, the Post correspondence problem.

Definition 4.1 Post Correspondence Problem (Post 1946)
Let A andC be finite disjoint alphabets angl and ¢’ be two morphisms fromi* to C*. The Post
correspondence problem forand¢’ consists of finding a non-empty sequence A™* such that(«) =

¢’ ().
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Theorem 4.2 There exists no uniform algorithm for solving the Post correspondence problem. The prob-
lem remains undecidable wheérand¢’ are injective.

We use the following code: givett = {a, ..., a,}andC = {¢1, ..., ¢}, toeachy; € A (resp.e; €
() we associate the unary symbagl (resp.c;). The constantL represents the end of words. Thus,
the wordabc is represented by the terafb(c(L))). If w denotes the wordbe, w(.L) denotes the term
a(b(c(L))). Inthe proofsL will sometimes be omitted to simplify the expressions. We need to represent
prefixes, i.e. beginning of words whose end is unknown. To do this we use non-ground terms, for example,
the terma(b(c(x))) denotes the prefixbe.

Lemma 4.3 Linearity of rewrite rules is necessary to decide unifiability.

Proof.Let R; =
{ fa@) = wlf@) FlaE) -
) =L ) =L
h(x) = oz, f(z)) K(x) = <
wherew; andw; respectively denote(a;) and¢’(a;).
Ry respects all the restrictions but linearity. Obviouglyencodess andf’ encodes)’. Then for any
wordsa, § € A*, the value ofh(«) (resp.h’(5)) is c(«, ¢(«)) (resp.c(5, ¢'(5))). Thereforeh(a) =
K (3) impliesc(a, ¢(a)) = ¢(8,¢'(F)), and sow = 3 and¢(a) = ¢’(«) because is a constructor.
Thus, looking fora: and 5 different from L such thath(«) =g, »'(3) amounts to solving the Post
correspondence problem.
If we can decide unifiability under restrictions 2—4, we can do it for any linear goal, then for all the goals
¢ = h(ai(2)) < h(a;i(y)) (¢ = 1,...,n). This amounts to deciding the unifiability 6f«) = h(5)
forbiddinga = L andg = L. This is therefore impossible. |

Lemma 4.4 Forbiddingo;,, is necessary to decide unifiability.

Proof. The following rewrite system comes from Domenjoud [24]. Eet=
{ flai(@)y) = wilf(@a@)li=1,..n
Flai@),y) = WP a@) [i=1. .n
Ly = hly)  F(Ly)—h(y) }
wherew; andw; respectively denote(a;) and¢’(a;).

The funct|onf encodesp, and the second argument save the reverse of the word for whshom-
puted, i.e. for any word: € A*, f(«o, L) =* ¢(a)(f(L, @) = ¢(a)(h(@)), wherew is the reverse of
a. For example,

flar(az(L)), L) = wi(f(az(L), ai(L1)))
= wi(w2(f(L, az(al( )
= wiwz(h(az(ai(L1)))))
For the same reasong(3, L) —* ¢'(8)(h(3)).

Therefore, f(a L) = f'(7, L) implies ¢(a)(h(@)) = ¢'(3)(h(7)), and thend(a) = ¢'(5) and
a = f. Thus,¢(a) = ¢'(«), i.e. solvingf(a, L) = f'(3, L) amounts to solve the Post correspondence
problem, ifo = 1L and@ = L are forbidden.

We conclude this proof in a similar way as the previous one, by considering the linear goals

e = flai(x), L) = fllai(y),L),i=1,...,n
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Lemma 4.5 Forbidding nested functions is necessary to decide unifiability.

Proof. Let Rz =

{ flai(e),hy)) = wilf(x,0i() |i=1,....n
flai(z), hly))  — wi(f'(z, gz(y)))llzl X
F(L, h(y)) S h(y) F(LA() - ()
9i(y) = NMai(y)]i=1,...,n 1

wherew; andw! denote respectively(a )and¢>( i)

This rewrite system looks like the previous one, except that the second argument appearingainder t
constructor:, which avoidsr;,,’s but introduces nested functions. Since the nested fungt{ghrewrites
into 2 (a; (y)), we get the same situation as in the previous proof if we consider the goals

e = flai(), h(L)) = Flai(y), h(L1), i=1,...,n

]
Lemma 4.6 Linearity of the goal is acessary to decide unifiability.
Proof.Let R, =
{ fla(@) = wilf(x) flai(@) = wi(f(e))]i=1...n
=L [ZES I 1
wherew; andw; respectively denote(a;) and¢’(a;).
We consider the non-linear goals= f(a;(z)) = fai(z)) fori=1,...,n. 0

5 Formal Definitions of TTSGs

Only formal definitions are given here. For motivations and examples see Sects.76 and
NT is afinite set of non-terminals and the terminals are the constructors of the sigrhéper. case
letters denote elements BfT".

Definition 5.1 A productionis a rule of the formX => ¢, whereX € NT andt € Teunr. A pack
of productionsis a set of productions coupled with a non-negative integer (cédee) and denoted
{Xl =>t1,..., X, => tn}k-

e Whenk = 0 the pack is a singleton of the forfiy => ¢(¥1,...,Y,) }o, Wherec is a constructor
andY,...,Y, non-terminals. The production is sdige and is written more simply a&; =>
C(Yl, . ,Yn)

e Whenk > 0 the pack is of the forrd X, => Yi,..., X,, => Y, }«, whereYy, ... Y,, are non-
terminals. The productions of the pack are said teyoehronized

Definition 5.2 A tuple of controlis a tuple of non-negative integers.
Definition 5.3 A TTSGis defined by a 5-tupleSz,C, NT, PP, TT), where

e Sz is a positive integer that defines the size of tuples of control,
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C is the set of constructortefminalsin the terminology of grammars),

o NT isthe finite set of non-terminals,

P P is afinite set of packs of productions of a level less than or equ&t to

T isthe axiom ofthe TTSG. Itisatuplély, ct1), ..., (I,, cty)), where every; is a non-terminal
and everyt; is aSz-tuple of control that may contailis and_L’s.

| means that this component of the control is not used. In facis the number of intersectionsl used
to build the grammar. This is why in Sect. 6, no intersections betw@&GE having yet been computed,
the tuples of control are 1-tuples, i.e. non-negative integers.

A computation of the grammar is a tuple of trees derived from the axiom by applying productions.
In a computation, a tuple of control is associated with eamtr-terminal occurrence. The control is for
simulating variable renaming within narrowing. At this moment, single integens suffice, but we need
tuples of integers in order to get stability of TTSGs by intersection.

Intuitively, a free productiotX’ => ¢(Y7,...,Y},) can be applied as soon Asappears in a computa-
tion of the grammar, and thén, . . ., Y,, preserves the same control.ds On the other hand, a pack of
productiond X; => Yi,..., X,, => Y, }, can be applied iff{,, ... X,, occur in the same computation

and thekth components of their controls are identical (and arelnofThe X;’s are then replaced by the
Y;’s, and thekth component of control is set to a new fresh value.

Definition 5.4 The set ofcomputation®f a TTSGGr = (Sz,C, NT, PP, TI), denotedC omp(Gr),
is the smallest set defined by:

o TTisinComp(Gr),

o if tpisinComp(Gr) andtp|, = (X, ¢t), and the free productioN => ¢(Y3,...,Y,)isin PP,
thentplu < c¢((Y1,ct), ..., (Y, ct))]isin Comp(Gr),

o if tpisin Comp(Gr) and there exisk pairwise different occurrences, . . ., u, of ¢{p, such that
Vi € [L,n] tplu, = (Xi,ct;) andet;|r = a (@ € N), and the pack of productionsX; =>
Yi,.., X, => Yotk € PP, thentpluy; < (Y1, cti[k < b])] .. . [un < (Yo, ctnlk < b])] (Where
b is a new integer) is i omp(Gr).

The symbol=> also denotes the above two deduction stepieravationof G'r is a sequence of compu-
tationsI'] => tp; => ... => ip,.

Theith componenbf a TTSG denotes any tree appearing asttheomponent of a computation.

Definition 5.5 The languagescognizedy a TTSGGr, denotedRec{ Gr ), is the set of tuples of ground
data terms”omp(Gr) N TF.

6 Step 1: Transformation of a TRS into TTSGs

This is the first step of our method. In the rest of the paper, the TRS is assumed to lhemoafid
constructor-based, and satisfies restrictions (1)-(4). The aim is i@ddahe TRS and the goal into
several TTSGs that simulate narrowing.
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TTSGs contain only regular productions (free productions) and synchronization constraints (synchro-
nized productions). This isszause, thanks to the restrictions, we have to simulate only plartitarrow-
ing steps:

o We start from a linear term, since the goal is linear. Consider the nargostept ~(, ;. o]
t' = (ot)[u « or], wheret is linear. Nowt' = ot[u « r] because there is ng;,, and then
t' = t[u + r] because is linear. Thus, the resulting terthis simple ¢ does not apply), and can
be easily expressed by a grammar. This property is still preserved agmying a narrowing step
ont’, sincet’ is linear thanks to the linearity of

o Nested functions on rhs’s may creatg, as shown in the proof of Lemma 4.5.
o Consider now the narrowing derivation

to ~o 1t~ o o] Tn

The narrowing substitutions are composed of subterms of |hs's.  rg' not linear, then it may
be that the ternr, ... oz contains2” times the same variablg In other words, the number
of variables that must be replaced next by the same term ibwatded. This cannot be easily
expressed by a grammar.

Without the restrictions, we would get context-sensitive productions whose emptioekslve undecid-
able.

Consider again Example 1.1. For this example, three TTSGs will be constructed: gfie)fane for
f(y=) and one fo0. Intuitively, the TRS and the goal are considered as a kind of tree automatont(in fac
several automata), where states are the occurrences of the terms aitibmage subterm relationships
and unification relationships. The idea is to extract tree grammars from tbmata. Recall that the
terminals of the grammars are the constructors.

6.1 Non-Terminals

To each occurrence of each term of the TRS and the goal we assoni@ateterminal. Next the produc-
tions will be deduced from subterm relations and syntactic unificatiémseach rewrite rule(see Figure
1):

e to eachnon-variable occurreneeof the lhs (resp. rhs) is associated the non-termifaresp.R?),
except when: = ¢, where we even associat®, to the lhs,

¢ to the occurrences of variablesy, . .. are associated the non-terminalé, Y? . ... There is an
exception whemr is on a rhs and is the leaf of a branch that contains only constructors. In this case,
we associat&””. This avoids confusion between the occurrencesiafthe lhs and rhs.

In the same way, for the goal:

e the non-terminal, (respG”) is associated with eaafon-variable occurrence of the Ihs (resp.
rhs) of the goal,

o the non-terminal&™, Y, ... (respX”,Y",...) are associated with the occurrences of the variables
z,y,...ofthe goal.
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NT(t,u) denotes the non-terminal associated with the occurrerde.

An additional non-terminall!, (resp.A”) is associated with the non-variable arguments of the function
of the goal (here, occurrence 1f(y(=)) to encode the variablg). ¢ being a side of the goall N T'(¢, u)
denotes the additional non-terminal associated with the occurteote

R'f 5 f R! Rfi—z" f R? R =+ 0 R
Lt Is x Xt L? i3 xx? L0
L},lls X2 X GLf =, 0 G’
X1ix 4 5 5 G !3 All
R'9 > lng R29 T 0 R |
L‘1‘|S g R L70 X
o
Fig. 1:

6.2 Productions

Two kinds of production are deduced from the TR®&e productionsre similar to the productions of
regular tree grammars. These productions generate constructor symbols and are deduced fnom subte
relations. The second kind of productions syachronized productionand they come from syntactically
unifiable terms. These productions are empty (they do not produce any constructors).

6.2.1 Explanations

The way in which the productions are deduced is motivated by narrowing techniques.the@orre-
spondence between rewriting and narrowing (lifting lemma [3]), the languége$- of Example 1.1
are the ground instances of the data solutions computed by narrowing. This is why we loakéaving
possibilities. For instance, the subtegi) of the rhs of Rule (4) in Example 1.1 unifies with the Ihs of
the same rule. Therefore, the narrowing St€p) ~(c ,, s s (=) S(g(*')) is possible. This step achieves
two operations: it maps the variahld€o s(z'); and it sets the result of the narrowing step{g(z')).

From the TTSG’s point of view, this narrowing step is simulated as follows. Theesulf(x) is
represented by the non-termirfé (see Figure 1) and the variabléy X*. Therefore, the paifR}, X*)
encodeqg(z), ). The fact thay(z) unifies withg(s(z’)) (the renamed version of the lhs of Rule 4)
is encoded by the empty productidif = R?. The fact that the previous unification instantiatets
encoded by the empty productioff = L. To force these two operations to be achieved at the same
time, the two productions are synchronized in the pack of producfiéfis= R? X* = L%}. Thus,
whenitis applied otiR, X*), we get(R?, L}), which means that the unification is about to be done, and
therefore so is the narrowing step, but the new constructors produced by the unifioatibie aarrowing
step have not yet appeared.
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This is the aim of the free productions deduced from subterm relationships. In our example,ewe hav
just narrowedy(z) on top with Rule (4), and we gefg(»')). So the narrowing step generates a term with
the constructos on top whose argument is the function gglt’). This is encoded by the free production
R! = s(R1). In the same wayy is instantiated by(z’) which is encoded by the free production
L1 = s(X*). The narrowing step is achieved entirely by the derivation

(RE, L) = (s(RY), L) = (s(RY), s(X™))

One can easily see that a second application of Rule (4] g')) can be simulated by again applying
the pack of productions and then the two free productions.

6.2.2 Making Productions

Free productionsFor any ternt in the TRS or in the goal and any constructor positidn ¢ (i.e.t(u) is
a constructor), we create the free producthoii (¢, u) = t(u)(NT(t,u.1),..., NT(t,u.n)) wheren is
the arity oft(u). In our example, we get:
L% = S(Lil)’ L%.l = S(Xl)’ L% :>p(X2), L? = 0’ R? = Oa
L= s(X"), R!=s(R}), L} =0, R2=0, Gr =0
Synchronized productionBor all |, and/’ syntactically unifiable, we create tpack of productions
(i.e. the set of synchronized productions)
{NT(r',u) = NT(F ¢), NT(r' uwvi)= NT{l v),...,
NT(r' wwy) = NT(l v,)}
wherew,, ...v, are the variable occurrences df,. Note that if¢ = mgu(ri|,, ), from theo;,
restriction we know thatri |, = 17, thereforev,, . . ., v,, are also occurrences bf
For our exampley! unifies with{!, (? and(2, which gives the synchronized productions

{Rt = Ry, X' = Li}, {Ri = R3, X' = Lt} {R{ = R2, X' = Li}
72 also unifies withi*, 12 and?3, so we get
{RZ= R, X°= Li}, {RI= R} X? = Li}, {R! = R}, X* = LP}
Finally, »*|; unifies withi* andi®, so we get
(Rl = R, X* = L1}, (Rl = R}, X* = LY}

To generate the synchronized productions coming from the goal, remember that we cgfigigler
g(z) and0. For each function occurreneeof the goalt such thati(u) = 7 (c) (i.e. t(u)(z1, ..., 2,)
unifies withl?), we create the synchronized productions:

{NT(t,u) = NT(l7,¢), ANT(t,u.l) = NT(91),...,
ANT(t,un) = NT(/, n)}
The language derived frod 7'(¢, ) expresses the terms issued by narrowing ftom (1, ..., z,),

while the languages derived fromNT'(¢, u.i) express the instances of the fictitious variabies In
Example 1.1f(y-) unifies with/*, {? and{?; this gives the synchronized productions

{Ge= RL AL = Li}, {Ge= R2 AL = L3}, {Ge= B2 AL = L3}
¢(z) unifies withi* and/®, so we get
{6 = RLX' = L1}, {Gy = R X! = L}
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Note that, within the goal, the argument of the function sympbisl a variable, therefore we do not need
an additional non-terminal’, , for it.

6.3 Productions to Express Ground Instances

The languages we want to express are the ground data instances of the solutions provided by narrowing.
The productions described so far express the solutions provided by narrowing. Let us see on a@ exampl
of the problem. We consider the rewrite rule

fla) =0
and the termy(y). The productions associated with this problem are
R!=0,{G' = RLY = X1}
From the paif(GL, Y) which representéf(y), y), we get the derivation:
(GLY) = (R, XY = (0,X7)

No more production is applicable, therefore from a grammar point of view, this language is esoptisb
of the non-terminak''. The meaning of this derivation is thAty) narrows ta) for any value ofy. Since
we are only interested in ground data solutions, the non-termitiatas to be derived into any ground
data term. For this, the grammar that generates any teffa &fconstructed.

A new non-terminald N'Y is introduced, and for all constructarse C, the free productiodt NY =
c(ANY,... , ANY) is created. The variables concerned with the problem are any varigbégpearing
on the lhs of the rewrite rule but not on the rhs, or variables appearing in the goal in & Brahcontains
only constructors. For all these variables the produclién=- ANY is created. For technical reasons,
this production is considered as synchronizestause it does not generate any constructors.

In the previous example, the only production created4arY is ANY = 0, becausd is the only
one.X' = ANY is created forX'. Thus, the derivation terminates as follows:

(0, X1) = (0, ANY) = (0,0)

In fact, the problem we just solved may be more complicated if a rewrite rule héarthe

2
f(x) = s(x)
because in this case, we have to simulate that:tbecurring on the lhs and the occurring on the rhs
must be instantiated by the same ground data term.
This can easily be simulated thanks to some synchronized productions, as follows (intnodtithe
control is necessary to understand why these productions work well):

e Ve € C the free productiond N Y5, = c(ANYR,,,...,ANYE, ) and
ANY¢ . = c(ANYY,,, ..., ANY{,,) are created.

o For all integers between 1 and the maximal arity of the constructors¥and C, the synchronized
productions{ ANY% . = ANYS . ANY] = ANY¢,  } are created.

es)

The variables concerned with this new case are those appearing in a branch onthehgwfite rule
which contains only constructors. For each of these variaBleand for each constructer € C, the
synchronized productions\”’ = ANYE,,, X/ = ANY¢,, } are created.
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Now consider the ternf(y). If the only constructors are, s, the productions associated with this
problem are

{GL= R2 Y = X2}, R? = s(X"?)
{X"? = ANYJ.,, X? = ANY{?, 3, {X"? = ANYS,,, X? = ANYE, )
{ANYRQSS :> 0’ ANY&(M‘ :> 0}’ {ANYRSSS :> S(ANYRles)’ ANY&(M‘ :> S(ANYVl(M‘)}
{ANYRles :> ANYRQSS’ ANY‘}(M‘ :> ANY&(M‘}’ {ANYR}SS :> ANY&@S’ANY‘}(M‘ :> ANY&(M‘}

From the pail(GL, Y'), which representgf(y), y), a possible derivation is:
(GLY) = (RZ, X?) = (s(X), X?) = (s(ANYR,,), ANYY,,)
= (s(s(ANYg,,)), s(ANY,,)) = (s(s(ANYR,,)), s(ANYP,,)) = (s(s(0)), 5(0))
6.4 Grammars

Many productions have been deduced from the TRS and the goal. Let us now define the grammars that ar
constructed with them. All the grammars considered have the same t&siftheaconstructors), the same
non-terminals, and the same productions, as defined before. Just the axioms (tuples of notsjermina
are different. Note that the grammars could be optimized by removingeachabl@on-terminals and

non-usable productions. For Example 1.1 we get the grammars:
o Grl defined by the axioniGL, A} ), which generates the language,

€

o (7! defined by the axioni*} , X'), which generates the language,
o Gr! defined by the axiondGG7), which generates the language.

Here is an example of derivation foir!:

This encodes the narrowing derivation

F(W2) ~le 1 yasrs(s(e)] F(21) ~e2,00mp(@2)] F(22) ~1e,3,00050] 0

where the resulting term 5 andy, is instantiated by (s(p(0))).

In the general case, the definition of the grammars (i.e. of theirs axigradittle technical bcause of
the constructors that may appear in the goal. Belowy; [ denotes the set of occurrences appearing along
the branch going from to v; (v; is not included). For eachon-variable occurrence of the |hs/ (resp.
rhsr) of the goal such that = ¢ or u is just under a function, lefv,, . . ., v,} (exhaustive list) be the
occurrences appearing undersuch that for each

¢ the brancHhu, v;[ contains only one functiofi andv; is just undetf,
e Oru; is avariable occurrence and the brafehy;[ contains only constructors.

We create the gramma#r!, defined by the axio\NT'(l, u), ANT({, v1), ..., ANT(l, v,))) (resp.G%,
defined by the axiotWNT'(r, u), ANT(r, v1), ..., ANT(r, v,)))).
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6.5 Control

Synchronized grammars, as defined previously, are close to regular tree grammars (acldsestp

the coupled grammars of Gua al. [13]), and are easy to use, but unfortunately they cannot encode
our complete problem because they do not take intowatcvariable renamings. Indeed, consider the
rewrite system{ f(c(z, y)) 5 e(f(z), f(y))} and the goalf(x) = ¢, wheret is an arbitrary term. The
Tree Grammar-r! contains the productions! = ¢(X!, Y1) R! = ¢(Ri, R}),{Rl = R}, X! =

LI} R = RL Y= L1}, {G. = R, X' = L1} and the axiom i$GL, X'). A possible derivation of

GrlE is:

(G X') = (R L)
= (c(Ry, RY), L)
= (c(R1, RY), (X1, Y1)
= (e(Re, RY),e(L1, Y1)
= (c(c(Ry, Ry), Ry), ¢(L1, Y))
= (c(c(Ry, RY), Ry), ec(X1, Y1), Y1)

This encodes the narrowing derivation:

(&) ~leme(ery] (F(21), F(11)) ~lerme(eay:)) cle(f(x2), F(y2)), fv1))

The problem now is that botR} andY'! occur twice. One occurrence &f corresponds to the term
f(y2) and the other tgf(y;). In the same way, one occurrenceof corresponds tg, and the other to
y1. Obviously, if f(y1) is narrowedy, is instantiated, whereas ff(y,) is narrowedy- is instantiated.
But using the grammar, the synchronized productipR$ = R!,Y! = L1} can be applied on the
first occurrence of?} and the second occurrence¥of. This means thaf(y.) is narrowed whiley, is
instantiated.

The solution to this problem consists of using an integer number, catletfol, to encode variable
renamings. In a grammar computation, eacm-terminal is coupled with an integer of control, which
is set to a new fresh value when a synchronized production is applied on it. When a free mroducti
is applied, the control number is preserved. Moreover, a pack of productions will be applied only on
non-terminals that have the same control number. For example, the previous derivationfisrirads
into:

(G, 0), (X',0

XL0)) = ((Re, 1), (L1, 1))
R%, ,

By, 1)), (L1, 1)

Ry, 1)), e((X1,1), (Y1, 1))

RL 1)), e((L],2), (Y, 1))

 (R3,2)), (B3, 1)), ¢((L1, 2), (Y, 1))

(( (15,2)), (B3, 1)), e(e((X1,2), (Y1, 2)), (Y1, 1)))

Now the pack{ R} = R!,Y! = L1} cannot be applied in the wrong way.

bl

)
D, (
1) (
),(
2)
2),

6.6 Correspondence Between TTSGs and Narrowing

Let us now prove that there is a one-to-one correspondence between TTSG derivadiorasrawing
derivations. Let us first define some notation and definitions needed to express anchprautts of
this section.
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Given a TTSGGr, a computationp is in simplified formf ¢p cannot be derived by a free production.
If it is not, the simplified form oftp, denoted byp |, is a computation in simplified form derived from
tp by free productions. It is uniqueebause, from the construction of TTSG, there is at most one free
productionz = ¢ for a given non-terminak’.

Each tuple of contratt is here a 1-tuple, i.e. an integdid,. (7 ) denotes the term¥ whose variable
zJ is renamed inta?, .

The next definition gives the way to get terms of narrowing derivatioas (esult of narrowing and
instantiation of variables) and computations of TTSGs.

Definition 6.1 Let tp be a computation in simplified form, and suppose that the gaoal is g'. The
term (that contains no non-terminas3$sociated tap is the tuple issued fromp by replacing every
non-terminal of the form

o (X' ct)byzt,,

o (Ri ct) by Id.(r|,) (note thati(v) is a function),

o (GL,0) by g(u)(AL ,,..., AL ), where Al ,,... Al  are new variables numbered by occur-
rences (note that(w) is a function),
e in the same way(G7,, 0) by ¢'(u)(Ay, 4, ..., A% ), whereA;, 4,..., A} , are new variables num-

bered by occurrences,
o (AL 0)by Al and(A7 0) by AT .
Itis denoted byterms(tp).
In Example 1.1¢erms(s((R},1)), s((X%, 1)) = (s(g(z})), s(z})).

Lemma 6.2 (Technical) Lef(c, ¢y, .. ., c,) be a computation in simplified form. df,, , = (RJ,, ct) then
Vol € Var(ril,), (X7, ct) appearsin(cy, ..., c,).

Proof. Along the derivation that has createdc,, . . ., ¢,,) a computation liké(RZ, ct), . . .) has appeared,
i.e. a pack likeP = {R! = RI, X' = Li ...} has been used while the control numbehas been
created. As there is ng,,, every non-terminal associated with the variable§ afppears irf{ L/ |, k). In

the derivation, thd./ |'s appeared before (or at the same time(as)y, . . ., ¢,,), becausée, ¢y, .. ., c,)
is in simplified form. Ifz7 € Var(r’|,), thenz’/ € Var(/’), so the associated non-termirf&, ct)
appeared before (or at the same time(as),, . .., ¢,). It has not disappeared becauseoccurs inr/
under a functions{/ («) is a function), and then only a synchronized pack contairifig= ... could
remove it; this is impossible becaug’/ , k) would also have been removed. m]
Lemma 6.3 (Correspondence in one step) l{etey, . . ., ¢, ) be a computation in simplified form, and let
($,81,...,8n) =terms(c,c1,...,cn). If

(C’ €1 C”) =P - jrfree—prods.] (d’ dl’ AR d”)
whereP is a synchronized pack that does not contdifiy and(d, dy, . . ., d,,) is in simplified form, then

§ ~[o] i
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and(t,osy,...,08,) = terms(d,dy, ..., dy).
Conversely, if

§ 151 1
then
(C’ €1 C”) =P - :>Eﬁfree—prods.] (d’ dl’ AR d”)
where P is a synchronized pack that does not contdiNyY, (d,ds, ..., d,) is in simplified form, and

(t,o81,...,08,) =terms(d,dy, ... dy).

Proof. 1. First sense.

1.1. For a computation different from the axiom.

Since(c,c1,...,¢n) Zpoirisp, xisri ] --- the packP is in the grammar. Then’|, and/’
are unifiable. Thus, ifv.u is the occurrence oR?, in ¢, s|y 4 = terms(cly.u) = terms((Rl,, ct)) =
Ide:(r?|,) which is unifiable withi’. Thens ~, , 1isypi 0] t = slwu « Ide(r')]. On the other
hand, from the grammar building, for each variala{;ein Id.(r’],) at occurrences we haveax‘,i =
Idep(l']y) = terms((LY | ct')). As Vb, dpy = cp[(X7,ct) « (LY |, ct’)] we getterms(dy) =
terms(cp)[p + terms((L! |,ct')) = terms(cy)[x],  o(x])] = o(terms(cy)) = osy. On the
other handd = c[w.u « (R. ct')|]. Thenterms(d) = terms(c)[w.u + terms((RL,ct')])] =
s[w.u < Ide (rh)] = t.

1.2. For the axiom (in simplified form).

The reasoning is made on the Ihs of the goal, but it is exactly the same for thenmbs. Si
(c,c1,...,n) = [p=f{a,=Ri, A ,=Li, )] - - - the packP is in the grammar, and sfu) = li(€). Then

5|u = g(u)(Alla ceey Aln) e li—=r;,0) t|u = Idct’(ri)

with V5, U(Aé») = Ide(I'];). AsVj, d; = L;i, terms(d;) = Idew(I'];) = o(a;) = o(terms(c;j)). On
the other handierms(d|,) = terms((RL, ct')|) = Idew (7%) = t,.

2. Conversely.

2.1. For a computation different from the axiom.

ASSUMES ~> [y 4 1iyri o] T TAUS,S|y o and!’ are unifiable, s6(w.u) is a function. Ass = terms(c), the
function occurrences afare non-terminal occurrences@bf the formR? . Thus,s|y « = terms(clw.u)
= terms((Rj, ct)) = Ide(r?],). Therefore,ri|, andl’ are unifiable, then the pack = {R}, =
R, X7 = Li .. }isinthe grammar. From the previous technical lemma, evéfyappears in
(c1,...,cn) With ct as control number. Thefr, c1, ..., cn) =[P - ={frecproas] (41, ..., dn) and
(d,dy, ..., dy,) is simplified form. We show as in (1.1) th@t os1,...,0s,) = terms(d, dy, ..., dy).
2.2. For the axiom (in simplified form).

slu = g(u) (A}, .. AL) ~(eiinri o] tlu = Idew (), SOg(u) = 2, then the grammar contains the pack
P={G, = R, Ay = Li, .. }.Soas(cly,c1,...,cn) = (G4, Ay 1, ..., Auk), We have

(cictyoooyen) =[P - Z{trecprods] (dsdiy ... dn)
We show as in 1.2 thdt, os1,...,05,) = terms(d,dy, ..., dy). a
Lemma 6.4 (Correspondence in several steps) &t = (G, |, Ay, ..., Ay,) be the simplified form

of the axiom, and lets, aq, ..., ay,) be its associated tuple of terms, whete . . ., a,, are variables. If
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TI =~ (d,dy,...,d,) by productions that do not uséNY and(d, ds, ..., d,) is in simplified form,
then
s~ptand(t,oar, ... ca,) =terms(d, dy, ..., dy)

Conversely, i& «»fg] t,thenT] =~ (d,dy, ..., dy,) by productions that do not contaiinVy,
(d,dy, ..., dy)isinsimplified form, andt, cay, ..., ca,) = terms(d, dy, ..., dy).

Proof. From the correspondence in one step and by induction over the length of derivations. O

Theorem 6.5 The tree tuple language recognized by the grammar gives exactly the ground data instances
of the data terms computed by narrowing, thanks to the first component of tuples, as well as the corre-
sponding instances of variables thanks to other components. Formally, ket the simplified form of the
axiom, and lets, a1, ..., a,) be its associated tuple of terms (. . ., a,, are variables). If{d, d, . . ., d,)
is a tuple recognized by the grammar, il =* (d,dy,...,d,) andd,dy,...,d, do not contain any
non-terminal, and sd, d., . . ., d,, are ground data-terms, thesn«»fg] t and there exists a substitutién
suchthat! = 6¢, dy = fca,,...,d, = boa,.

Conversely, ifs ~ , t wheret is a data term, and there exists a data substitutiosuch that
0t, boay,...,0ca, are ground, then there is a tupl@, di, ..., d,) recognized by the grammar such
thatd = 6t, dy = foaq, ...,d, = boa,.

Proof. 1. First sense.

From the grammar building, X7 appears as the Ihs of some production that does not cofifélri, then

«? appears i/ under a function. Therefore, the set®f’s as the Ihs of productions that do not contain
ANY and the set of{7’s as the Ihs of productions that contaliVY are disjoint. Moreover, ifX7 is
derived intoANY, it can only be derived into trees that contain non-terminalsAiR&Y". Therefore, if
the given derivation contains the st&g = ANY, the steps issued froki/ can be done independently
to the others: the order of steps in the derivation can be changed so that the productimmsvdéal
ANY are done last.

TT =1{pods—without—ANY] (€5 €1+ -3 €n) = [prods—with—any] (dd1, ..., dn)

where(e, ey, ... ,e,) is in simplified form. From the correspondence in several s&epsfg] t and
(t,cay,...,0a,) = terms(e, e1, ..., e,). Applying productions containing NY until having a tuple
without non-terminals amounts to replacing &l by ground data terms. Withit, cay, . . ., ¢a,), this
amounts to instantiatingach variable:’ by a ground data term: lét be this substitution. So we get
0t =d,fca, = dy,...,0ca, = d,.

2. Conversely.

From the correspondence in several steps

*
Tl j[prods—without—ANY] (6’ €1, .+ e”)

, Where(e, ey, ..., e,) is in simplified form andt, ca,,...,0a,) = terms(e,e1,...,e,). For each
variablez’ of (¢,cay,...,0a,), Some productions containing VY can be applied to deriv&’ into

0x7. Thus(e,e1,...,e,) =* (d,dy,...,dy,). Sincet is a data term{e, ey, .. ., e,) contains only non-
terminals likeX/, then(d, dy, . . ., d,,) contains only constructors, i.e. is a recognized tuple, and we have
d=10t, dy =bcay,...,d, = 0ca,. O
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7 Step 2: Intersection of TTSGs over One Component

This section describes the second step of our method. Let us consider again ExdmpRecall that

we have decomposed the problem into three pgtt$ < y1, f(y2) < y3 and0 < y4. In Sect. 6.4,

three TTSGs have been deduced from the problem to solve each of the thse€lj@ point now is to
reconstruct the initial problem thanks to the one-component-intersection of sets of tuples. This operation
corresponds to the join operation in relational algebra (relational databases).

Definition 7.1 Let F, be a set ofn;-tuples andFE, be a set ofis-tuples. Theone component, k-
intersectiorof £, andF} is the set ofiy +n2 — 1-tuples defined bytp, « (tp2\x,) | tp1 € E1 andip, €
Ez andtp1|k1 = tp2|k2}.

For example, the one component 2, 1 intersection of the sets ofpaits {(0, s(0)), (s(0),0)} and
FEy = {(5(0), s(s(0)), (s(s(0)),0)} is the set of tripled’s = {(0, s(0), s(s(0)))}.

To get the solutions of the initial goal, we have to compute incrementally the one comgagnént
intersection for each pair of gramma&s, Gr» such that the:; th component of the axiom @, is G,
and thek»th component of the axiom @f, is A., with the sameu (resp.G:7, and A”). For our example,
this means that the possible instantiationgoére restricted to the possible results §6r). At the end,
we also have to compute the intersection for compon@ptandG?.

When considering any TTSGs, we have the following result:

Lemma 7.2 Emptiness of intersection over one component of languages recognized by TTSGs is unde-
cidable.

Proof. The post correspondence problem can be encoded by the intersection over one component of two
languages recognized by TTSGs. lkdbe a binary constructor and consider the 1-tuple tree languages

L = {b(a,¢(a))|a € AT} and L’ = {b(a,¢'(x))|a € AT}. Let us writeg(a;) = ci1...c;p, for

eacha; € A. ThenL is recognized by the TTSG'r defined by the productions=- 4(X,Y") and for

eachai € A: {X = X;,Y = YZ}, X, = a2, Y = Ci,lyi,Z,Yi,Z = Ci,ZYi,S, . ~~,Yi,p, = Ci,p,Tu
{Z7=X,T=Y},{Z= L,T= L}, andthe axionT. The TTSGG' that recognized.’ is defined

in the same way. Now checking emptiness.afi L’ amounts to checking the existencenof AT such
that¢(a) = ¢'(«), i.e. solving the post correspondence problem. |

Moreover, the intersection of languages recognized by TTSGs is not always a languagezed by
a TTSG. Fortunately, we do not consider any TTSGs, only TTSGs that come fromaatiaifiproblem,
and in this case the problem is decidable thanks to some particular properties. SgigeS preliminaries
that define these properties, while Sect. 7.2 presents the intuitive idaheu@tail of the intersection
algorithm.

7.1 Preliminaries

Emptiness of intersection becomes decidable if the compadne(dr k;) has the property of external
synchronization, which is the case for TTSGs coming from a unification problem. Roughly spehlsng, t
means that at most one production can be applied on this component when using a pack of synchronized
productions. So, an externally synchronized component of a TTSG behaves as a regulagtregdan
the sense that any branch of this component can be generated independently from the others.

Recall that now the control is not one integer, but a tuple ofjets.
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Definition 7.3 Let Gr be a TTSG andp € Comp(Gr):

e Class(tp, u, level) is the set of occurrences gf that may be directly synchronized withon
a given level and is defined ip|, = (X, cty) by {v|tply = (Y, cty) andety |iever = ctyliever and
Ctv|level 7& J—}

e TransClass(tp, u) is the set of occurrences of that may be indirectly synchronized with
It is the union of the following inductively defined sets:

— Eo =}z, Class(tp, u, j)
— B = Ufi1{“| Jw € F; suchtha € Class(tp, w, j)}

For example le5z = 2 and consider the paip = (¢((X, (0,0)), (Y, (1,0))), ¢((Z, (1,1)), (T,(2,2))).
The occurrence oK is 1.1.

e Class(tp,1.1,2) = {1.1,1.2},i.e. the occurrences &f andY".
o TransClass(tp,1.1) = {1.1,1.2,2.1}.

Class andTransClass contain non-terminal occurrences, i.e. occurrences of led@ues:sClass is
roughly the transitive closure @flass — then two different TransClasses are disjoint.
The following lemma means that two different TransClasses can be derived indepgnde

Lemma 7.4 Two different TransClasses of the same computati@annot be merged whep is derived
further. Formally, let7C' = {uy,...,u,} andTC’ = {uf,...,u}.} two different TransClasses of
tp € Comp(Gr), and lettp’ be a computation derived form by the grammar (i.ep =* tp’). Then any
two non-terminal occurrences v' of ¢p/, of the formv = w;.w, v" = uj.w’, do not belong to the same
TransClass ofp’.

Proof. Obvious as packs of synchronized productions may divide Classes but never join them. O

Definition 7.5 LetG = (Sz,C, NT, PP,TI) be aTTSG. Théth component of is said to bexternally
synchronizedf Vtp € Comp(G) and forall packg X; = Y1,..., X,, = Y, }; of PP that can be applied
ontp (at occurrence$u;, . . ., u, }) we have

1. there is at mostonee {uy, ..., u,} suchthat = i.w,

2. and if suchv exists then the tuplgy’ obtained by applyind Xy = vi,..., X, = Y, }x onip
satisfiesTransClass(tp’, v) N {v' € O(tp)|v' = i.w'} = v.

Recall that the first coppnent computes the ground instances of terms obtained by narrowing.

Lemma 7.6 The first component of every TTSG produced from the unification problem has the external
synchronization property.

Proof. By construction, the first component contains only non-terminals/iker like X7, wherez?
is a variable occurring only under constructors on some rhsX8does not appear as the lhs of any
productions. Moreover, in every pack of productions there is only one production whose lhs isafithe f
Ri.

On the other hand, the control tuples of such TTSGs are 1-tuples. So the Classearm@idsses are
the same, therefore (2) is satisfied. O



88 Shastien Limet and Pierred®y
7.2 Algorithm

Before showing how the intersection is computed, let us explain how it works and why tuplestiadic
are needed, instead of single integers.

Example 7.7 This example does not come from a unification problem, but it is easier to understand, and
every component is nevertheless externally synchronized. Let

Gi= (1, {s,0}, {X, X"V, Y YV"}
(X'=0,Y = 0,X" = s(X), V' = s(Y"),Y" = s(Y),{X = X', Y = Y'}1},
((X,0), (Y,0)))

and

Ga= ((1, {s,0}, {2, 2, T, 7", T"},
(7' = 0,T" = 0,2' = s(2),T' = s(T"), T" = s(T),{Z = 7', T = T'}1},
((2,0),(T,0)))

(1 andG, generate the same languagei.e. the p&if50), s**(0)). The 2,1 intersection af; and G-
is then the language of triples

L5 ={(s"(0),57"(0),5"(0))}

The question is how to build frofd; and(G»> a new TTSG/3 that generate®£;? The idea is that the first
component of ; will be generated by the productions@f, the last component af; will be generated
by the productions af'5, therefore(73 contains the non-terminals and the productions of igtlandG .
The second component 6§ is the intersection of the second componentpfwith the first component
of G». The productions that generate it are built using the same idea as for the intersectiqquizfrre
languages, i.e. by computing the Cartesian product of the grammars.

More precisely, let us note first that only the non-termingl§”’, Y’ (resp. Z, Z') may appear in
the second (resp. the first) componentcaf (resp. G»). Thus, for the intersection, the set of non-
terminals is the Cartesian produdt 2, Y'Z Y"Z YZ' Y'Z',Y"Z'}, and the free productions are
WY'Z' = s(Y'2),Y'Z' = 0,Y"Z = s(YZ)}. The packs of productions are constructed such that
if a synchronization was possible in the initial grammars, it is still possible innbersection: for each
pack of productions ofr; (resp GG») that deals withY” or Y’ or Y (resp. Z or Z’), we create a new
pack inGs. We get{{X = X'\ V7 = Y'Z},, {X = X', YZ' = Y'Z'},} from the packs of, and
WZ2=2Y2,T=>ThWYZ=>Y2T=Th{Y'Z=>Y"Z,T = T}, } from the packs of
(2. The axiom oty is ((X,0), (Y Z,0), (T,0)).

UnfortunatelyG; is not the desired grammar. Indeed, using the pgpgk= X' Y7 = Y’'Z},, the
axiom is derived intd¢(X’, 1), (Y'Z,1),(7,0)). Now the pacKY'Z = Y'Z', T = T'}, cannot be
applied because the control numbersYofZ and 7" are not equal, and no other production can derive
Y'Z. The axiom can also be derived using the p&tkz = Y72/ T = T’},), but we get the same
conclusion. Thus the language recognized-hyis empty. This problem is solved by considering pairs
of integers as control int73, the first (resp. second) level being incremented when applying a pack that
comes front7; (resp.G2). So the packs of productions coming frémmust have 2 as rank, and are then

Y Z=2YZ T=Th Y232 T=TY{Y'Z2=Y"2 T =T}
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The axiom is now(X, (0, 1), (Y Z, (0,0)), (T, (L,0)). L means that this level of control is not used by
the non-terminal. A possible derivation f6% is

((X,(0, 1), (¥YZ,(0,0)), (T, (L,0)) = (X", (1, L), (Y"Z,(1,0)), (T, (L,0))
Now{Y'Z = Y'Z' T = T'}, is applicable, and we get

((X’ 0, 0727, (1, 1), (77, (L, 1))
[free prods.] ( (( ( )))’5((Y”Z (1

= (s((X, (1, 1)), s((Y" 2", (1,2))), ( ((r
:>[f7‘ee prods ((( ’( )))’5(5(( ( ) )
= (s((X7,(2,1))), s(s((Y'Z,(2,2)))), s(s(s(s(

= (s((X7 (2 1)), s(s((¥2", (2.3)))). 5(s
:>Ef7‘ee—p7‘ods.] (5(0)’5(5(0))’5(5(5(5(0)))))

The following definition is needed for Theorem 7.9. It defines the set of non-terminals that may be
derived from a given non-terminal.

)
1)
1)

Definition 7.8 Let PP be a set of packs of productionrBeach (X, P P) is inductively defined by
e X isin Reach(X, PP),

e if Yisin Reach(X,PP)andY = 7 is a production that belongs to a pack®P, then” is in
Reach(X, PP),

e if Y isin Reach(X, PP) and there is a free production P such that” = ¢(Y1, ..., Y,), then
{Y1,...,Yn} C Reach(X, PP).

Theorem 7.9 (Algorithm for intersection) Leté; = (Sz1,Ci, NTy, PP, T1) and Gy = (Sza, Ca,
NTs, PPy, TI,) be two TTSGs such that thigth component of7; is externally-synchronized. The
language recognized by the TT&G = (523, Cs, NT3, P P53, TI3) as defined below is the one component
i1, iz intersection of;, and Gs. (I;,, ct;,) (resp.(/i,, ct;,)) denotes the; th (resp.isth) component of
the axiomI'I; (resp.T'I;) of G (resp. Gz)

o Sz3 =5z, + S%
L 4 63261U62

L 4 NT3:NT1UNT2UR6&C]1(I

219

PPy) x Reach(I;

229

PPy)
e PP3=PP UPP,UConsU Synci USyncs where

— Cons ={X1 X2 = c(Y1,,1Y21,...,Y1nY2) suchthat
X1 € Reach(l;,, PPr)andX: = ¢(Y1,1,...,Y1,n) € PP1 and
X, € Reach([,'Q,PPQ) andX2 = C(Yv2717 .. .,Yéyn) (S PPQ}

— Syncy = {{X1 X2 = V1 X2, 71 = Z{,...,Z, = Z;}» such that
X1 € Reach(li,,PPy)and{X, = V1,21 = Z{,...,Zn = Z,}x € PPy and
X2 € Reach(I;,, PP>)}
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- SynCQ = {{X171X271 = lelXéyl, .. .,leanyn = lenXéyn, X27n+1 = X£7n+1, ey X27m =
X5 m}sz +x such that
{Xi1,1,...,X1,n}is amultiset whose elements areftaach(f;,, PP;) and
{X21, ..., Xon} C Reach(1;,) and{X; = Xéyl, o Xom = Xéym}k ePP;

o I'ls = (TIlih <« (L Ly, cti, * cti))]) * (TI)\;,) whereTI; (resp.7'I},) comes fromI'];
(resp.T'I,) by replacing each control tuple; byct; (L1, ..., Lg.,) (resp.(Ly, ..., Lss, *ct;)).

The definition ofSyncs is more complicated than that 6fync,; because théth component of~,
is not assumed to be externally synchronized. So several productions (i) faicthe pack{X, 1 =
Xb gy Xom = X5 bi Of PPy may be applied together on tiygh component of».

The following definition is needed in the proof of Theorem 7.9.

Definition 7.10 Let ¢p andip’ be two computations of (eventually different) TTSGs. Let ¢p|; and
t' =tp'|;. We writet = t/ (resp.t =, t') if

e Yu € O(t), t(u) is a constructor symbol, which implieg:) = t/(u),

e andvVu € O(t), t(u) = (X, ct) impliest’(u) = (X', ct’) andct’ = et x (L,..., L) (resp.ct’ =
(L,...,L)xet).

Proof. 1. First let us prove that fap, € Comp(G1) andtp, € Comp(G5) satisfying
() Vu € O(tp1liy), tpiliy . is @ constructor, which implig |;, (v) = tp2ls, (u)

(2) andvu € O(tp1 |i1): tp1 |i1.u = (Xl, Ctl), which Impllestp2|22u = (Xz, Ctz),
then there existgs € C'omp(Gs) such that

. (A) Vi€ [1,i1—1]U[i1—|—1,n1] tp3|j =~ tp1|j and
° (B)V]E [n1+1,n1+i2—1] tp3|j . tp2|j_n1 and
e (C)Vj € [n1 +i2,n1 + na] tpslj =, tpa|j+1-n, and

o (D) Yu € O(ip1]i,) S.t. tp1li, o IS @ constructorip, |;, (u) = tpsli, (v) andYu € O(tpy|;,) such
thattp, |;, « = (X1, cty) andtps|i, .. = (Xa, cto) thentps|i, . = (X1Xa, ¢ty * cta)

It is proved by induction on the total number of productions used to gengrandip,. The basic
case is obvious because the axionGgfis constructed to respect these properties.

For the induction step, lep; € Comp(G1) andip, €
Comp(G5) such thatp, |;, andip,|;, satisfy (1) and (2). By the induction hypothesis, we suppose that
there existgps € Comp((G'3) such thatps verifies (A) (B) (C) and (D):

¢ If the next production applied ap, does not affect any occurrencetof |;,, we obtainp} andip)
andtp, verifies (1) and (2)¢ps = tp5 with the same production at the same occurreremabse
PP, C PPs. Moreover,tp} verifies (A) (B) (C) and (D).

¢ If the next production applied ofp, does not affect any occurrenceipt|;,, we obtain the same
result.
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o If the production applied otp; is a pack of productions
{Xl :>X1,...,Xn :>X7/l}k

that affects the occurrences, . . . u,, of tp;, where one of them, say, isi;.v/, Vi € [1,n], we
havetp,|., = (X;, ct;), lettp] the computation obtained by the application of the pagk.and
tps verifies (1) and (2), because the synchronizestipctions do not produce any new constructor.
MoreoverYi € [1,n]we haveps|,, = (X, cti*x (L, ..., L)), excepty, for which we haveps|, =
(XY, etj+ct’). By construction otzs, the pack{ X; = Xi,..., X;V = XIV, ... Xy = X[},
isin P Ps, therefore it can be applied @ps, and we obtainp that verifies (A) (B) (C) and (D).

o If the production applied oty is a pack of productions with similar reasoning as above, we get
the same result.

« If the production applied otp, is a free production that affects one occurrencegf,: Let X» =
e(Ya1,...,Ys ) be the production; the occurrence itp-|;,, andtp, the computation obtained. If
there existsp| € Comp(G1) such thatp, =* tp} andtp!|;, (v) = tphli.(v) = ¢, then there ex-
iststp) in Comp(G1) suchthatp, =* tp) andtp!|;, = tpali[v < c(Y11,¢t1), ..., (Y10, ct1))]
and a free production i# P, X; = ¢(Y11,...,Y1,»). Indeed, the;th component of7; is ex-
ternally synchronized, therefore each branch of thismament can be generated independently
from the others. Moreover, every free production generates one and only one construgipr, so
andX; = ¢(Y1,1,...,Y1,,) do exist. Now,tp) andtp, verifies (1) and (2). Notice that all the
productions bufXy = ¢(Y1,1,...,Y1,,) intp; =* ¢p} do not affect any occurrence ¢ |;, or
are synchronized productions, therefore from the second and the fourth point of this proof we can
deduce thatps =* tp4 andtpy|;, (v) = (X1X2, ¢ty * ct2). From the construction af's, we know
thatX1X2 = ¢(Y11Y21,...,Y1 ,Y5 ,) isin P Ps, therefore this production can be applied:pf
at occurrence, and we obtainp; that verifies (A) (B) (C) and (D).

To conclude this part of the proof we can see thapif € Rec(G1) anditps € Rec(G2), then there
existstps € Rec(G3) that verifies (A) (B) (C) and (D). This means that is the intersection over one
component ofp; andips.

2. Conversely, we have to prove thatif; € Rec((G'3), then there existsp; € Ree(G1) andips €
Rec((G5), such thatps = tpy x (tp2\i,). To prove that, we prove thatips € Comp((Gs) then there
existtp; € Comp(G1) andtp, € Comp((G2) such thatps verifies (A), (B), (C) and (D) wrtp; andtp,.

Itis proved by induction on the number of productions applied to obtginThe case: = 0 is obvious
from the construction of/;. For the induction step we will suppose that the lemma is true for a gpsen
and we prove that if a new production is appliedtpg obtainingtp;, we can findp) € Comp(G;) and
tpl, € Comp((G2) such thatpy verifies (A), (B), (C) and (D) wrtp| andtp,.

¢ If the next production applied amps does not affect any occurrencetpf|;,, then itis a production
either of PP, or of PP, therefore the same production can be applied at the same occurrence
(modulo a shift forip,) on eithertp; ortp;. Therefore, we prove the induction step.

o If the next production applied aips is a free one, say

X1X2 = C(YI,IYZ,L R YL”YZ,”)
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applied at an occurreneeof tps|;, , from the construction affs we haveX'1 = ¢(Y1 1,...,Y15) €

PP andX2 = ¢(Y2.,...,Y>,) € PP, therefore we can apply the first one at the occurrence
v of {p|;, and the other at the occurrencef {p-|;,, and the resulting computations allow us to
verify the induction step.

o If the next production applied amp; is a pack of productions that affects at least one occurrence of
tps|i,, then from the construction df Ps, the corresponding pack of productions exist®iR; or
in P P, (depending on whether the pack belong$imc,; or Syncs). Therefore, the correspond-
ing pack of productions can be applied on either or tp-,, and we get the tuples that prove the
induction step.

O

The point now is to prove that if one component (different fragof G is externally synchronized,
then the corresponding component®$ keeps this property. This is necessary to be able to compute
incrementally several intersections using the previous algorithm.

Lemma7.11 Let G; be a TTSG whosgth component is externally synchronized @idanother TTSG
whosejsth component is also externally synchronized. G:gtbe a one componerit, i, intersection
(iz # jo) of G1 andG,. The component that correspondsjtdi.e. nqy + jo if jo < io andny + js — 1,
otherwise) inGG;5 is still externally synchronized.

Proof. Point (1) of Definition 7.5 is obvious. For point (2), when buildifig, the only possible merg-
ing between two TransClasses @f might come from the intersection component, due to an internal
synchronization on thf th component ofy;. However, it is assumed to be externally synchronized.

To end Example 1.1, let us see the grammars obtained by intersection. We have hgdairears:
e G, whose axiom igGY, X').
e (7!, whose axiomigG’, A}).
e Grl, whose axiom igG?).

For the sake of simplicity, only new productions are given.répresents any non-terminal allowed by
Theorem 7.9.

We haveReach(GY) = {GY, R} R}, R?}, Reach(AY) = {AY, LY L, XY L2 X2 13}, and
Reach(G7) = {G7}. So the intersection afr! with GrL gives the grammatz+¢/* with the following
new productions:

{ RMLE= s(RILL,), RALL, = s(RIXY), RPL3 = 0,
(R = R XY= L4}, {RL= RO XY= L5}y,
{Gi-= R X' = L1 {G-= R, X! = L}},
{Ri = Ria—Xl = —L%}% {Ri = Rza—Xl = —L%}Za
{Rl= R? X'= I3}s {R?2= R, X?= L1},
{R? = R, X? = Ii}s,{R! = R}, X? = L3},
{Gle = Ri’ —All = —L%}% {Gle = Rz’ —All = —L%}Za
Gl = R} Al = L3}

and the axiom i§(Gy A}, (0,0)), (X', (0, 1)), (GE, (L, 0))).
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We haveReach(G') = {G., R}, R?, R?}. So the intersection ofir'/* with G+” gives the final
grammar with the following new productions:
{ RXGI=0,

{Rl.= R, X'= L1}, {Rl. = R? X'= L%},
{RI_= R, X'= I3}, {R?>. = R, X?= L1},
{R2.= R?., X?>= L3} {R’>. = R, X2= _[3},
{Gl_ = Ri_, _All = _L%}z, {Gl_ = Rz-, _All = _L%}z,
(Glo= RY, AL = I3}.))

A possible derivation of this TTSG is

((GRAL, (0,0, 1)), (X', (0, L, 1)), (GG, (L, 0,0)))
= ((REAL, (1,0, 1)), (LY, (1, L, 1)), (GGE, (L,0,0)))
= ((R{L, (1,1, 1)), (L, (1, L, 1)), (RGE, (L, 1,0)))
= ((s(R1Ly 4, (1,1, 1)), (L4, (1, L, 1)), (RGP, (L,1,0)
= ((s(Ry Ly, (1,1, 1)), (s(X*, (1, L, 1)), (RGE, (L, 1,0)))
= ((s(R{Li 4, (2,1, 1)), (s(L3, (2, L, 1)), (ReGE, (L, 1,0)))
= ((s(s(RIXT, (2,1, 1)), (s(s(X7 (2, L, 1)), (ReGE, (L,1,0)))
= ((s(s(RZXT, (3,1, 1)))), (s(s(L, (2, L, 1)), (RGE, (L, 1,0)))
= ((s(s(RZL3, (3,2, 1)))), (s(s(L1, (2, L, 1)), (RIGE, (1,2,0)))
= (5(5(0)), 5(5(0)),0)

This derivation illustrates how the synchronizations enforce two applicatbrn, for one application of
1.

8 Decidability

This section shows how unifiability can be decided thanks to TTSGs. First, we give a bound or thfe siz
the TransClasses that is used to limit the length of the derivations. At the dnid séttion, two examples
of problems we can solve with our technique are given.

In the following lemmas, a Class (resp. TransClass) of a given T&S@notes any Class (resp.
TransClass) in any computation Gf

Lemma8.1 Let G be a TTSG built from a unification problem by Step 1 (no intersection has been
achieved). The non-terminals appearing at two different occurrences of the same Glaaedlifferent.

Proof. This is true for the axiom, since the goal is linear. Actually, lingaof each side of the goal,
considered independently of each other, suffices.

When applying a pack of synchronized producti¢ns. = R/, ... = L{l, - L{n}, the newly
generated non-terminals belong to the same Class, but they are diffepachtother. After that, they are
reduced into a simplified form (this notion was defined at the beginning of Sect. 6.6) by free poduct

However, the non-terminals appearing in the simplified fornkgpsilon come from the rhs of rewrite

rule j, and are then of the formtj, X’/, Y% .... . The sameX"/ cannot appear twicedsause of the
linearity of the rhs’s. On the other hanﬂgl, e L{n are replaced by independent subterms of the rhs
I/ that contain non-terminals like;, X7, Y7/,... . So the samé& cannot appears twiceebause of the

linearity of the |hs's. O
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Lemma 8.2 The size of the TransClasses of a TTSGhat comes from a unification problem is not
greater tharcard(NT)"*1, whereN T' is the set of non-terminals associated with the unification problem,
andn is the number of intersections achieved to bgild

Proof. This is proved by induction on.

If no intersection has been done, ile= 0, we can see that the TransClasses are in fact the Classes.
From the previous lemma, the size of any Class cannot be greater than the number of noalteid,
i.e.card(NT).

For the induction step we consider the TT6G (resp.(G»), made thanks te; intersections (resp.),
whose TransClass Size is not greater thani(NT)" ! (resp.card(NT)"2*!), and we also assume
that the:;th component of7; is externally synchronized. L&F3 be thei;, i, intersection over one
component ofy; andG..

When buildingGs, the only possible merging between two TransClasse&s-ofmay come from the
intersection component, due to an internal synchronization of theomponent ofy;. This is impos-
sible, since it is assumed to be externally synchronized. Therefargjsfa TransClass of's, then it
comes from the merger of some TransClassf (i» with some TransClasses, . . ., ¢ of 1, wherek is
the number of occurrences @f that belong to thé,th component of/». From the induction hypothesis,
we get

Size(es) = Size(cl) + ...+ Size(c}) + Size(ca) — k
< k.card(NT)M . + card(NT) 2t — k
= k.(card(NT)"' 1 — 1) + card(NT)">T!

This expression is maximal whénis, i.e.k = card(NT)"2*1. This case appears when the size-pis
maximal and all the occurrences@fbelong to the,th component. Therefore,
Size(es) < card(NT)"»*! x card(NT)"+! = card(NT) 1 +ne+2

Since the number of intersections for buildig isn = n1 +n» + 1, we getSize(cs) < card(NT)"T1.
i

We introduce now the notion of an NT-TransClass. Intuitively, an NT-Trarssdkacomposed by the
non-terminals appearing at the occurrences of a given TransClass. But this is not¢rstiyffieziause the
subtrees derived by applying productions from an NT-TransClass also depend upon thedppsagsg
withinthe TransClass, and we want the notion of an NT-TransClass tedefirunique way the language
derived from it. To make formalisation easier, we give a more gergsfhition, in the sense that a
NT-TransClass is associated with each TransClass, but the revdedseis This means that some NT-
TransClasses (as defined below) cannot really appear in a computation.

Definition 8.3 An NT-TransClas$s composed by
e a multiset of non-terminals, and
o foreachi € [1, 5z], a partition of the multiset.

The size of an NT-TransClass is defined as being the size of the multiset.

For each level, the partition simulates the way in which the Classes are organized. Note thaiuike
of control tuples do not matter; only the sets they define are important.
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Lemma 8.4 Under the same assumptions as the previous lemma, there are finitely many NT-TransClasses
whose size is not greater thaard(NT)"+1.

Proof. For anyp, there are finitely many NT-TransClasses of gizbecause
o there are finitely many multisets of sizgavhose elements come from the finite 8&t’, and

o for each miltiset, foreach: € [1,.5z] there are finitely many partitions.
O

Lemma 8.5 The emptiness of languages recognized by TTSGs built from unification probleecsdis d
able.

Proof. The reasoning is similar to that used for a regular tree grammar: if thereésivation of the
grammar giving a term whose leaves are all terminals (i.e. the recognized languegempty), then
there is a derivation that does not contain several times of the same non-temih@bsame branch, and
that gives a term whose leaves are all terminals. So to test emptinessieoivigtions that do not apply
more tham (n being the number of non-terminals of the grammar) at comparable occurrences have to be
generated.

For a TTSG, we use the same reasoning on NT-TransClasses instead of single nonserfnoral
Lemma 8.2, the size of TransClasses is boundediby(NT)"*!. So is the size of NT-TransClasses.
Then from the previous lemma, there are finitely many NT-TransClasses. Moreowsr tgiv different
TransClasses of a given computation, their associated NT-TransClasses aterivext independently.
Then, as for regular tree languages, only derivations that do not contain sevessltlimmsame NT-
TransClass in the same sub-derivation must be generated to test esspto, only derivations whose
depth is less than the number of NT-TransClasses are needed. |

Thus we get:

Theorem 8.6 The satisfiability of linear equations in theories given as confluent, constructor-based, lin-
ear, withouto;,, (see Sect. 4), without nested functions in rhs’s, rewrite systems is decidablevieipre
the set of solutions can be expressed by a tree tuple synchronizedngia

Example 8.7 Let
R={ 0+z—2z,24+0—ua,

s(x) +s(y) = s(s(z +y)), s(z) +p(y) =z + vy,
p(z) +s(y) = = +y, p(x) +p(y) = plp(z +y)) 1}

define the addition in positive and negative integers. This rewrite system dbsatisfy the restrictions
given in previous work [3, 16, 18, 19, 20, 17, 22, 23], but does satisfy ours. Therefore, we ar® abl
solve linear equations modulo this theory.

Example 8.8 Let

{7“13 fle(w, @), e(y,y)) — olf(x,y), F(2' y))
rq : £(0,0) — 0

This system provides an idea of the expressiveness of TTSGs, because wherhsadguatiorf («, y) =
z, the set of possible instantiations #fand y are the binary trees such that the instancerois the
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symmetric of that ofy. For example, if we consider the following narrowing derivation issued from

f(z,y):

f(xa y) ’\")[6,7'1,xb—>c(x1,x’1),yb—>c(y1,y’1)] C(f($1 ) yll)a f(xlla yl))
~ryeere(ee,ol) ylre(ya,yh)] c(c(f(xz, ylz)a f($/2a yZ))a f(l’/p yl))
~ ¢(¢(0,0),0)

the generated substitution is — ¢(¢(0,0),0), y — ¢(0,¢(0,0)). Since this rewrite system satisfies
all our restrictions, our method will be able to compute a TTSG that recognized the solutmrihei
symmetric trees.

9 Conclusion

We have presented an original approach using Tree Tuple Synchronized Grammars (TTS@% to
linear equations modulo theories given as rewrite systems satisfying sometimgtricThis approach
allows us to represent infinite sets of solutions in a finite way, and providesisiate procedure for
unifiability. Moreover, we have shown thedich restriction is needed to decide unifigb

In future, it would be nice to use TTSGs to deal with equational disunificationd@}; i.e. finding
substitutions that are not the solution of a given equation. This may bevadhikit is possible to
compute the set minus between two languages recognized by TTSGs.

TTSG productions look like regular tree language productic@tabsenon-terminals are of arity O.
However, they enforce synchronization constraints as well as constraints due to.c&mha# control
tuples contain non-bounded integers, a tree automata that can recognize the language defliehy a
need an infinite memory. The question is: What is the place of TTSGs in therkhierarchies of tree
grammars?

TTSGs can define infinite sets of (tuples of) ground terms. In automated deductieral ssuthors
have studied recurrent schematizations of infinite sets of terms,{tkems, I-terms, R-terms and primal
grammars (see elsewhere [27, 28, 29] for an overview). A language like

fla)x...x f*(a), npe IN
P
can be defined both by a primal grammar and by a TTSG that does not come from a unification problem.
On the other hand, the symmetric trees cannot be defined by a primal grammar,sntheyeare defined

by a TTSG coming from a unification problem, as shown in Example 8.8. It would be interésstudy
further the possible links between recurrent schematizations and TTSGs.
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