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Luca Padovani

Luca Novara

Dipartimento di Informatica, Universita di Torino, Italy

Abstract

Deadlock freedom is for concurrent programs what progress is for
sequential ones: it indicates the absence of stable (i.e., irreducible)
states in which some pending operations cannot be completed.
In the particular case of communicating processes, operations are
inputs and outputs on channels and deadlocks may be caused by
mutual dependencies between communications. In this work we
define an effect system ensuring deadlock freedom of higher-order
programs that communicate over linear channels and study its
integration with polymorphic and recursive types.

Categories and Subject Descriptors D.3.3 [Programming Lan-
guages]: Language Constructs and Features—Concurrent program-
ming structures; F.3.3 [Logics and Meanings of Programs]: Stud-
ies of Program Structures—Type structure

Keywords Types and effects, linear channels, deadlock freedom

1. Introduction

The inherent concurrency and parallelism of many software sys-
tems calls for programming abstractions to synchronize and ex-
change information between system components. There is a conse-
quent demand for methods providing formally verified guarantees
about the properties of programs making use of these abstractions.
In this work, we are concerned with communication channels as
the abstraction that enables synchronizations and interactions, with
deadlock (and absence thereof) as the property being considered,
and with types as the method for enforcing this property.

The history of types for communication channels spans from
Milner’s sorts [21]] to session types [11,|12], going through several
variations such as Pierce and Sangiorgi’s I/O types [26]] (see [30]
for a survey). In many cases, channel types are meant to guaran-
tee communication safety, namely that only messages of expected
type can travel on a given channel. In other cases, such as in [26],
the direction of messages is also specified. Richer types can guar-
antee even stronger properties: for example, session types enable
the description of whole communication protocols made of an ar-
bitrary, sometimes unbounded, number of message exchanges and
can guarantee communication fidelity (the assurance that commu-
nications occur in the order specified by the protocol) as well as
the absence of deadlocks (the assurance that the interacting parties
keep communicating until the protocol is terminated).

[Copyright notice will appear here once ’preprint’ option is removed.]

Deadlocks cannot occur if processes use just one communica-
tion channel or, more generally, if they are connected in an acyclic
network. When processes simultaneously interact through several
distinct channels, however, cycles in the network topology may
arise and at that point the relative order of communications be-
comes relevant. A paradigmatic instance of such configurations that
yields a deadlock can be observed in the program below

{senda (recvd) } | { send b (recva) } D

consisting of two threads (within { - - - }) running in parallel (the
operator |). The leftmost thread is trying to send on channel a the
message received from channel b; the rightmost thread is trying
to do the opposite. This program is in deadlock, for the commu-
nications on a and b are mutually dependent. Yet, it is commonly
considered well typed, for example if @ and b are channels for send-
ing/receiving integer numbers.

In this article we study a typing discipline that flags (I as ill
typed and, more generally, that guarantees well-typed programs to
be free from deadlocks. Type systems that ensure this or similar
properties have already been defined for process calculi, for exam-
ple in [17, (18 25]. We contribute here in three ways:

1. We work with a core functional language equipped with com-
munication primitives a la Concurrent ML [28] 29]. As far as
we know, we give the first type system ensuring deadlock free-
dom for a higher-order language. The challenge is to conjugate
the locality of the typing rules with the non-locality of the prop-
erty (absence of deadlocks) they enforce.

2. We study the integration between the features of types concern-
ing deadlock freedom with polymorphism and recursion. We
show that these well-established features, which are essential
for coping with common program patterns, must be carefully
tuned and revisited in our setting.

3. We focus on communications on linear channels, i.e. channels
that can be used for exactly one communication. In this way
we are able to address non-trivial combinations of recursive
programs and cyclic network topologies that are out of reach
of existing type systems for deadlock freedom.

Of these contributions, the third one may sound questionable
given the important restriction — channel linearity — that it relies
on. In practice, linear channels account for large fraction of com-
munication channels in many actual systems [13}20] and structured
communications can be modeled using linear channels taking ad-
vantage of channel mobility, that is sending channels as messages:
we can model both buffered and unbuffered communications and,
in the former case, with both finite and unbounded size. Finally, bi-
nary sessions can be encoded using linear channels [9] and a similar
encoding is possible for a large fraction of multiparty sessions as
well [25]). The benefits of linearity include an efficient implementa-
tion of channels, confluence of (concurrent) computations, and, as
we have said, unprecedented accuracy of the typing discipline.
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The basic idea for detecting dangerous programs like (T)) is very
simple: we assign each channel a priority, which is just a number,
and we verify that sequential input/output operations are performed
in an order that is consistent with such numbering: operations
on channels with higher priority can only block operations on
channels with lower priority (we adopt the convention that “smaller
number” means “higher priority”). This mechanism flags (I as
being ill typed because the leftmost thread requires b to have a
higher priority than a, and the rightmost thread requires a to have
a higher priority than b. No priority assignment can simultaneously
satisfy both constraints. The question, then, is how to perform these
checks compositionally, i.e. using types.

The first obvious step is to attach the priority of channels to their
types. For instance, we can assign the types ! [int]™ and 7 [int]"
respectively to a and b in the leftmost thread of (I), and ? [int]™
and ! [int]"™ to the same channels in the rightmost thread of (T).
Crucially, distinct occurrences of the same channel have opposite
polarities (input ? and output !) and same priority. We can also rea-
sonably think of the assignments send : Vz.! [int]’— int—unit
and recv : V2.7[int]" — int for the communication primitives,
where we allow polymorphism on channel priorities. In this case,
the application (send a (recv b)) consists of two subexpressions,
the partial application (send a) having type int — unit and its
argument (recv b) having type int. Neither of these types hints
at the I/O operations performed while evaluating the corresponding
expressions, let alone at the priorities of the channels involved in
these operations. In other words, they are not sufficiently informa-
tive for checking whether communication channels are used in an
order that is consistent with their priority. A standard solution in
these cases is to use effects [2L[23]: each expression has, along with
its type, an effect describing what happens when the expression is
evaluated. In our case, the effect is the priority of the channels on
which I/O operations are performed, or L in the case of pure ex-
pressions that perform no I/O. In particular, the judgment

b:?[int]" F recvb:int & n

states that (recv b) is an expression of type int whose evaluation
performs an I/O operation on a channel with priority n. As usual,
function types are decorated with a latent effect saying what hap-
pens when the function is applied to its argument. So,

a:'[int]™ F senda: int =" unit & L

states that (send a) is a function that, applied to an argument of
type int, produces a result of type unit and, in doing so, performs
an I/O operation on a channel with priority m. By itself, (send a)
is a pure expression whose evaluation performs no I/O operations,
hence the effect L. With this information we can detect dangerous
expressions: in a call-by-value language an application e;es first
evaluates e1, then ez, and then the body of the function resulting
from e;. These evaluations are deadlock free if e; does not perform
operations on channels with priority lower than those occurring
in e2 (L < n, which is trivially satisfied) and the evaluation of
ez does not perform operations on channels with priority lower
than those occurring in e; (m < n). Since the same analysis on
(send b (recv a)) requires the symmetric condition (n < m), the
parallel composition of the two threads in (T) is ill typed due to
unsatisfiable constraints between the priorities of a and b.

It turns out that the information given by latent effects in func-
tion types is insufficient for detecting some deadlocks. To see why,
consider the function defined by

let f=funx (send a z; send b x)

which sends its argument = on both a and b and where ; denotes
the standard sequential composition. The priority n of b should
be lower than the priority m of a, for b is used only after the

communication on a has completed. The point here is how to
choose the priority that decorates the type of f, which must have
the form int —" unit. Each of the two obvious possibilities is
dangerous: if we take h = m, then

{recval} | {f3; recvb} 2)

is well typed because the latent effect m of (f 3) is numerically
smaller than the priority of b in (recv b), which agrees with the
fact that (f 3) is evaluated before (recv b); if we take h = n, then

{recva; f3} | {recvb} 3)

is well typed for similar reasons. This is unfortunate because () is,
and (@) reduces to, a deadlock. To flag both (2)) and (3) as ill typed,
we must refine the type of f to int—"""unit where we keep track
of the highest priority of the channels that occur free in the body
of f (that is m) as well as of the lowest priority of the channels
on which an input/output operation is performed by f when f is
applied to an argument (that is n). Intuitively, the first decoration
is the “priority” of the whole function, which gives information on
the free channels that occur within the function, while the second
decoration is the latent effect of the function, as before. So @) is ill
typed because the latent effect of (f 3) is the same as the priority
of bin (recv b) and (3) is ill typed because the effect of (recv a)
is the same as the priority of f in (f 3).

Outline. In what follows we turn the technique sketched in here
into a full-fledged type and effect system. We proceed defining the
language (Section[2), the type system (Section[3) and studying the
properties of well-typed programs (Section ﬁ A more compre-
hensive comparison with related work is postponed to Section F]
Section [3] discusses some limitations of the approach and hints at
possible solutions. Appendix [A] which is not formally part of the
submission, contains proofs and additional technical material.

2. Language Syntax & Semantics

We use a countable set of variables x, y, ..., a countable set of
channels a, b, . . ., and a set of constants c. Names u, . .. are either
variables or channels. We consider a language of expressionse, . . .
and processes P, (), ... as defined below:

expression e = c ’ u | (e, e) | ee | funze | recxe
’ let (x, y) =eine ! letx=eine

process P ::= {e} ‘ Pl P ’ newa in P

Expressions comprise constants c, names u, abstractions fun x e,
applications ej ez, pairs (e1, e2), and recursion rec x e. We also
have two let-binding constructs: a classical one let x = e; in e
and another let (x, y) = e1 in eo that is used for decomposing
pairs (the presence of this construct in place of the more conven-
tional projections is due to the linear nature of some types). Con-
stants include the unitary value (), the integer numbers m, n, .. .,
as well as the primitives fork, open, send, recv whose semantics
will be explained shortly. Processes are either sequential threads
{e} made of a single expression, or the parallel composition P | Q)
of processes, or restrictions new a in P denoting a communication
channel with scope P.

The notions of free and bound names are as expected, given
that the binders are abstractions, lets, and news. We identify terms
modulo renaming of bound names and we write fn(e) (respec-
tively, fn(P)) for the set of names occurring free in e (respectively,
in P). As usual we assume that application is left associative, hence
e1ezes stands for (e1ez)es. We also sugar the syntax with some
evocative notation: we write e1 ! es for send e es; we write _ for
unused/fresh variables; we write e;; ez for let _ = e; in eo;
we write let f x1---Z, = e1 in ez as an abbreviation for
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Reduction of expressions

(funz e)v — e{v/x}
recze — e{recze/z}
let (z, y) = (v, w) ine — e{v,w/z,y}
letx=vine — e{v/z}
Ele] — &[] ife — ¢’

Structural congruence

PI{O} = P
PlQ =QIP
PI(QIR) = (PIQ)IR

newain (P | Q)ifa & fn(Q)

newain P | Q

Reduction of processes

{&[av]} | {&'[recv a]} = {&[O]} | {&'[v]}
{&[fork v]} — {&[0]} 1 {vO}
{&]open()]} - newa in {&[a]} ifa & fn(&)

{e} = {e'} ife — ¢’

PIQ-5PI1Q it P-4 P/

newainP#newainQ ifPi}Q
where ¢ # a

newain P - Q ifP % Q
j Ny itP=—5=0Q

Table 1. Reduction semantics of expressions and processes.

let f=funxy --- fun x, €1 in ez and let rec f = e; in es
as an abbreviation for let f = rec f e; in e2. In the examples we
often omit the in part of a 1et, in which cases it is meant to be the
rest of the program.

The reduction semantics of the language is given by two re-
lations, one for expressions, another for processes (Table [T). We
adopt a call-by-value reduction strategy, for which we need to de-
fine the reduction contexts &, . .. and the set of values v, w, .. .:

context & = [] ’ (&, e) ’ (v, &) ‘ Se ‘ v&
| 1et(as,y)=é"ine|1etx=co@ine
value v = ¢ } a | (v, v) | funz e | send a

Reductions are either the beta rule that applies a function to its
argument, the unfolding of a recursion, the splitting of a pair into
its components, or the binding of a value to a variable. As usual
e{v/z} denotes the expression obtained by replacing the free oc-
currences of x in e with v and reduction is closed by reduction con-
texts. Structural congruence rearranges equivalent processes and is
directly linked to that of the m-calculus [21}|30)]. The reduction re-
lation of processes has labels ¢, . .. that are either a channel name
a, denoting that a message has been exchanged on a, or the spe-
cial symbol 7 denoting any other reduction. There are four base
reductions for processes: a synchronization can happen between
two threads where one is willing to send a message v on a channel
a and the other is waiting for a message from the same channel; a
thread that contains a subexpression fork v spawns a new thread
that evaluates v () ; a thread that contains a subexpression open ()
causes the creation of a new channel; the reduction of an expression
causes a corresponding 7-labeled reduction of the thread in which
it occurs. Reduction for processes is then closed by structural con-
gruence, parallel compositions, and restrictions. In the latter case,
the restriction of a disappears as soon as a communication on a oc-

curs, witnessing the fact that channels are linear in our model and
can be used for one communication only.

We conclude this section with a variety of examples whose pur-
pose is threefold: first of all, we show how to model a number of
significant communication patterns using linear channels; second,
we argue about desirable properties of programs, in particular dead-
lock and absence thereof; finally, we put together a reasonably com-
plete test bench for the type system that we develop in Section [3|
In the examples we use a slightly more concrete language equipped
with conditionals and a few additional operators. These can be eas-
ily accommodated without affecting the results in Section 3]

Example 2.1. Linear channels can be used for notifying the com-
pletion of independent subcomputations. For example, the fibo
function below computes the n-th number in the Fibonacci se-
quence by spawning each recursive call in a distinct thread:

let rec fibo n =
if n <1 then n
else let (a, b) = (open(), open()) in
fork fun _ (send a (fibo (n - 1)));
fork fun _ (send b (fibo (n - 2)));

(recv a) + (recv b)

Before the recursive calls, two new channels a and b are cre-
ated. As soon as each recursive call terminates, the corresponding
result is sent on a and b. These values are collected and added in
(recv a) + (recv b).Each channel syntactically occurs twice,
but is used for exactly one communication. Note that the func-
tion is non-deterministic, in the sense that the spawned threads that
evaluate recursive calls execute independently at possibly differ-
ent speeds; also, expressions are intermingled with (blocking) in-
put/output operations. It is therefore relevant to ask whether this
version of fibo is equivalent to the sequential one, in the sense
that it is able to reduce until a result is computed without block-
ing indefinitely on an input/output operation, and whether it always
produces the same result, when applied to the same argument. W

Example 2.2. Structured communications involving the exchange
of several messages can be modeled using continuations. To this
aim, it is convenient to define two functions

let ssend = y = let asend r y =
let ¢ = open() in let ¢ = open() in
z!'(y, ¢); ¢ fork fun _ z!(y, ©); ¢

that send a message y on channel x along with a fresh continuation
c. The continuation is returned so that further messages can be sent
in the same conversation. For example, writing e1 ! ! e2 in place of
(ssend e; ez) and taking ! and !! left-associative, the thread

{at'r111213 %}

sends three subsequent messages 1, 2, and 3 that the target thread
can receive with a sequence of recv and pair splittings, thus:

{ let (vi, d') = recv a in
let (v2, d’) = recv @’ in
let v3 = recv @’ in ... }

Note the use of fork in the definition of asend meaning that
asend, unlike ssend, realizes a non-blocking output operation:
the complete evaluation of (asend a v) does not guarantee that
v has been received, but only that v has been sent on a. In other
words, asend allows us to model asynchronous communication on
unbounded FIFO buffers. |

Example 2.3. Many parallel algorithms (Jacobi and Gauss-Seidel,
leader election, vertex coloring, just to mention a few) use batteries
of threads to elaborate some compound data structure. Each “node”

2014/3/1



NN R W =

1

of the structure is assigned a distinct thread which iteratively com-
municates with its neighbors. To maximize parallelism, communi-
cation is full duplex, that is threads simultaneously send messages
to each other. We can model full-duplex communication using pairs
of linear channels, where one channel is used for sending messages
to, and the other channel is used for receiving messages from, the
neighbor thread. The node function below models one such thread:

let rec node state f x y =
let ' = asend z stale in
let (state’, y') = recv y in
node f (f state state’) =’ y

in let (a, b) = (open(), open()) in
fork fun _ (node stateo fo a b);
fork fun _ (node state; fi b a)

The thread is parametric in a state (e.g., the current value of
the node assigned to the thread), a function f that computes a
new state from the current one and that of the neighbor, and two
channels z and y for respectively sending the thread’s own state
(line 2) and receiving that of the neighbor (line 3). At the end of
each iteration a new state (f state state’) is computed (line 4).
Lines 5-7 instantiate two nodes that are initialized with unspecified
initial states state; and transformation functions f;.

An interesting aspect of the system above is that the two threads
communicate in a cyclic network topology (the channel that one
thread uses for sending is the same channel that the other thread
uses for receiving, and vice versa) and that they both iteratively in-
terleave input (i.e., potentially blocking) actions on different chan-
nels. It may not be obvious that a system like this runs without
deadlocks. For instance, while this is the case for the particular
system above, using ssend instead of asend in line 2 or swapping
lines 2 and 3 produces another system that is deadlock. ]

Example 2.4. In this example we model a stream processing net-
work that computes the series of Fibonacci numbers. The network
is taken from [29] and relies on the small library of stream combi-
nators below (we keep using !'! to denote ssend of Example 2.2):

let rec link = y =
let (v, 2') = recv x in link z’ y!''v
let delay = y =

let (_, ') = recv z in link 2’ y

let rec add =z y z =
let (v, 2') =
let (w, ') =

recv x in
recv y in add 2’ ¢y’ 2!1 (v + w)

let rec copy z y z =

let (v, z') = recv = in copy 2’ y!lv 2!tw

Each combinator operates on two or three streams that we model
using linear channels as we have already done in Examples [2.2]
and 23} link z y forwards all messages received from z to y;
delay x y does the same except that it discards the first message
received from z; add = y z receives integers from x and y and
sends their sum to z; finally, copy « y =z forwards any message
from z to both y and z.

We use these combinators for building the network in Figure[T}
each integer sent on c; is duplicated to c2 and out; pairs of sub-
sequent integers sent on c2 are added together thanks to the copy,
delay, and add combinators and the result of the addition is in-
jected back on c;. The integers retrieved from out are the Fibonacci
series if the first two messages sent on c¢; are both 1. In code:

let mk_fibo_network () =

O 0 N N R W

Cq
C2

B

o

— C3

o)
i)

C1
add copy
—_—

Cs out

Figure 1. The Fibonacci stream network [29]].

let c2) = (open(), open()) in
c4) = (open(), open()) in
out) = (open(), open()) in
asend (asend c¢; 1) 1 in

_ (delay c4 c5);

_ (copy c2 c3 c4);

_ (add ¢35 ¢5 1)

_ (copy c1 c2 out); out

(c1,
let (c3,
let (cs,
let ¢} =
fork fun
fork fun
fork fun
fork fun

The example is interesting in many ways: in particular, it assem-
bles a network compositionally in terms of simpler building blocks,
the realized network contains cyclic dependencies (the messages
sent on c¢; are necessary for generating further messages on the
continuations of ¢;) and interleaves I/O actions on different chan-
nels. Again, the fact that the network works as expected is not ob-
vious. Already in [29] it is observed that the absence of deadlocks
in this program, hence the actual production of an infinite sequence
of messages on out, depends on the careful implementation and
composition of the combinators. In particular: add must first read
the non-delayed message, for otherwise the top copy combinator
would block trying to deliver a message on c3z before sending the
one on cy4; the two outputs on line 5 must be asynchronous, for oth-
erwise the program would block there before spawning the combi-
nator that receives these messages (line 9); forgetting either of the
two outputs on line 5 would also cause a deadlock, because delay
discards one of them. ]

3. Type System

We introduce the features of the type system gradually, in three
steps: we start with a monomorphic system (Section 3.I) to get
some familiarity with priorities and types, then we add polymor-
phism (Section [3:2), and finally recursive types (Section . We
conclude with the properties of the type system (Section @ The
reader interested in presentation of the full type system in one shot
may refer to Appendix [A]

3.1 Core Types

def

LetP = Z U {L, T} be the set of priorities ordered in the obvious
way (L <n < T forevery n € Z); we use p, 0, ... to range over
priorities and we write p A o (respectively, p V o) for the minimum
(respectively, the maximum) of p and o. We let p, ... range over
the set {7, !, #} of polarities. Types t, s, . .. are defined by

type ¢ u= B | txt|pll" | t—"rt

where basic types B, ... include unit and int and ¢ X s is the
usual product type. The type p[t]™ denotes a channel with priority
n that can be used to exchange messages with type t according to
p: 7 means that the channel can be used once for an input, ! means
that it can be used once for an output, and # means that it can be
used once for an input and once for an output. The arrow ¢t —"7 s is
the type of a function that accepts an argument of type ¢ and returns
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a value of type s. The function has priority p (its closure contains
channels with priority p or lower) and, when applied, performs I/O
operations on channels with priority o or higher. We write — as
an abbreviation for — %, that is a pure function not containing
channels and not performing any I/O.

It is useful to extend the notion of priority to arbitrary types:
basic types have the lowest priority T because their (lack of) use
does not affect deadlock freedom in any way, while the priority of
a pair is the highest (numerical minimum) of the priorities of its
components. Formally, the priority of ¢, written |¢|, is defined as:

T ift =B
[t = t| A lta] ift=t1 X to
P ift:p[s]”ort:tl —P ¢y

We use priorities to distinguish between linear and unlimited
types. Linear types denote values (such as channels) that must be
used to guarantee deadlock freedom; unlimited types denote values
that have no effect on deadlock freedom and may not be used.

Definition 3.1. We say that ¢ is linear if |t| € Z; we say that ¢ is
unlimited, written un(t), if [t| = T.

Below are the types of each constant that we consider. We
say “types” instead of “type” because, until the introduction of
polymorphism in Section [3.2] the same constant has in general
several types, and the right one is “guessed” depending on the
context. We write TypeOf(c) for one of the types of c.

open:unit — #[t]1" n < [t
O :unit recv: ?[t]" =Tt n < |t|
n:int send: !'[t]" — ¢t »™" unit n < [t

fork: (unit —”? unit) — unit

The primitive open creates a new channel with the full set # of
polarities and arbitrary (but finite) priority n.

The primitive recv takes a channel of type 7 [¢t]", blocks until
a message is received, and returns the message. The primitive itself
contains no free channels in its closure (hence the priority T)
because the only channel it manipulates is its argument. The latent
effect is the priority of the channel, as expected.

The primitive send takes a channel of type ! [¢]", a message of
type t, and sends the message on the channel. Note that the partial
application send a is a function whose priority is the same as that
of a, and that the latent effect is again the priority of a. Note also
that in open, recv, and send the priority of the message must be
lower than the priority of the channel. Since priorities are used to
enforce an order on the use of values, this condition makes sense
given that a message cannot be used until after it has been received,
namely after the channel on which it travels has been used.

Finally, fork accepts a thunk with arbitrary priority p and latent
effect o and spawns the thunk into an independent thread (see Ta-
ble[T). Note that fork is a pure function, with lowest priority and
no latent effect, regardless of the priority and latent effect of the
thunk. This phenomenon is an instance of effect masking, whereby
the effect of evaluating an expression becomes unobservable: in our
case, fork discharges effects because deadlocks are caused by se-
quential (rather than parallel) execution of input/output operations.

We now turn to the core set of typing rules. A type environment
I, ... is a finite map from names to types defined by

=90 | Mu:t

and considered modulo commutativity of bindings. We write
dom(T") for the domain of T', namely the set of names for which
there is a binding in T, and I'(u) for the type associated with u
in T'; we write I't, I'> for the union of I'; and ', when dom(T1) N
dom(T2) = . As usual in substructural type systems, we need a
more flexible way of combining type environments. In particular,

we want to be sure that every linear name is used linearly and we
must be able to distribute the polarities of a channel to different
parts of the program. To this aim, and following [20,|30], we define
a partial combination operator 4+ between types:

def

Pty if un(t)
plt1™ + qU1™ = #01™ if {p,q} = {7, !}

which we extend to type environments, thus:

@

T+ Er, if dom(T") N dom () = 0
def

Mu:t)+ (Mu:s)=T+T)u:t+s

For example, we have (z : int,a '[int]™) + (a
?[int]™) = =z : int,a : #[int]"™, so we might have some
part of the program that (possibly) uses a variable x of type int
along with channel o for sending an integer and another part of
the program that uses the same channel a but this time for receiv-
ing an integer. The first part of the program would be typed in the
environment x : int,a : ![int]™ and the second one in the en-
vironment a : ?[int]". Overall, the two parts would be typed in
the environment x : int,a : #[int]" indicating that a is used for
both sending and receiving an integer. It is easy to show that + is
commutative and associative.

We extend the function | - | to type environments so that |I'| £
NAucdom(ry |T(w)| with the convention that |} = T; we write un(T")
if |T| = T, namely if every type in the range of I" is unlimited.

We are now ready to discuss the core typing rules, presented
in Table |2 and deriving judgments of the form I' - e : ¢ & p for
expressions, denoting that e is well typed in T, it has type ¢ and
effect p and judgments of the form I' - P for processes, simply
denoting that P is well typed in T'.

Rules for expressions are quite conventional for a substructural
type system: axioms [[r-Namg]| and [ir-const]| verify that the unused
part of the type environment is unlimited and rules such as
[r-pair]] and [[r-spLiT]| that contain two subexpressions split the type
environment using the + operator (we omit the simple let binding
operator which, in the monomorphic type system, is just a simpler
variant of splitting).

Rule[[r-rec]|for recursions requires the environment to be unlim-
ited, since a recursive term will unfold an arbitrary number of times
and therefore cannot contain channels (but it general it will be a
function that may accept channels). The condition prevents the typ-
ing of an expression such as rec  .a!x, which has type unit and
would otherwise be well typed in the environment a : ! [unit]™.

Let us now focus on priorities and effects. Names and constants
have no effect (L); they denote fully evaluated, pure expressions
that do not reduce any further. In rule the effect p caused
by evaluating the body of the function becomes the latent effect in
the arrow type of the function, and the function itself has no effect
(L). In addition, the arrow is annotated with the priority of the
environment I" in which the function is typed. Intuitively, the names
in I" are stored in the closure of the function; if any of these names
is a channel, then we must be sure that the function is eventually
used (i.e., applied) in order to guarantee deadlock freedom. In fact,
the priority |I'| gives a slightly more precise information, since it
keeps track of the highest priority of any channel that occurs in
the closure of the function. We have seen in Section [T] why this
information is useful. Below are a few examples:

e the identity function fun z  has type int — "°* int in any
unlimited environment; in particular, it contains no channels in
its closure and it performs no I/O, so it is pure;

e the function fun = (z, a) hastype int—"™" (int x ! [int]")
in the environment @ : !'[int]"; it contains channel a with
priority n in its closure (whence the priority n in the arrow),
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Typing of expressions

[T-NAME] [T-CONST]

un(T) un(T)

[T-REC]

un(T’) MNe:the:t& L

Nu:tFu:t& L

[T-FUN]|
MNe:tke:s&p

| T-APP||

I'F c: TypeOf(c) & L

NkEe :t%p’gs&71

'Frecre:t& L

Mok es:t&m T1<‘r2‘ T2 < p

TFfunze:t—=""s8& L

[ T-PAIR ||
ket t; &pi (i=1,2) p1 < |I‘2| p2 < |t1|

[ T-SPLIT]|
F1F61:t1><t2&p

MM4+Tokee:s&oVrVr

N,x:t,y:tabes:s&o p < 2|

N+t (e, e2) :tlxtg&plvpz

M+Teklet(x,y)=e1ines:s&pVo

Typing of processes
[[T-THREAD]| [ T-PAR | [T-NEW]]
'+ e:unit & p NEP NEQ Fa:#t1" - P
I {e} N+hkFPIQ l'tnewain P

Table 2. Core typing rules for expressions and processes.

but it does not use a for input/output (whence the latent effect
1); it is nonetheless well typed because a, which is a linear
value, is returned as result;

T,n

the function fun x x!3 has type ! [int]™ — " unit; it has
no channels in its closure (priority T) but it performs an output
on the channel it receives as argument (priority n);

the function fun z (recv a + x) has type int —™" int in the
environment @ : ?[int]™; note that neither the domain nor the
codomain of the function mention any channel, so the fact that
the function has a channel in its closure (and that it performs
some 1/0) is only apparent from the priorities on the arrow;

n,n+1

the function fun x x! (recv a) has type ! [int]" ! —
unit in the environment @ : ![int]"; it contains channel a
with priority n in its closure and performs input/output opera-
tions on channels with priority n + 1 (or higher) when applied.

Rule deals with applications ejez. In the premises, 7; is
the effect caused by the evaluation of e;. As expected, e; must re-
sult in a function of type ¢ —° s and e> in a value of type t. The
evaluation of e; and e2 may however involve potentially blocking
I/O operations on channels, and the two remaining premises make
sure that no deadlock can arise. To better understand them, keep in
mind that we work with a call-by-value language and that applica-
tions, such as ejez, are evaluated sequentially from left to right.
Now, the premise 71 < |I'2| makes sure that any I/O operation
performed during the evaluation of e; involves only channels with
higher priority than those occurring free in ez (the free channels of
e2 must necessarily occur in I'2). This is enough to guarantee that
the functional part of the application can be fully evaluated without
blocking on operations concerning channels that occur later in the
program. In principle, this premise should be paired with the sym-
metric one 7> < |I'1| making sure that any I/O operation performed
during the evaluation of the argument does not involve channels
that occur in the functional part. However, while the argument is
being evaluated, we know that the functional part has already be-
come a value (see the definition of reduction contexts in Section2)).
Therefore, the only really critical condition to check is that no chan-
nels involved in I/O operations during the evaluation of e2 occur in
the value of e;. This is expressed by the condition 7 < p, where
p is the priority of the functional part. Note that when e; is an ab-
straction, by rule p coincides with |T |, but in general p may

be lower than I, so the premise 72 < p gives better accuracy. The
effect of the whole application e ez is, as expected, the combina-
tion of the effects of evaluating e, e2, and the latent effect of the
function being applied. In our case the “combination” is the lowest
priority of any channel involved in the application. Below are some
examples:

the application (fun x x) 3 is well typed, because both fun x x
and 3 are pure expressions whose effect is L, hence the two
rightmost premises of are trivially satisfied;

the application (fun = ) a is also well typed in the environ-
ment a : p[t]1"™, because the functional part has no effect (_L);

the application (fun z x) (recv a) is well typed in the envi-
ronment a : 7[int]"™: the effect of (recv a) is n (the priority
of a) which is higher than the priority T of the function;

the application (fun x (x, a)) (recv a) is ill typed because
the effect of evaluating the argument is the same as the priority
of the function. Indeed, for the evaluation of recv a to complete
it is necessary that a with output polarity is owned by a thread
running in parallel with respect to the application;

the application (recv a) (recv b) is well typed in the envi-
ronment @ : ?[int — int]1% b : ?[int]'. Note in particular
that the effect of the argument is 1, which is not higher than the
priority of the environment a : ? [int — int]° used for typing
the function. However, 1 is higher than T, which is the priority
of the result of the evaluation of the functional part of the ap-
plication. Therefore, this application would be rejected had we

used the premise 72 < || in

Rule has many similarities with [T-apr], S0 we omit a
detailed explanation (we see it at work in Example|3.2|below). Just
note the premises making sure that the sequential evaluation of the
two components of the pair do not block on channels involved in
both of them, and the combination of the effects in the conclusion
of the rule. Rule[[T-spLiT]|is also a standard pair-splitting rule. There
is only one premise p < |I2| checking that no channels used for
evaluating the pair also occur in the body es of the let.

The typing rules for processes are unremarkable: splits
contexts for typing the processes in parallel, introduces a
new channel in the environment, andthreads. Note

that the effect of threads is ignored: effects are meant to capture
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circular dependencies between communications and the conditions
concerning priorities in the typing rules detect dependencies that
arise within sequential parts of the program (i.e., within expres-
sions); circular dependencies that arise between parallel threads are
indirectly detected by the fact that each occurrence of a channel is
typed with the same priority (see the discussion of (I in Section[T).

Example 3.2. In this example we see the combination of effect
masking and the asymmetric conditions on priorities in rule[[T-paIr]}
In particular, we can derive

a: '[int]° F fork---:unit & L
a:?[int]° F recva: int &0

a:#[int]° - (fork fun _a!'3, recva) : unit X int & 0

where the same channel a occurs and is used in both components
of a pair. The effect of the first component is masked by fork and
that of the second component satisfies 0 < [unit| = T. ]

Example 3.3. Considering again fibo in Example[2.1] and assum-
ing that the infix operator + is just the application of the constant +
with TypeOf(+) = int — int — int, we derive

F +: TypeOf(+) & L

a:?[lint]™ F recva:int & m

a:?7[int]™ F + (recva) : int — int & m

for the left operand and

b:?[int]" F recvb:int&n
for the right operant, therefore we conclude

a:?lint]™,b: ?7[int]™ F + (recva) (recvd) : int & n

provided that m < n, which is consistent with the fact that the
receive operation on a blocks the receive operation on b. In conclu-
sion, fibo is well typed and has type int — "™ int. |

3.2 Polymorphic Types

In this section we show how to enrich the type system with support
for polymorphism. Ideally we would just introduce type variables
indicating unknown types so that, for example, the identity function
fun x x can be given the familiar polymorphic type Va.ce— . The
identity function uses its argument linearly, so the type variable
« can be instantiated with any type, be it linear or unlimited. In
general, however, one must be more careful. Consider, for example,
the first projection function

f & fun x fun _x
which discards its second argument. Normally a function like this
is assigned the type VafB.ac — S — «. In our context, this type
is too imprecise, for two reasons. First of all, we would like to
specify that 8 can only be instantiated with unlimited types, for the
second argument of the function is discarded and so it cannot be, for
instance, a channel. Second, we must be able to say that the priority
of the second arrow type is the same as the priority of the first
argument. Indeed, the partial application (f a) is a function that
contains a channel a. Not only this function is linear, but its priority
coincides with that of a. In summary, we must be able to reason on,
and impose constraints to, the priority of type variables. To this aim,
we introduce a category of priority variables ranging over unknown
priorities, and we allow quantification over priority, as well as type,
variables, as we have already suggested in Section[I} In both cases
quantification is bounded: type variables range over types with a

specific priority, and priority variables range over priority intervals.
Below is the extension of types to polymorphism:

type t = - | a
typescheme T == t | Vo' T | W9.T
priority p u= L|n|T|z|p/\p‘p\/p
interval o == [p,p] | (0] | [p:] | (psp)

Types are enriched with type variables o, 3, . . . ; type schemes
are possibly quantified types: quantification over type variables
specifies the priority of types that can instantiate the type variable,
while quantification over priority variables 1, 3, ... specifies an
interval ¢ of priorities over which the priority variable can be
instantiated. We use established notation for denoting intervals ,

. of P; for example, the closed interval [ L, T| denotes the whole
PP and the open interval (L, T) denotes the set of finite priorities
Z. Having introduced priority variables, we generalize priorities
to priority expressions and we keep using p, ... for ranging over
these; the operators A and VV now become part of the syntax.

Using polymorphic types we can assign proper type schemes to
the four primitives of our language:

open : Vo.Va' V5™ unit — #[a]?
recv : VaVa' V)t 9 2[al’ = 7 a
send : Vo.Va' V39 1 [a]? = o =77 unit
fork : Vo.Vy" ™) (unit —*7 unit) — unit

where we omit (L, T] intervals. Note that we can specify the
constraint requiring messages to have lower priority with respect
to the channel on which they travel.

Since now types may contain type variables and priority expres-
sions may contain priority variables, we must parametrize opera-
tions on types and relations between priority expressions by a pri-
ority environment that keeps track of the priority of type variables
and of the intervals on which priority variables range over. Priority
environments ©, . .. are defined by:

©:=0|0,1€p|0,a:p

We write dom(®) for the domain of ©, namely the set of
type and priority variables for which there is an association in
O, and O(«) for the priority of « as determined by ©. We also
write @1, ©®2 for the union of ©; and @2 when they have disjoint
domains. To make sure that the associations in priority environ-
ments are not ambiguous, we do not equate ©;, 02 and Oz, 0,
and we require two basic well-formedness conditions: ©,1 € ¢ is
well formed if all the priority variables in ¢ are in dom(®), and
O, a :: pis well formed if all the priority variables in p are in
dom(®). In the following we implicitly assume to work with well-
formed priority environments. We write |t|e for the expression that
denotes the priority of ¢ in the priority environment ©. Formally:

T ift =B
o & O(a) ift = o € dom(©)
= p ift =pls]Port =1t ="ty

[tile A |tale ift =t1 X t2

When checking a relation between priority expressions p % o
or amembership p € ¢, knowing the range of the priority variables
occurring in p and o is relevant. For example, the relation ¢« < 3
does not hold for arbitrary values of ¢ and 7 but it holds, say, under
the assumptions given by the priority environment: € (L, T),7 €
(2, T]. From now on we will write p Ze o if the relation % holds
under the assumptions ©; similarly, we will write p € . We do
not provide any detail regarding the inference engine that derives
judgments p Ze o or p €Ee @, we only assume that the inference
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engine is closed by substitutions. That is, if p %o ,c,0 ¢ and
T € ¥, then p{T/Z} %9,9’{7/1} U{T/Z}.

Following [35]], we define two relations for respectively instan-
tiating a type scheme to a type and generalizing a type to a type
scheme. Since our form of quantification is bounded, both relations
must be parametric over a priority environment which makes sure
that instances of type/priority variables are appropriate (in the case
of instantiation) and which keeps track of the type/priority variables
that have been generalized (in the case of generalization). We have:

teay 1sl=ep  Tis/a}ret pEoy T{p/t}rot
© Vol T ot VP T »ot
for instantiation and
tl=0 T t=<eT [tl=0 T t<eT

t<pt

t <axp0 V. T t <icp,0 V12T

for generalization. Note that we allow the generalization of a type
t only if it can be established that its priority is T in the empty pri-
ority environment. The motivation for this constraint is to prevent
the priority of a quantified type to depend on the type/priority vari-
able being quantified. For example, we forbid the generalization
int —»"" int <,e(1,7) V2.(int —"" int) because the priority
of int —** int depends on 2. We argue that the impact of such
restriction is null: types with a finite (non- T) priority are linear and
denote values that can be used only once, so there is no much point
in making them polymorphic. On the contrary, thanks to this re-
striction we can easily generalize the computation of the priority of
polymorphic types, which is trivially T. Formally:

Vo Tle = V1. T)e £ T

Now that we have introduced polymorphic and extended the
notion of priority to them, the last ingredient we need is a revised
combination operator +. In practice the definition is the same as
that in equation EL except that the operator is parametric over a
priority environment ® which is used for establishing whether a
type (scheme) 7" is unlimited or not. More precisely, we revise the
first equation in (@) thus:

def

T+eT =T if|T‘@:@T

The extension of + to type environments is just as before,
recalling that type environments now associate type schemes to
names. In particular:

Mou:T)+e(Mu:S)ET4+olM),u:T+e S

We are now ready to discuss the typing rules of the polymorphic
type system. Most of them have exactly the same structure as in the
monomorphic type system, except that now judgments for expres-
sions have the form I' g e : t & p and the relations concerning
priorities are parametric in the ® environment. The rules affected
by polymorphism are shown in Table [3] (and the complete revised
type system is in Appendix [A). A judgment T Feo e : t & p is
well formed if all the free type/priority variables occurring in I" are
in dom(®). From now on we implicitly assume well formedness
of all judgments. Rules [[-NaME PoLY]| and [[T-consT poLY]| are stan-
dard: they instantiate the (polymorphic) types of constants and of
names in the type environment. Rule implements let-
polymorphism: the type ¢ of the expression being bound to the vari-
able = can be generalized to the type scheme 7" provided that all
quantified type/priority variables (in ®") do not occur in the type
environment ;. This is guaranteed by the fact that @ is disjoint
from © and that 'y must necessarily contain only type/priority vari-
ables in © for otherwise the judgment in the conclusion would be
ill formed. We also need to revise rule|[T-rRec]|to [[T-REC POLY]|tO Sup-
port polymorphic recursion. The idea is to generalize the type of

a recursion variable x and allow each occurrence of a rec = e to
be instantiated to a type s that is appropriate for the context where
the recursion variable occurs. Polymorphic recursion is essential
for typing most of the examples that follow.

Example 3.4. Given the usual definition of function composition
let (o) f g=funz (f (g ©))

we can derive

() : Vafy Vvt T e h T,

(,B—V’J’Y)%(Oé—)mh 6) _>1,L (a_>z/\n,]\/h

7)

(type variables with no priority bounds are assumed to range over
any type). We can now define a polymorphic forwarder as follows

let forward x = (send x) o recv
for which we have
forward : V2.¥7"" ) Wk ) Va7 [al’ — 1 [al? —* unit

Note that the priority of the channel on which the message is
forwarded must be lower than the priority of the channel from
which the message is received, and that the message itself must
have lower priority than both channels. |

Example 3.5. Considering again the functions ssend and asend
from Example[2.2] we derive

ssend : V2.V)" D Wk T Lyp0 Tl yar vah,
'ax 708171 - a—="" 1 [BY

asend : V2.V 1) Ve TLyp(: T yar vt
tla x 7[8171" = a =" 1 [B)?

The only difference between the two types is that asend has
no latent effect, since the output is performed in an independent
thread that is spawned from within asend. Note also that there
is nothing in the definition of these functions imposing that the
returned continuation must have output capability. For instance,
ssend has also the type ! [ x '[5]7]* — a —="" 7[B]’. As a
consequence, some expressions lack a principal typing. |

3.3 Recursive Types

Let us complete the type system with support for recursive types.
This is achieved by adding a conventional pa type constructor,
but to make recursive types useful in our setting it is necessary
to extend types in a slightly more sophisticated way. To see why,
consider for example the 1ink combinator that we have defined in
Example[2.4]and that forwards all messages received from a stream
z to another stream y. Since both x and y are infinite streams, it is
reasonable to expect that their respective types will be recursive.
Tentatively, we may think of the assignments

x:t and y:![in1:><s:|1

where ¢ and s are recursive types satisfying the equations:

=7[int x t]1° s = ?[int x s]? )

(for simplicity, while discussing this example we fix both the type
int of messages and the priorities in types).

Note that each message sent on the output stream y is a pair
made of an integer and a continuation channel with input capability,
since that continuation will be used for receiving the next message
sent on the stream. Note also that the priority of z must be strictly
higher than that of y, since in 1ink there is an input operation on
x that blocks an output operation on y. The problem is that, by
looking at the type schemes associated with send and recv, we see
that any message sent on a channel must have a type with a priority
that is strictly lower than that for the message, and this is not true
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L T-NAME POLY ||
T <e I T>ot

[T-LET POLY]|

F1 F@’@/ €1 : t& L

t <e T FQ,Z':T}—@eQ:S&p

Nu:Treou:t& L

N+elotleletz=e;iner:s&p

L T-CONST POLY || [ T-REC POLY ||
T <e |l TypeOf(c) =o t T <e |T'| MNa:Three e:t& L T>oes
Nec:t& L Ferecre:s& L

Table 3. Rules for polymorphism and polymorphic recursion.

for ¢ and s. For example, a message received from a channel with
type ¢ has priority |int x t| = |t| = 0, which is the same priority
of x. Overall, in order to satisfy the constraint on the priority of
message types in the first and every subsequent iteration of 1ink,
we must use the assignments

z:t© and y: ![int X @7t

where ¢() satisfies the equation
t" = ?[int x (0TI (©6)

The problem is that ) consists of infinitely many nested chan-
nel types with numerically increasing priorities. In other words, t®
is not a regular type, so it cannot be finitely represented by means
of the familiar p notation [§].

To recover a finite representation of the types t® we resort to a
new type constructor $¢ which allows us to express the priorities
in ¢t as being relative to a finite displacement p. The value of a
priority o occurring in ¢ is actually p 4 o, where + is the extension
of integer addition to priorities, sothat L +n =land T4+n =T
for every n € Z. In summary, we extend the syntax of types and
priorities in this way:

type t

priority p = --- ’ p+p
where o is the standard binder for recursion type variables. Then,
in order to make recursions and displacements transparent con-

structors, we identify types according to the following set of equa-
tions:

’ paot ‘ $°t

pat = t{pat/a}
$B = B
$(txs) = ($°0) x (8%5)
$P(t T S) — ($pt) _>p+a,p+7' ($PS)
$°pltl° = pl$°t1°te

The first equation is the standard identification of types modulo
folding/unfolding of recursions. The subsequent equations propa-
gate the $” constructor across compound types and add p to ev-
ery explicit priority annotation. For example, we have $1(int X
plint]?) = ($int) x ($'plint]?) = int x p[$'int]® =
int x plint]®. Going back to the equation (6. we can now define

— pe.?[int X $1a]0
and it is easy to see that

t = ?[int x $¢1°
= 7[int x $'7[int x $1¢1°1°
?[int x 7[int x $2t]1'1°

namely that $°¢ is a finite representation for £,

Example 3.6. Let us define the type ¢ p stream”” for representing
infinite p-streams of messages of type ¢:

t pstrean”” £ plt x pa.?[t x $7al? 717

Each time a message is received from (respectively, sent to) an
7-stream (respectively, a !-stream), the priority o of the stream is
incremented by p. In particular, we have t ?stream”’ = 7[t x
t 7stream”T™?]” and t !stream”” = ! [t x t 7stream”T77]”,
The functions ssend and asend can be specialized to sending
messages on streams. For example, asend has the type

Vo Vo D ve® D o tstrean™ — a -t  tstrean' "
and ssend has an analogous type with 2 in place of L in the latent
effect of the rightmost arrow.

We are now ready to give a type to the node function in Exam-
ple[23] We can derive:

-
node : Va.Ve ™ D vk o (0 = o — a) = o 'stream™”
— o ?stream™” —» " unit

There are two important observations regarding the typing of
node: first, the local variables =’ and 3’ in the body of node are
assigned the types

1+K,K 1+K,K

’ ’
T o !stream and Y :« ?stream

which differ from the corresponding types of « and y because of the
priorities of streams change each time a message is sent/received.
Then, the recursive call of node is well typed thanks to polymor-
phic recursion. The second observation concerns the latent effect
of node, which cannot be finite (or L) because node performs an
unbounded sequence of input operations on channels with (numer-
ically) strictly increasing priorities. Then, the saturated application
of node yields an expression that has effect T. Because of the con-
straints on priorities in the typing rules (Table[2) an expression with
effect T cannot be “followed” by any other expression: it cannot be
neither the functional part nor the argument of an application (see
[(=apr]), it cannot occur within pairs (see [[T-pAIR]), nor can it occur
in the left part of a 1let (see|r-spit]|and [[T-LET]). In other words, it
can only occur in tail position. This is precisely what happens with
node in Example 2.3 [ ]

Example 3.7. Table? presents the types of the stream combinators

used in Example All of them take advantage of polymorphic
recursion and are non-terminating, tail-recursive functions with
latent effect T just like node discussed in Example Now we
can derive, for example

mk_fibo_network : unit — int '.7strea1112’5
with the following assignments for the bound names in the body of
mk_fibo_network:

¢i : int #stream’ ™ 1®  for 1 <i1<4
cs . int #stream”?®
A 1 10,5
cy :int !stream
out : int #stream®®

Note that mk_fibo_network itself is a pure function, since
all the computation (and communication) is performed in threads
spawned within the body of the function. |
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link : Va.Ve.¥3® D V(T o ?7strean®” — o !stream’” —
delay : Va.V2.¥)® ) V(O o ?stream™ — o Istream’ ™~ —
copy : Va.¥o.¥7 " D VRO D vr(®T) o ?stream”™ — o ?stream’” —

»T ynit
2, T .

unit
L o 1stream™” —»* T unit

add : V2.9 D WA D e int 7stream™” — int ?stream’” —** int !stream™" —»" unit

Table 4. Typing of the stream combinators in Example [2.4]

3.4 Properties

The type system is a conservative extension of the Hindley-Milner
type system: every program that does not make use of the com-
munication primitives and that is well typed in the Hindley-Milner
type system is also well typed in our type system. This follows from
the observation that the effect of pure expressions is L and unlim-
ited types have priority T by definition, therefore all the conditions
concerning priorities in the typing rules are trivially satisfied.

Let us now discuss the properties of well-typed programs. The
first, expected property is subject reduction, namely the fact that
the reduction of expressions/processes preserves well typedness.
For expressions, this is the familiar preservation of types. For pro-
cesses, we must take into account the fact that linear channels are
consumed after each synchronization (last but one reduction in Ta-
ble [T). This means that when a process P performs a communica-
tion on some channel a, the channel must disappear from the type
environment used for typing the process. To this aim, we define a
partial operation I' — ¢ that removes ¢ from I', when ¢ is a channel:

def

r—r=T

def

(M a:#[t]1?)—a=T
Now, we can formulate subject reduction:

Theorem 3.8. The following properties hold:

L IfTree:t&pande —s €, thenT e €' : t & p.

2. T+ Pand P -5 P', thenT — (+ P'.

The fact that the type environment changes because of reduc-
tions is a common trait of behavioral type systems, such as those
based on session types [9H12]. Linear channel types are a basic
form of behavioral types. There are two things to remark regarding
Theorem [3.8] The first one is that the effect p of an expression e
does not change when e reduces. This is expected since the reduc-
tions of expressions in Table [I] solely concern the pure fragment
of the calculus not involving communication primitives. The sec-
ond observation is that I' — a is not defined if a ¢ dom(T"). This
means that Theorem [3.8]is slightly more than an auxiliary result for
proving the soundness of the type system (Theorem [3.11] below).
It means that well-typed programs never attempt at using the same
channel twice, namely that channels in well-typed programs are
indeed linear channels. This property has important practical con-
sequences, since it allows the efficient implementation (and deallo-
cation) of channels [20) 32].

Another property granted by linear communications is that com-
putations are deterministic, despite threads may interleave actions
in different ways. We express this property as strong confluence of
well-typed programs:

Theorem 3.9 (strong confluence). Let I' - P and P L P
and P —Z2—> Ps. Then either P, = P> or there exist QQ such that
P2 Qand P, 25 Q.

Theorems [3.8] and [3.9] just reformulate expected or known re-
sults [20]] concerning the linear 7-calculus in the context of a func-
tional language. We now turn the attention to the deadlock free-
dom properties granted by our typing discipline. Deadlock freedom
roughly corresponds to the property that if the program terminates,

then it has no pending I/O operations left. In our case, the only ter-
minated program without pending operations is (structurally equiv-
alent to) { () }. We can therefore define deadlock freedom thus:

Definition 3.10 (deadlock freedom [18]). We say that P is dead-
lock free if P —  @Q — implies Q = {O}.

The notation () —— means, as usual, that () is unable to reduce
further.
Now, every well-typed, closed process is free from deadlocks:

Theorem 3.11 (soundness). Let () = P. Then P is deadlock free.

Theorem [3.11] can be generalized to processes that are well
typed in a balanced environment I', where " is balanced if its do-
main contains only channels with # polarity. The balancing condi-
tion, which is trivially satisfied by the empty context ) in the state-
ment of Theorem [3.T1] ensures that the program is “complete”, in
the sense that every linear channel is used for both an input and
an output operation. This is essential to guarantee that the program
does not get stuck on a pending I/O operation which has no comple-
mentary one. Nonetheless, one may think that the statement of The-
orem is rather weak, considering that every process P (even
an ill-typed one) can be “fixed” and become part of a deadlock-free
system if composed in parallel with the diverging thread {rec x x}.

It is not easy to state an interesting property of well-typed par-
tial programs — programs that are well-typed in non-balanced envi-
ronments — or of partial computations — computations that have not
reached a stable (i.e., irreducible) state. We might think that well-
typed programs eventually use all of their channels. This property
is false in general, for two reasons. First, our type system does not
guarantee the termination of well-typed expressions, so for exam-
ple a thread like {a! (rec = z)} never uses channel a, because
the evaluation of the message does not terminate. Second, there are
threads that repeatedly generate (or receive) new channels, so that
the set of channels they own is never empty. This happens for in-
stance in Example2.3]and Example[2.4] What we can prove is that,
assuming that a well-typed program does not internally diverge,
then each channel it owns will eventually be used for a communica-
tion or it will be sent to the environment in a message. To formalize
this property we must generalize reductions to labeled transitions,
so that we can reason on the evolution of partial programs. Labels
A, ... of transitions are defined by

A=/ ’ a?e ’ alv

and the transition relation s extends reduction with the rules

a & bn(%) a & bn(%) fn(e) Nbn(€) =0
Clatv] % €[0] €lrecv a] =S e
where € ranges over process contexts € ::= {&} | (¢ | P) |

(P | €) | new a in €. Messages of input transitions have the form
a?e where e is an arbitrary expression instead of a value. This is just
to allow a technically convenient formulation of Definition
below. We formalize the assumption concerning the absence of
internal divergences as a property that we call interactivity. Note
that interactivity is a property of typed processes, which we write
as pairs I'§ P, since the messages exchanged between a process and
the environment in which it executes are not arbitrary in general.
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Definition 3.12 (interactivity). Interactivity is the largest predicate
on typed processes such that I' § P interactive implies I' - P and:

1. P has no infinite reduction P~ P, 25 P, +25 ... and

2. if Pt Q, then T — £ ¢ @ is interactive, and

3.if P % Qand T = 1M a : 1[£]", then T 3 Q is interactive
for some I’ C T, and

4. P % Qand T = TM,a : 7[41", then T § Q{v/x} is
interactive for some v and I'"" D " such that n < [\ T"|.

Clause (1) says that an interactive process does not internally
diverge, so it will eventually halt either because it terminates or
because it needs interaction with the environment in which it ex-
ecutes. Clause (2) simply states that reductions preserve interac-
tivity. Clause (3) states that a process with a pending output on a
channel a must reduce to an interactive process after the output is
performed. Finally, clause (4) states that a process with a pending
input on a channel a may reduce to an interactive process after the
input of a particular message v is performed. Note that clauses (2)
and (3) state provable properties of well-typed processes, and the
condition " D T where n < [ \ T'| in clause (4) follows from
the typing of v, which must have priority n + 1 or lower. There-
fore, the only additional conditions we are imposing on well-typed
programs are convergence of P in clause (1) and the existence of v
in clause (4). It is now possible to prove that well-typed, interactive
processes eventually use their channels.

Theorem 3.13 (interactivity). Let I' § P be an interactive typed

process such that a € fn(P). Then P li> Py |£> RN P, for
some A1, ..., An such that a & fn(P).

4. Related Work

Higher-order concurrent languages. Concurrent ML [28[29] is
probably the most studied higher-order language with concurrency
primitives. In addition to primitives such as send and recv, CML
also considers first-class events that can be used for building I/O ac-
tions in a compositional way, in the style of monadic IO actions of
Haskell. The approach we have described in this paper can be easily
extended to CML events, by annotating event types with priorities.
Effect systems for higher-order concurrent languages are discussed
in [2l 24]. Effects are used for checking that the communication
behavior of a program does not deviate from a desired protocol or
for establishing properties (such as finiteness) of the communica-
tion topology of a concurrent system. Type inference algorithms are
presented in [[1} 2} 22]]. Apart from the fact that we focus on linear
communications, a major difference between these and our work is
that in [[1} 2} 22} [24]] the structure of communications is recorded in
the effects, while in our case effects simply keep track of the prior-
ity of the channels involved in communications and the protocol is
encoded in types. More recently, linear typing disciplines not based
on effects for higher-order languages equipped with a native notion
of sessions have been investigated [5, 110, 134)]. In addition to safety,
types are used in [10] for estimating bounds in the size of mes-
sage queues, and in [5] for detecting memory leaks occurring when
channel pointers become part of unreachable, cyclic memory struc-
tures. The type system in the present paper subsumes the one in [5],
for the absence of cyclic dependencies between channels is a nec-
essary condition for deadlock freedom. Also, we simultaneously
simplify and generalize the language in [[10]: since binary sessions
can be encoded in the linear 7r-calculus [9], our language subsumes
that in [10] and in addition our type system treats polymorphism
and guarantees deadlock freedom also in presence of session inter-
leaving. Wadler [34] presents a session-based functional language
such that well-typed programs are deadlock free without requiring
any particular type annotations dedicated to this purpose. However,

in his case the syntax of (well-typed) programs prevents the model-
ing of cyclic network topologies so that, for instance, the networks

in Examples[2.3|and[2.4]are ill typed.

Deadlock freedom. Our type system has been partly inspired by
previous static analysis techniques guaranteeing deadlock freedom
for the m-calculus [[181125]. There are two main differences between
[[18]] and our own work: first, we work with a higher-order language
instead of a process calculus. This requires a richer structure of
types, in particular using (latent) effects, since the typing rules do
not have visibility of the whole continuation of a program fragment.
The second main difference regards the use of polymorphism (and
particularly of polymorphic recursion) with respect to channel pri-
orities. This feature has a significant impact on the accuracy of the
type system. For example, the suitable encodings of the program
in Example [2.3|or the stream network in Example are ill typed
according to the type system in [18]. In general, the lack of poly-
morphism in [[18] prevents any process combining recursion and in-
terleaving actions on two or more channels from being well typed.
Properties stronger than deadlock freedom such as lock freedom —
the assurance that every pending communication eventually takes
place — are considered in [17, |19} [25]]. Our interactivity property
(Theorem [3.13)) is similar in spirit to the hybrid type system [19]
showing that lock freedom can be characterized as the conjunction
of deadlock freedom and termination.

Linearity. Our language makes use of linear channels, whose
properties have been previously studied in the setting of the -
calculus [20]]. Many practical systems make widespread use of lin-
ear channels [13| [14]. It has been shown that structured commu-
nications such as those in binary sessions can be modeled solely
using binary sessions [9] and a large fraction of multiparty sessions
— those with an arbitrary, although usually fixed, number of partici-
pants — can be modeled using linear channels as well [25]. Concur-
rency models such as Kahn’s process networks [[15] or communi-
cating finite-state machines [6] make use of communication chan-
nels that are exactly, or very close to, those that can be encoded
using linear channels. Incidentally, deadlock detection in these sys-
tems has been shown to be undecidable, even without channel mo-
bility and in simple network configurations [0} [7].

Various forms of linearity find widespread use also in sequential
languages, where they can be used for the improvement of code
optimizations [32]], safe access control of shared resources [31], and
refined analysis of deallocations [16]. The monadic I/O system of
Haskell is a way of enforcing the linear usage of global state [33].

Non-regular types. Limited forms of non-regular types, some-
times called nested datatypes, have already been considered [3} 4]
also for processes [27]. In all these cases, the non-regularity fol-
lows from the very structure of types, whereas in our case it is only
the priority annotations that change.

5. Concluding Remarks

Type safety alone is not strong enough to entail deadlock free-
dom when concurrent threads interleave actions on communication
channels. This observation has led to the development of type sys-
tems [[17H19} 25]] specifically aimed at ensuring deadlock freedom.
A common trait of all these works is that they are based on the
m-calculus [21]. While computationally complete, the m-calculus’s
only focus is on communication, and programs encoded in the 7-
calculus are flat sequences of I/O actions. The intrinsic structure
of high-level (and possibly higher-order) programs, which include
procedures, functions, objects, modules, etc., is therefore lost in
the encoding, meaning that the type-based techniques devised for
the m-calculus may need significant reworking when ported back to
concrete languages. Inspired by the type system for deadlock free-
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dom in [25]], we have studied this porting to a higher-order language
with communication primitives a la Concurrent ML [28 [29].

Our type system grants a strong form of deadlock freedom
(Theorems [3.11] and 3.I3) with a relatively minimal machinery,
which has nonetheless a non-trivial impact when integrated with
the other features of the language, most notably polymorphism and
recursion. The presented type system also has some limitations, of
which we discuss here the two that we consider most critical. The
first obvious issue regards type reconstruction. As clearly witnessed
by the examples in Section [3] the detailed nature of types makes
type reconstruction almost mandatory if the type system is meant
to be practically useful. We have not yet investigated whether
a complete type reconstruction algorithm can be developed. We
do have a prototypical reconstruction algorithm for a similar (but
simpler) type system for the m-calculus [25] and we are aware
of the fact that reconstruction algorithms supporting polymorphic
recursion are feasible when this form of polymorphism is restricted
to effects [l 2], which is precisely the way we use it. More work
is necessary to see whether these good-looking premises lead to a
concrete reconstruction algorithm.

Another issue is that some natural program patterns are ill
typed. An example is given by filter_stream below, which is the
stream-oriented counterpart of the well-known filter function:

let rec filter_stream f z y =
let (v,z’) = recv z in
if (f v) then filter_stream f z’ (asend y v)
else filter_stream f z’ y

The problem of filter_stream is that on line 4 the prior-
ity of =’ is displaced with respect to that of x, while that of y
stays obviously the same and we are not able to differentiate the
displacements for the priorities of different arguments. In general,
the mechanism of priority displacement $” allows us to deal with
programs whose communication behavior follows a regular pat-
tern and does not depend on the data being communicated. This
is not the case for filter_stream. A solution could be to switch
to rational (instead of integer) priorities and using more sophisti-
cated priority mapping functions that allow priority “compression”:
the priority of 2’ could always be chosen to be half way between
that of x and that of y. This extension, however, would invalidate
Theorem [3.13] which holds only if the set of priorities is discrete,
and would certainly complicate an hypothetical type reconstruc-
tion algorithm. A workaround could be the combined use of user-
specified recursive types together with iso-recursion, in a way that
mimics the usual treatment of recursive algebraic data types.
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A. Supplement to Section 3] A.3 Basic properties

A.1 Basic definitions The following are standard properties of well-typed expressions
S and values. In all cases the proofs are simple inductions on the
yntax .
T derivation of well typedness.
t u= e
B (b);l;ic type) Lemma A.l. Let T Fg e : t & p. Then fn(e) C dom(T") and
| @ (type variable) ftv(t) U fpv(t) U pv(p) C dom(O).
| txt (product) The following Lemma shows that a value has no effects, which
g
| plt]? (channel) is a common feature of effect systems. We implicitly use this
| PPt (aI.TOW) property in the rest of the appendix and omit the priority from
| $°¢ (dlsplaged type) the judgments that regard values. Therefore, we will often write
| pot (recursive type) Mv:tinsteadof T v :t& L.
e LemmaA.2. LetT kg v:t& p. Then p = 1.
T = Type scheme p P
t (type) . LemmaA.3. LetT o v : t where T is ground. Then T|gy(v F6l e iou(e
Yaf. T (type polymorphism) vt (o)
Vio?. T (priority polymorphism) . .
Corollary A.4. Let T Fg v : t where t is closed and T is ground.
p = Priority Then Db T:v&t.
1 (bottom) For values it is possible to establish an important relationshi
; p p p
n (finite) between the priority of their type and that of the type environments
T EIOP) g variable) in which they are typed:
riority variable
i)/\ p (Enmm}lllm/hlghest) Lemma A.5. Ifr '_G) vt then ‘t|@ =0 |r‘@)
pVp ((rjr}axlimum/lowest) Proof. By induction on v. If v = ¢, then T =g |l'e and
ptp (displacement) TypeOf(c) > t and we conclude by analyzing the priority of
constants. If v = a, thent = p[s]” and T = [,a : t and
cT [0, 0] %?l?sl;:‘;ia:nterva]) T = ||e. We conclude |tle = p =o |"le A p =0 p. If
PP . v=funze,thenl x:t; I—@e:tz&pandt:tlﬁ‘”@’ptz
| (p,p] (left-open interval) o
| (0. ) (right-open interval) and we conclude for reflexivity of =g. If v = (vi, v2), then
| (p,p) (ogen irﬁerval) t=ti Xtoand ' =T1 +e 2 and I; Fe v; : ¢;. By induction
PP P hypothesis we deduce |t;|e =e |li|e for i = 1,2. We conclude
0 = Priority environment ltle = |t1|9 A |t.2‘@ =o [Nle A[l2le = [Tle. The case for
0 - v = send a is similar to that for a. O
(empty environment)
|  ©,1€¢@ (priority variable binding) We introduce the category of quasi values Vv, ..., namely of
| ©,a:p (type variable binding) expressions that are substituted. These include the values, as ex-
r Ty . ¢ pected, but also recursive terms, which are substituted when un-
n= pe environmen folded:
0 (empty environment) Gumv|
| T,u:T (name binding) ) Vs virecwe
Priori n For quasi values, we have a weaker property than that of
riority of type schemes Lemma [A25] because a recursive term may, in principle, have a
0(a) if T = o € dom(©) linear type.
wr 1% ifT:p[t]porT:t%p’ds Lemma A.6. IjF "@VZt, then ‘t|@ <e |F\@
ITle EX |tlo Alsle ifT=txs

s T — ¢ Proof. When V is a value the result follows from Lemma
P © o When V is a recursion, we conclude using the hypothesis in
T otherwise rule [-rec pory] that the environment is unlimited.

T h binati
ype (scheme) combina tor:‘f Note that Lemma[A.6]does not hold for generic expressions. For

T+eT=T ifun(t) example, we have that a!3 has type unit in the type environment
plt1? 4o qlt]1? L #1117 if {p,q} = {7,1} a: '[int]™, however T = |unit| € n = |! [int]"|.
Type environment combination A.4 Subject Reduction
[ SN o if dom(T") N dom(I") = () This section is dedicated to the proof of Theorem [3.8] (subject
rw:T I ow:S) T T .7 reduction). The result is key fqr proving the soundness of the type
(Mu:T)te (Mu: 5 =(T+e ), u te S system. The sequence of auxiliary results follows the same pattern
A.2 Restriction of priority environments as in [10]], with the necessary adjustments due to the differences
We write ©|(,, ... .1,.,01,...,am } fOr the smallest well-formed prior- between the type systems.
ity environment ©’ included in © such that 2; € dom(®’) for every Lemma A.7 (typability of subterms). If & is a derivation of T -
1 <4 < nanda; € dm(@) forevery 1 < j < m. Note Ele] : t & p, then there exist ©, Ty, T, s, and o such that
that 9{1} may include priority variables other than ¢ because the I' =T +Ts, 2 has a subderivation 9’ concluding T Fe e : s&o,
interval of » may contain other priority variables. For example, if the position of 9" in 9 corresponds to the position of the hole in
©=1€P,5€ (2, T], then B[, =0O. &, and 9’ does not end with a generalization or instantiation rule.
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Typing of expressions

[T-NAME POLY] [T-LET POLY]
T§@|F| Tt r1|—@7@/61:t&L t<eg T N,xe:Three:s&p
Nu:Treou:t& L lN+oelokeletx=e;ines:s&p
[T-CONST POLY] [T-REC POLY]
T <e |l TypeOf(c) =o t T <ele MNe:Threeo e:t& L T <o |tle t <o T T>0 s
Nec:t& L Nrerecre:s& L
[T-FUN] [T-APP]
MNz:tteoe:s&p MNreer:t—=""s&n e e:t&m 71 <o |l2le T2 <o p

Mrofunze:t—="orPs& |

[T-PAIR]
ke ei:ti & pi =02 p1<e [l2le  p2 <o |tile

N+hteee:s&oVTVr

[T-SPLIT]
MEoer:tixta&p

N,z:t1,y:tateer:s&o p <o [l2]e

N +Thte (61,62)Zt1><t2&p1\/p2

Typing of processes

lN+Mkelet (z,y) =eiiner:s&pVo

[T-THREAD] [T-PAR] [T-NEW]
Mbpe:unit & p NneEP NEQ Fa:#[t]1" P
' {e} N+nEPIQ 'Fnewain P

Table 5. Complete typing rules for expressions and processes.

Proof. By induction on & O

Lemma A.8 (replacement). If

1. 9 is a derivation of To + T e &[e] : to & p,

2. 2’ is a subderivation of 2 concluding T g e : t & o,

3. the position of ' in 9 corresponds to the position of | | in &,
4. T o € :t& o' where o’ <g o,

5. To + T is defined,

thenTo+T" o &[€'] : t&p' and p' <e p. Furthermore, 0’ =@ o
implies p' =o p.

Proof. By induction on & O

Lemma A.9 (instantiation). IfT e e/ V : t and I is ground and
t <o TandT =g s, thenT Fg V : s.

Lemma A.10 (substitution). If

1. To,x:Tkree:s&p, and
2. tFee V:t and

3. ro + F1 =0 F, and

4.t <o T,

thenT g e{V/z} : s & p.

Proof. The proof is almost entirely conventional. The only critical
aspect is the fact that z may occur non linearly within e, hence
multiple copies of V may be necessary. In these cases, however, the
type scheme 7" of x must be unlimited, as by definition of type
combination, and from Lemma [A.6] one deduces that T is also
unlimited, meaning that I'; 4+ T is defined and equal to Iy itself. [

Lemma A.11 (subject reduction for expressions). Let ' g e :
t&pande — €' . ThenT e € : t & p.

Proof. By induction on the derivation of e — €.

‘e =letx=vine” — e"{v/z} =¢€'| From |r-LET POLY]| WE
deduce that there exist I} and T2 such that I} + T2 =g and

Mtee v:sands <gr Tand T,z : T e €’ : t & p. We
conclude ' kg €’ : t & p with an application of Lemma

‘e =1let (z, y) = (vi, v2) ine’ — e"{vi,v2/z,y} = e" From
[r-spLiT]|we deduce that there exist I'1 and I'> such that +e 15Tl and
F1 |—@) (V1, V2) t1 X to and FQ,ZE : tl,y 2 |—® e” : t&p.
From we deduce that there exist 1 and T2 such that
N =Tii4elzand I Fe v; : t; forevery ¢ = 1, 2. By two appli-
cations of Lemma[A.10|we conclude ' Fe € {v1,va/z,y} : t&p.

‘e = (funze”’)v — e'{v/z} = e" Fr0m|[T-APP]|we deduce that
there exist I and 'z such that T =T} +g M2 and T} Fe funz e’ :
s—7Ptand Ty Fo v : s. Fromwe deduce T,z :skeg e :
t& pand o = |Ti|e. We conclude ' ko e”{v/z} : t & p with an
application of Lemma[A7T0]

‘e =recze’ — e’{recxe”/x} =¢'| From [[7-rEc PoLy]| we
deduce T <o |l and T,z : T e e/ €’ : sand s <g' T and
T -¢ tand p = L. We conclude ' g ¢’ : t & L with an

application of Lemma [A7T0]

‘e = &leg] — &leo] = €’ where eg — e{)‘ By Lemmawe
deduce that there exist I';, I'o, ©’, s, and o such that T =T +¢ I

and I e e : s & o. By induction hypothesis we deduce I'i Fer
€' : s& 0. By Lemma|A.8|we conclude ' g &le’] i t & p. O

Lemma A.12. LetT' - Pand P = Q. ThenT + Q.
Proof. Straightforward induction on the derivationof P = Q. [

Theorem A.13 (subject reduction for processes). Let I' = P and
P -5 P'. ThenT — (+ P'.

Proof. By induction on the derivation of P S p.

[P = {&[atv]} | {6 [recv a]} = {E[O]} | {6/} = P'| From
|im-par]| and [[T-THrREAD]| We deduce that there exist 7 and I'; such
that T N+ Teand Ty F &alv] : unit & p1 and Ty +
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&'[recv a] : unit & p2. By Lemma we deduce that there
exist ©; and Dj for i,] € {1,2} such that I; = T;1 + Te for
t=1,2and T2 ke, a'!v:unit&nand o Fe, recva:t&n.
From the type of send and the fact that " is ground we deduce
Tao =Ty +e, a: '[t]" and (5 e, v : t where t is closed. By
Corollary we deduce that I, - v : t. Let T5 = Ty + To1.
By Lemma we deduce T; F &[0] : unit & oy and
Iy F &'|v] : unit & o2 where o; < p; for i = 1,2. We con-
clude with [[T-THrREAD]|and [[T-PAR]|

[P = t£[fork v} < {6[0]} | {vO} = P'| From fir-riean)
we deduce I' - &[fork v] : unit & p. By Lemma [A.7] we
deduce that there exist 7 and > such that ' = Ty 4+ I3 and
I ke fork v : unit. From[[r-arp] and TypeOf(fork) we deduce
I Fe v:unit —»”1P2 unit. By Lemma and an application
of [i-tnreap]| we derive T> F {&[()]}. By |ir-app| we derive Ty
v() : unit & p2. We conclude with one application of [[T-THREAD]
and one of

‘P = {&[open )]} = newa in {&[a)} = P and a ¢ fn(é”)‘
From [r-tnreap]| we deduce I' F &[open()] : unit & p. By
Lemma we deduce that there exist I7 and I such that
=T +T2and I Fe open() : #[t]7. Furthermore, it must
be the case that un(T) because open() is a closed expression.
Using we derive I'1,a : #[t]1° Fo a : #[t]1°. From
the hypothesis a ¢ fn(&) we deduce a ¢ dom(Iz) hence
Ia:#[t]1° = (T',a : #[t17) + T2. By Lemmawe derive
I a:#[t]1° F &la] : unit&p. We conclude I' - new a in {&'[a]}
with one application of and one of

‘P = {e} /> {¢'} = P’ where e —> e" Fr0m|[T-THREAD]|we de-
duce I' - &e] : unit & p. By Lemma |[A.11|we deduce T - ¢’ :
unit & p. We conclude with one application of

\P =P | P, % P/ | P, = P where P, —— P} | From[r-rar]
we deduce that there exist I't and Iz such that I' = T, + I3 and
I = P; for every i = 1,2. By induction hypothesis we have
I — ¢ P and we conclude I' — £ = P’ with one application

of [r-par]|and observing that ' — £ = (Ty — £) + T.

‘P:newainQLnewainQ':P'whereQLQlandé#a‘

From [T-new][ we deduce that ', a : #[t]" F Q. By induction hy-
pothesis and using the fact that £ # a we deduce (I' — ), a :
#[t1™ F Q'. We conclude T — ¢ -~ Q' with one application of
LT-NEW |}

‘P =newain Q — P’ where Q = P" From |[r-New]| we de-
duce T, a : #[t]1™ F Q. We conclude ' - P’ by induction hypoth-
esis and observing that (T',a : #[t]1") —a =T.

‘P =Q -5 Q' = P'| Straightforward application of LemmalA.12

and the induction hypothesis. |

A.5 Confluence

This section is devoted to the proof of Theorem [3.9] The first
auxiliary result is a conventional lemma about canonical forms,
inferring the shape of a value having a given type.

Lemma A.14 (canonical forms). Let ' g v : t. Then:
ift = unit, thenv = ();

ift = p[s]”, thenv is a channel;

ift =t1 X tg, thenv = (Vl, R

ift = t1 =7 to, then v is either an abstraction or (send a)
or one of the constants in the set {fork, open, send, recv};

Proof. By a trivial case analysis on the typing rules of Table[5] O

Next, we define the notion of reducible expression, namely of
an expression that, when occurring within an evaluation context,
it may potentially trigger a reduction of the thread in which it
occurs, possibly in combination with another thread in case of a
synchronization.

Definition A.15 (redex). A redex r is an expression having one of
the following forms:

r == (funze)v

| recze

| letx=vine

| let (z, y) = (v, w) ine
| forkv

|  open()

| atlv

| recva

Note that we consider a'v and recv v to be redexes, even
though they are not able to reduce independently, but only if they
occur within two parallel threads. The next result shows that each
well-typed expression has at most one redex.

Lemma A.16. Let red(e) £ {& | e = &[r] and v is a redex} and
I'to e:t& pwhereT is ground. The following properties hold:

1. ifeis a value, then red(e) = (;
2. if e is not a value, then red(e) is a singleton.

Proof. We prove both properties simultaneously, by induction on e
and by cases on its structure.

If e is a constant, a channel, or an abstraction then it is a value
and we conclude by observing that red(e) = (. Note that e cannot
be a variable, because I is assumed to be ground.

Suppose e = rec x ¢’. Then e is not a value and we conclude
by observing that red(e) = {[]}.

Suppose ¢ = let = = e; in ez. Then e is not a value and
we must show that red(e) is a singleton. From we de-
duce that there exist Iy and s such that ' = I} +e I and
I Feer e1: s & o. We distinguish two subcases: if e; is a value,
then by induction hypothesis red(e1) = () and we conclude by ob-
serving that red(e) = {[]}; if e1 is not a value, then by induction
hypothesis red(e1) is a singleton and we conclude by observing
thatred(e) = {let z =& iney | & € red(e1)}.

Suppose e = let (x, y) = e1 in ez. Then e is not a value
and from we deduce that there exist I} and I'> such that
=T 4elzand 1 Fe e1 : t1 X t2 & o. We distinguish two
subcases: if e; is a value, then by induction hypothesis we have
red(e1) = () and by Lemma[A:14] we deduce that it must have the
form (v, w), so we conclude by observing that red(e) = {[]};
if e; is not a value, then by induction hypothesis we have that
red(e1) is a singleton and we conclude by observing that red(e) =
{let (z, y) =& iney | & € red(e1)}.

Suppose ¢ = (e1, e2). From we deduce that there
exist Iy and Tz such that I; Fg e; : t; & p; fori = 1,2. We
distinguish three subcases: if both e; and ey are values, then by
induction hypothesis red(e1) = red(ez) = @ and we conclude by
ovserving that e is also a value and red(e) = (; if e; is a value but
ez is not, then by induction hypothesis we deduce that red(e1) = 0
and red(e2) is a singleton and we conclude by observing that
red(e) = {(e1, &) | & € red(e2)}; if e; is not a value, then by
induction hypothesis we deduce that red(e1) is a singleton and we
conclude by observing that red(e) = {(&, e2) | & € red(e1)}.

Suppose e = e1ez. Then e is not a value and from [[T-arp]| we
deduce that there exist I'; and 2 suchthat T Fg e1 : s—=7" t& p1
and Iy Fe ez : s & p2. We distinguish three subcases but we
only discuss the subcase in which e; and ez are both values, since
the other subcases are similar to those already discussed for pairs.
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By induction hypothesis we deduce that red(e1) = red(e2) = 0,
hence we must conclude that e is a redex. By Lemma [A.T4] we
deduce that e; is either an abstraction or the application send a
or one of the constants in the set {fork, open, send,recv}. In
each case we are able to conclude that e is a redex, possibly using
Lemmaagain for deducing that open is applied to () and the
arguments of send and recv have the right shape. O

Corollary A.17. The only well-typed thread without redexes is
{0

Proof. Let T' = {e} where e has no redex. By Lemma we
deduce that e is a value. By Lemma [A7T4] the only value of type
unitis Q). O

Theorem A.18 (Theorem . LetT + Pand P % Py and
J =N Ps. Then either P = P» or there exist QQ such that
P2 Qand P, 25 Q.

Proof. Without loss of generality we may assume that P =
11 el Q; where the Q; are threads different from { () }. Indeed, if
there are restrictions these can always be brought up at the top level
using structural congruence and the inner process is still well typed.
Also, { ()} threads can be removed again by structural congruence.
Now, from Lemma@ we know that each @); has exactly one re-
dex, so it can reduce in at most one way, either independently of the
other threads or in combination with another thread (); if a com-
munication takes place. In the latter case, (); is uniquely identified
because a linear channel cannot occur in more than two threads. In
every case it is easy to see that the statement holds. O

A.6 Deadlock Freedom

This section is devoted to the proof of the soundness theorem,
namely Theorem [3.11] The first auxiliary result states that the
effect of an expression is (numerically) larger than the priority of
a channel that is the subject of a communication in a well-typed
expression. That is, the effect is a conservative approximation of the
priority of all the I/O operations performed during the evaluation of
a well-typed expression.

Lemma A.19. Let T be ground and either T g &recval : t& p
orT ke &latv] : t & p. Then |T'(a)| < p.

Proof. This is a straightforward induction on &, using the fact that
the typing rules accumulate effects in the conclusion. O

The second auxiliary result states the relationship between the
priority of the subject of a communication that is a redex, and the
priority of any other channel that may occur in a well-typed expres-
sion. In particular, the subject of the communication is the channel
with the highest (i.e., numerically smallest) priority occurring free
in the expression.

Lemma A.20. Let I" be ground and either

e "'to &recval :t& pandb € fn(&), or
e "'to &latv]:t& pandb € fn(&) U fn(v).

Then |T'(a)| < |[T'(b)].

Proof. We prove the result assuming I' Fo &falv] : t & p and
b € fn(&)Ufn(v). With the other hypothesis the proof is analogous.
We proceed by induction on & and by cases on its shape.

Suppose & = [ ]. Then it must be the case that b € fn(v).
From|[[T-arr] and the type of send we deduce that there exist Il and
[osuchthat Ty +@ o = TNand '} Fe send a : s —™" unit
and 2 Feo v : sand MN(a) = '[s]™ and n < |I2]. We conclude
IM(@)] = n < INs| < ()] = [T

Suppose & = (&', e). From we deduce that there
exist I1 and I, and ¢; and ¢2 such that Iy +¢ T2 = T and
T ke &recval 1 t1 & p1and s Fg e : t2 & p2 and p1 < |T2].
We distinguish two subcases. If b € fn(&”), then by induction
hypothesis we deduce | (a)] < |Ti(b)| and we conclude by
observing that |T'(a)| = |T'1(a)| and |T'(b)| = |1 (b)|. If b € fn(e),
then we conclude

IT'(a)] [Ti(a)| by definition of +¢

T oot
T2 from

[T2(b)] by definition of [T
[T'(b)] by definition of +¢

Suppose & = (v, &’). From we deduce that there
exist Ty and Tz such that Ty +e T2 = Mand Ty ke V' : ¢1 and
T ke &'[atv] : t2 & pand p < [t1]. We distinguish two subcases.
If b € fn(v'), then we conclude

A ANIA

F'(a)] = |T2(a)] by definition of +e
T
<t from
= | by Lemma A3
< |Ti(b)| by definition of ||
= |I'(b)] by definition of +¢

If b € fn(&"), then we conclude |T'(a)| = [T2(a)| < |T2(b)| =
[T'(b)| using the definition of +¢ and the induction hypothesis.
The remaining cases are similar. O

We are now approaching the core of the proof. Before establish-
ing the crucial lemma, we introduce some convenient terminology
regarding type environments.

Definition A.21 (even and odd type environment). We say that I' is
even if for every u € dom(I") we have that I'(u) is a channel type
with # polarity. We say that it is odd if, for every u € dom(T") we
have that T"(w) is a channel type with either ? or ! polarity.

Note that the empty type environment is both even and odd. In
the following, we use leven (respectively, Io4q) to range over even
(respectively, odd) type environments. Note that any ground type
environment I can be split into a pair Ioqd, leven. A fundamental
property of well-typed, stable processes, those that cannot reduce
any further, is that they must be typed in an environment where the
odd part contains at least one channel whose priority is higher (i.e.,
numerically smaller) than the priority of all the channels in the even
part. That is, the process cannot be blocked on a I/O operation for
a channel that occurs with both polarities in the very same process.

Lemma A.22. Let loqd, [even F P and P — and [odd, leven IS
ground and all channels in Toqq have odd polarity and all channels
in Teven have even polarity. Then |Todd| < |Teven|-

Proof. We do an induction on the number of restrictions in P.
In the base case P has no restrictions. Then, from the hypothesis
P — it must be the case that

P=]]{&[recvaily | [] €& tvs]}
i€l jeJ

Suppose, by contradiction, that |Teven| < |Togd| and let ¢ €
dom(Teven) such that |Teven(c)| = |Teven|. By Lemma we
deduce that ¢ & fn(&;) forevery ¢ € I and ¢ & fn(&;) U fn(v;)
for every j € J, because ¢ has minimum priority hence it cannot
be blocked by other operations on channels with greater or equal
priority. Then, since ¢ € dom(Ieven) and all channel types in Teyen
have even polarity, it must be the case that ¢ = a; = b; for some
i € Iand j € J. This contradicts the hypothesis that P —-.
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We conclude that the assumption |Teven| < [Todd| is absurd, hence
|rodd‘ S |reven‘-

In the inductive case, we have P = new a in ) where )
has fewer restrictions than P. From the hypothesis Iodd, leven = P
and we deduce Togd, Teven, @ : #[t1™ F Q. By induction
hypothesis we have |[Toqd| < |Teven,a : #[t1™|. We conclude by
observing that |Teven, @ : #[t1"| = |Teven| A1 < |Teven . O

An easy consequence of Lemma[A.22]is that every stable pro-
cess that is well typed in an even environment must be structurally
equivalent to { () }.

Lemma A.23. Let leyen be ground and Teyen = P and P —%3. Then
P={0%}

Proof. We do an induction on the number of restrictions in P. If P
has no restrictions, then from Lemma[A-22] we deduce that Meven =
(), namely that P is a closed process. We conclude observing that
every well-typed, closed process is structurally congruent to {() }.
If P = new a in (), then there exists e, such that .., F Q.
By induction hypothesis we deduce @ = {()}. This contradicts
the hypothesis that P is well typed, since a must occur free in Q,
hence this case is impossible. O

Soundness of the type system is then an easy corollary of the
previous Lemmas.

Theorem A.24 (Theorem [3.11). Let O - P. Then P is deadlock
free.

Proof. Straightforward consequence of Theorem [AT3| and of
Lemma[A23] O

A.7 Interactivity

The first auxiliary result we need states that reductions can only
decrease the priority of a type environment.

Lemma A.25. IfT — {is defined, then |T'| < I —{|.
Proof. Immediate consequence of the definition of I' — £. O

Then, we show that every interactive typed process has a se-
quence of transitions (possibly involving channels with odd type)
that leads to a new state in which the priority of channels is strictly
lower than in the original process.

Lemma A.26. Let I" § P be an interactive typed process such that
[T| < T. Then there exist A1, . .., \n, and T’ such that

A A
P4L A P

and T § P' is an interactive typed process and |T'| < |I”|.

Proof. Consider a maximal reduction

4 4 L
PP 2. . P,

We know that such reduction exists and is finite because I' § P
is interactive. Let "' = (-++ (T — £1) — £2) — -+ — {;,). From
Theorem we know that " + P, and from Lemma
we also know || < |T|. If |T| < |I'”’| there is nothing left to
prove, so suppose |I'| = || and let T = Todd, Teven Where Todq
contains only channel with odd polarity and lewen contains only
channels with even polarity. From the hypothesis P,, —— and
" + P, and Lemma we deduce that |Toqd| < |Teven|. From
the hypothesis |I'| < T we also know that dom(T4q) contains at
least one channel. Let aq,...,ax be the channels in dom(Touq)

such that |Toqa(ai)| = |Toad|, that is the a; are the channels with
highest priority in I'"’. Then it must be the case

P,, =newa in <Q | HRz)
i=1..k
where each R; is blocked on a;, because no a; can be blocked by
another channel with lower (or equal) priority. Using the hypothesis
that T’ § P,,, we know that there exists a I and k labels \; each of
the form a;?v; or a; !v; such that

A A
N LNy 4

and I § P’ is an interactive typed process where none of the a;
occurs in I'’. Also, by Definition we know that every output
action can only remove channels from processes, and every input
action can only add channels with priority strictly lower than |Toad|-
Since the a; were all the channels with priority |I4d|, we conclude
M| < [T

Interactivity is then a consequence of the fact that the priority of
any given channel is at finite distance from that of the whole type
environment used for typing a process.

Theorem A.27 (Theorem m Let T § P be an interactive typed
process such that T+ P and a € fn(P). Then

A A An
PEL P2 2 P,

Sfor some A1, ..., Ay such that a & fn(Pp).

Proof. We proceed by induction on |I'(a)| — |T'|. By Lemma[A:26]
we know that there exist A1, ..., A, and I’ such that

Pl A p

and I3 P’ is an interactive typed process and |I'| < |I'”’|. We have
two possibilities. If |T(a)| < |T'”'|, then we conclude a & fn(P’). If
[T"| < |F(a)], then [T'(a)| — |T"| < |T'(a)| — |T'| and we conclude
by induction hypothesis. O
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