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Astral: An algebraic approach for sensor data stream querying™

Loic Petit®P, Claudia Lucia Roncancio?, Cyril LabbéP

*Orange Labs, Meylan, France
b University of Grenoble, LIG Laboratory, France

Abstract

The use of sensor based applications is in expansion in many contexts. Sensors are involved at several scales ranging
from the individual (e.g. personal monitoring, smart homes) to regional and even world wide contexts (i.e. logistics,
natural resource monitoring and forecast). Easy and efficient management of data streams produced by a large number
of heterogeneous sensors is a key issue to support such applications. Numerous solutions for query processing on data
streams have been proposed by the scientific community. Several query processors have been implemented and offer
heterogeneous querying capabilities and semantics.

Our work is a contribution on the formalization of queries on data streams in general, and on sensor data in particular.
This paper proposes the Astral algebra; defining operators on temporal relations and streams which allow the expression
of a large variety of queries, both instantaneous and continuous. This proposal extends several aspects of existing results:
it presents precise formal definitions of operators which are (or may be) semantically ambiguous and it demonstrates
several properties of such operators. Such properties are an important result for query optimization as they are helpful
in query rewriting and operator sharing. This formalization deepens the understanding of the queries and facilitates the
comparison of the semantics implemented by existing systems. This is an essential step in building mediation solutions
involving heterogeneous data stream processing systems. Cross system data exchange and application coupling would
be facilitated.

This paper discusses existing proposals, presents the Astral algebra, several properties of the operators and the

prototype we have implemented.
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1. Introduction

The expansion of sensor based applications motivates
many studies of sensor data management. Several aca-
demic and industrial projects propose sensor data process-
ing solutions including numerous proposals for query eval-
uation. It is difficult to compare the power of expression of
different propositions because the query semantics is not
always well defined. The evaluation of a query by two sys-
tems may lead to disparate results even if they work on the
same sensor network. For these reasons query processing
across multiple heterogeneous sensor systems is difficult
and prevents extensive use of optimization techniques.

This paper is a contribution to the clarification and for-
malization of sensor queries. It first points out the different
kind of queries on sensor data and then proposes Astral, an
algebra formalizing all the related concepts and operators.
Astral provides a unified model to express a large variety
of sensor queries including continuous and instantaneous

U A full version of this algebra is available on the Astral Wiki at
http://sigma.imag.fr/astral
Email addresses: loic.petit@orange-ftgroup.com (Loic
Petit), Claudia.Roncancio@imag.fr (Claudia Lucia Roncancio),
Cyril.Labbe@imag.fr (Cyril Labbé)

Preprint submitted to Elsevier

ones. Formal definition facilitates a better understanding
of the queries and the comparison of the semantics im-
plemented by different systems. This paper goes beyond
previous work in the clarification of the semantics of im-
portant operators. Among them window operators and
joins whose complexity is often underestimated. This al-
lows us to isolate properties of the operators which can
be used for query rewriting and optimization. Discussion
of such properties is an important contribution of this pa-
per. More generally, our proposal covers a large variety of
queries combining streams and relations and can be helpful
in mediation systems involving heterogeneous data stream
processing. It would facilitate cross systems data exchange
and application coupling.

This paper presents the definition of the Astral
algebra”, its implementation and a discussion of related
work. It also illustrates how Astral can be used to express
queries supported by several existing sensor querying sys-
tems. The paper is organized as follows: Section 2 in-
troduces the context, related work and motivation for our
proposal. Section 3 presents the core of Astral. Section 4
focus on operators on relations whereas section 5 focus
on operators on streams. Section 6 presents properties of
stream and relation operators. Section 7 compares Astral
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to existing proposals. Section 8 presents the prototype of
Astral. Section 9 gives our conclusions and research per-
spectives. Appendix A presents the proofs not included in
the preceding sections.

2. Querying streams and models

A sensor is a device that detects or measures a physical
property and records, indicates or otherwise responds to
it!. In ubiquitous systems, a sensor mainly acts as a data
stream source. Sensors may perform a local treatment on
data before sending the records as streams to be further
processed elsewhere. A timestamp in the record indicates
when the measurement/detection has been made or com-
puted. To allow rich declarative queries on sensor streams,
any relevant property of the sensor at the time of detec-
tion may be associated to the record. These properties,
referred to as meta-data, can be for example the sensor
type, the sensor id, the sensor location, the accuracy of
the measurement or the battery level at detection time...

For many years now, research and industrial
projects [19] have focused on managing data streams in
a declarative way capitalizing on the results obtained, for
example, by the database community.

This section introduces the main approaches to query
sensor data and presents the motivation for our work. It
is organized as follows. Section 2.1 introduces our run-
ning example. Section 2.2 presents the variety of inter-
esting queries to treat sensor related data (e.g., continu-
ous queries). Section 2.3 presents related work on formal
models to support such queries and gives the motivation
for our work.

2.1. Running example: buoys € sensors

The main running example used in this paper involves
a large set of oceanographic buoys similar to the 1250
buoys used in the Global Drifter Program [33, 31]. It in-
cludes drifting buoys and anchored buoys each with at
least one sensor. Several types of sensors are used to mea-
sure Sea Surface Temperature (SST), Sea Level Pressure
(SLP), Wind (W) and Sea Surface Salinity (SSS). Drifting
buoys also have positioning sensors (GPS) and may have
a drogue of which the depth is specified. These infras-
tructure and collected data serve a variety of applications
on scientific calculus (based on historical data), disaster
detection and tracking (real time measurement), weather
forecasts (using present states and historical data),...

2.2. Of Sensors and Queries

Querying streams, and particularly sensor data, involve
long living continuous queries where data are consumed
and may not be persistent. This is different from the clas-
sic DBMS context which supports instantaneous queries
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Figure 1: Oceanographic buoys and related data: buoys properties,
sensors properties and data stream from sensors.

(the classical ones) also called "ad-hoc" queries. To cope
with complete sensor querying requirements, both classes
of queries are needed.

Instantaneous Queries

Definition 1 (Instantaneous query). An instantaneous
query is evaluated at a time t on a set of data available
at this time. The result is the set of data satisfying the
query conditions.

Queries are evaluated on data describing past or present
states of the monitored system. For example: Which is
the last buoy being in zone ’7016’ 27

The answer to such a query may be found in the present
(if 7016 zone is not empty) or in the past states of the zone
history. Two sub-classes of instantaneous queries can be
distinguished according to the data they require.

Definition 2 (Present query). A present query is an in-
stantaneous query which is evaluated on a set of data de-
scribing the present state of the monitored system. The
result is the set of data satisfying the query conditions.

For example:
’7016°7

Which buoys are presently in zone

Definition 3 (Historic query). An historic query is an
instantaneous query which is evaluated on a set of data
describing past states of the monitored system. The result
is the set of data satisfying the query conditions.

For example: What was the mean of measures issued
by sensors n°42 and 44 yesterday at 20h UTC?
The evaluation of such a query requires past data. In
most cases, sensors are not able to store the history and
an external persistent support is needed.

Continuous Queries

Definition 4 (Continuous query). A continuous query
process without interruption a varying set of data. The
result is a varying set of data satisfying the query condi-
tions.

2see [25] for zones description



For example: Every 30 minutes, give the mean
over 30 minutes of SST measured by sensor 42

The evaluation of this query produces a new data item
every 30 minutes. The process will last until an explicit
stop instruction. In this example, the input data source is
a stream coming from a sensor designated by its id (42).
Among continuous queries, we highlight a particular
subclass: queries by designation. These queries use a sub-
query to designate data sources (here sensors/streams) to
be processed by the continuous query. This allows very
expressive queries but requires powerful query processing.

Definition 5 (Query by designation). A query by des-
ignation is a query that designates its input data sources
using another query.

For example: Every 30 min, retrieve data from SST
sensors measuring more than 25°C at start time
This query will process the data issued by such sensors
verifying the temperature condition when the query is
launched. If, after a while, a sensor measurement drops
under 25, its stream has still to be processed by the con-
tinuous query. Here, the "designation" sub-query is an
instantaneous query and more precisely a present query.
A continuous query can also be useful for designation as
in the following example:

Every 30 min, retrieve data from SST sensors
measuring more than 25°C

In this last query, unlike the preceding one, if after a while,
a sensor measurement drops under 25, its stream has to be
removed from the scope of the continuous query. On the
other hand, if a sensor measurement exceeds 25, then its
stream has to be added to the set of processed streams.

Several systems propose sensor data management.
They respond to different constraints and implement dif-
ferent kinds of queries. Not all the aforementioned classes
of queries are supported by each of such systems. Among
the existing solutions we distinguish in-network query eval-
uation in sensor networks [29, 30], mainly centralized but
general stream query evaluation provided by Data Stream
Management Systems (DSMS) [4, 2, 1], data collectors im-
plementing present and historic queries [10, 36, 26], and
hybrid systems combining several aspects of the preceding
catégories [18, 3, 15, 10].

2.8. Formal models: related work and motivation

In this paper we focus on formal support for sensor data
management including both instantaneous and continuous
queries. We briefly discuss in this section existing results
and present the motivation for our contribution.

The early years. Data streams were explored early in the
SEQ model [38] where a stream is considered as a set of
records with a positional order (without time model). This
formalism has been used by several works [18, 7]. Win-
dows support and joins between two streams were not as

completely analyzed as at present. In the first propos-
als [42], continuous queries were considered as instanta-
neous queries executed periodically®. Tables were already
used as a relation that varies over time. Later on, continu-
ous queries over full streams were considered [23]. Firstly
only full or instant windows were used in these models,
then real windows (sliding, fixed, tumbling) were intro-
duced [40] following the two major criteria: time-based
and count-based windows.

Network analysis and sensor monitoring motivated new
models for data stream management [2, 29, 30, 45, 13].
Sliding windows, aggregation and joins were really ap-
plied. However, the semantics of the operators was mainly
focused on implementation with several restrictions and
merits further clarification.

The two-fold approach. One of the major contributions in
data stream management is STREAM [4] and particularly
its semantic model [5]. It distinguishes two major con-
cepts: on the one hand, streams as infinite sets of tuples
with a common schema having a timestamp, on the other
hand, relations as functions that map time to a finite
set of tuples with a common schema. In this approach,
windows are mappers from stream to relation, streamers
map relation to stream, and relational algebra [12] oper-
ators work on relation(s) to produce a relation. Stream
to stream operations exist only as a composition of the
other operators. This proposal and the associated CQL
language [6] have been used ever since in many stream
projects [44, 39, 22].

Rethinking formal models. Recently, the core basis of the
aforementioned models has been proven to be semantically
ambiguous. Therefore, standardization and clarification
of the core semantics of some operators have been pro-
posed [24]. The concept of batch as a set of tuples that
has the same timestamp, has been introduced. A new
wave of formalization arises subsequently to fill the lack
of mathematical models. Some works contribute to more
complete formalization of windows [32, 8, 35] as they are
the aspect of stream processing which has led to the most
different interpretations.

One step forward. This paper is a contribution to the for-
malization of sensor data management. It extends existing
proposals in several ways.

e It goes a step forward in the clarification of the se-
mantics of some operators. For instance, the window
operator (range, row, slide definition) and the stream
join (instantaneous, infinite, band, join) have many
possible interpretations leading to different results.
This has significant drawbacks in practice; without
unambiguous definition of the operators it is hard to

3giving only new tuples to the user



mediate multiple systems. Some standardization ef-
forts have been made [24], mainly for some common
types of windows, but not every operator has been
treated and more semantics can be discovered. For
instance, streamers and joins have many interpreta-
tions that should be detailed.

e It improves the expressivity of some operators. For
example, the power of expression of the window op-
erator can be really large. For now, only sliding (or
similar) windows in the positional or time domain
were considered. This paper shows that windows
can have more useful interpretations, for instance a
slide by 3s every 5 tuples (combination of positional
and time-based).

o It facilitates the integration of continuous, instan-
taneous, designation and historic queries. Current
proposals hardly consider this aspect which is a main
issue for future global data stream management.

e It provides concrete results on query equivalence
which is a topic that received little attention until
now. For example, today there are no results on how
to determine if two continuous queries (even sim-
ple ones), starting at different time, can share their
query plans. This paper proposes a set of properties,
relying on mathematical proofs, which will allow in-
teresting algebraic optimization.

As a matter of fact, a good comprehension of querying
mechanisms is a key point for the development of ubiqui-
tous systems. A well defined model will enhance the com-
prehension of requirements and allow a better reusability,
coupling and development of existing supports.

On the application developer side, having in mind a
specific application based on sensors, a model is needed to
identify required querying capabilities. Then, technologies
and systems can be chosen to fulfil such requirements.

On the infrastructure provider side, having in mind
specific technologies/systems, a model is needed to repre-
sent querying capabilities. A better matching between tar-
get application requirements and systems provided func-
tions can be made.

3. The basis of the algebra

This section introduces the foundations of the Astral
algebra. For sensor stream querying, data timestamps
and positions are indispensable for a correct definition of
streams and relations. The following presents the defini-
tions concerning data representation. The operators of the
algebra are introduced in the following sections.

3.1. Tuples and identifiers

Before going any further, let us recall the basic princi-
ples of strict formalization of tuples in the relational model.

Definition 6 (Tuple). A tuple is a partial function from
a finite subset of attribute names to atomic values. The
domain of this function is called the schema of the tuple.

As any partial function it is possible to represent a tu-
ple as a set of couples of Attributex Value (with a unique
constraint on the attribute). We will often use this repre-
sentation to manipulate tuples. Note that no type system
has been defined and it is assumed that any two values
can be compared. This assumption is not a problem from
a programming language theory point of view.

Now let us add a physical identifier to tuples. This par-
ticular attribute is intended to identify tuples even when
the values of the other attributes are duplicated. It also
allows the definition of a positional order in a set of tu-
ples. We now consider the definition of physical identifier,
tuple-set and the position of a tuple.

Definition 7 (Physical identifier). The physical identifier
of a tuple s is an element of the identifier space I isomorph
to N and totally ordered. The name of this attribute will be
denoted by ¢ and s(p) designates the value of the physical
identifier of s.

Definition 8 (Tuple-set). A tuple-set is a countable set of
tuples sharing the same schema and including a physical
identifier . The physical identifier of a tuple is unique in
the tuple-set and induces a strict order of the tuples in the
tuple-set.

The common schema of a tuple-set T'S is designated
by Attr(TS).

Definition 9 (Position of a tuple). The position of a tuple
s in a tuple-set T'S is the cardinal of the following set:
{s' € TS/s'(0) < s(0)}

It is noted as pos(s)
TS

Data management in sensor environments also requires
timestamps to be associated to measured data. We adopt
continuous time to allow general data management. This
choice is discussed more in section 7.

Definition 10 (Timestamp). The time-space T is a field
isomorphic to R. The time-space is naturally and totally
ordered. A timestamp t is an element of T .

The notion of batch, presented in [24], is necessary to
handle simultaneous tuples (i.e., tuples having the same
timestamp). Simultaneous tuples can arise, for example,
when joining streams (see definition 32) issued by several

sensors4 .

Definition 11 (Batch). A batch is a tuple-set which con-
tains simultaneous tuples. Given a timestamp, batches
form a partition of the set of all tuples having this times-
tamp. A tuple is part of one single batch, but two simulta-
neous tuples may belong to two different batches.

Batch identifiers are elements of the ordered set T x N.

4Clock synchronization is an important issue but is out of the
scope of this paper.



3.2. Streams € Relations

As shown in [4, 17] relations and streams are two dif-
ferent concepts that have to be defined separately.

Definition 12 (Temporal Relation). A temporal relation
R is a step function that maps a batch identifier (t,i) €
T x N to a tuple-set R(t,1).

Example 1: Buoy deployment Deployment of a new
anchored buoy (Buoyld = 5) at time #; leads to mod-
ifications in relations Buoys, AnchBuoys, and Sensors.
Changes in Buoys state at time ¢; (batch identifier (¢1,0))
are shown here after:

Buoys(t1 — 6,0): Buoys(ti + 6,0):

Buoyld | Drift B “‘iyl d| D ”O”c ¢
1 0
2 1
2 1
3 1
3 1
. ; 4 0
5 0

In the following, R designates a temporal relation. For
simplicity, we will use the term relation for temporal rela-
tion (def. 12). The tuple-set R(t,%) is called instantaneous
relation at batch (t,i) (or at time t without any more pre-
cision).

Definition 13 (Stream content). A stream content S is
a possibly infinite tuple-set with a schema containing one
more special attribute t for a timestamp.

The physical identifier rules the positional order in
streams, and this plays central role in data ordering.
Note that the notion of stream is incomplete for now as
the stream needs also to be partitioned into batches (see
14,15).

An element of S is a n-tuple s including a value s(t) €

T.
Example 2: Figure 2 illustrates a stream of data
sent by sensors located on two buoys. The tu-
ples of the stream have the attributes Attr(S) =
(BuoylI D, SensorID,Value, timestamp, ¢).

S(BuoylD,SensorlD,VaIue,Timestan@, )
(1,1,v1,3,1) (2,2v2,9,201,1,v3,10,3)  (2,3,v4,12,4) (2,2,V5,15,5)(1,1,v6,17,6)(2,3,v7,20,

b

2:SLP
Q> 3:GPS
1:ssT \/

Time

2

Figure 2: Data from two buoys as a stream. Streams are infinite set
of tuples with a common schema.

To define generic operators on streams correctly, a pre-
cise definition of tuple order is required. We consider both

a temporal order and a positional order. Temporal order
is inferred from the timestamps and the positional order
from the physical identifiers. As a stream is partitioned
into batches, the full definition of a stream needs to con-
sider the function that identifies the batch given a tuple.

Definition 14 (Batch indicator). A batch indicator is a
function that gives the batch identifier of a given tuple
taken from a stream content S. Bg : S+— T x N

Now we can define a stream as a composition of a con-
tent and this indicator.

Definition 15 (Stream). A stream is a couple (S, Bs)
composed of its content and a batch indicator on those tu-
ples.

In the following, the notation of the stream content S
may be used to denote the proper stream (.5, Bg).

The timestamp ty will now designates the start times-
tamp for query evaluation or for temporal relations.

3.3. Batches and positions on streams

We will now assume that, the total order induced by
the batches is coherent with the positional order. That is
to say: if a tuple s precedes s’ in the positional order then
Bs(s) < Bg(s'). However, the positional order is strict,
e.g. there are no tuples that have the same position on
a stream as opposed to the temporal order where two tu-
ples may have the same timestamp. This assumption is
not made by [2, 44] but reordered tool/operator [2] is then
used to maintain this property. Of course, this hypothesis
may be really hard to ensure, especially in low level net-
works that cannot guarantee order in their messages as in
sensor networks. We focus on what is a formal treatment
of consistent data streams. Further work could look for
the consequences of a violation of this hypothesis.

Hypothesis 1 (Coherency positional order - timestamp
order).  The temporal order and the positional order are
coherent: Let S be a stream, then
Vse S, s €8, s(p) <s'(p)= Bs(s) <Bs(s)

Recall, that tuples have a unique position in a stream.
The following definition associates positions and times-
tamps. Given a tuple position, we can obtain the identifier
of the batch containing that tuple.

Definition 16 (Position-timestamp mapping). Let S be a
stream, and Ps = [—1,|S|[C Z. The function 75 : Ps —
T x N is the function which given a tuple position returns
the identifier of its batch. By convention, Ts(—1) = (to,0).

Corollary 1. Considering Hypothesis 1, the function:

T§1 : T x N = Z is the pseudo inverse of 7g. For a valid
batch identifier (t,4) it returns the highest tuple position of
that batch. If there is no batch identified by (t,1), the batch



having the preceding identifier is used.
More formally®, ¥(t,i) € T x N > (to,0),

IS| =1 if|S| < +o00 A (t,4) > 75(]S| — 1)
—1 [S]—2
T (t’l) = ‘
’ Z N Lirg(n)rs(niny(t,7) else
n=-1

As these two functions will be manipulated in the fol-
lowing it is important to state results about their compo-
sition.

Property 1 (Properties of 7g). The following properties
state:

7s(0) = (to,0)
TS(Tgl(tai)) < (t’i)
Tgl(TS(n)) > n

Moreover, if 3s € S,Bs(s) = (t,i), then TsoTg ' (t,i) =

(t,4).

Proof sketch: The first property states from defini-
tion 10 whereas the two others state by the fact that 7 1
takes the max in case of equality. Results can be found by
using the formal definition of 74 1 See appendix A for a
complete proof of this first proposition.

4. Relational operators

As introduced previously, Astral adopts the two-fold
approach of data stream management based on streams
and relations. More precisely, this work uses temporal re-
lations (see definition 12) which are fairly different from
the classic relations in Codd’s algebra [12]. This section
discusses how Codds’s operators are inherited and pro-
poses adapted definitions of the operators to work with
temporal relations. Such operators are necessary to pro-
vide clear semantics when handling streams and relations
together.

The following sections discuss unary operators, carte-
sian product, set oriented operators, joins and an operator
for domain manipulation which is specific to temporal re-
lations.

4.1. Unary operators

Let us consider selection, projection and renaming de-
fined as temporal relation — temporal relation operators.
Their semantics are mainly the usual ones with some small
particularities related to temporal relations.

Selection: we note o. the selection on temporal rela-
tions whereas Y. is used for selection on (instantaneous)
relations. To take into account the temporal aspect, o.

5As a recall, the function 14 is the indicator function having the
value 1 for all elements of A and the value O for all other elements

has to be defined on batch indicators (¢,4). It is defined as
follows:
VR, o.(R): (t,i) — Xc(R(t,14))

The evaluation of o, at batch indicator (¢,7) behaves as
the usual selection on the (instantaneous) relation R(t,i).

Projection: For projections a particularity is introduced
to preserve the physical identifier (attribute ¢) of temporal
relations. Were the identifier to be discarded by a projec-
tion, ¢ would be implicitly added: if I, with ¢ & p is used
then I, is executed.

Renaming: A constraint on renaming is also introduced
to preserve attribute o: If p,/, is used, then the physical
identifier is copied to the new attribute a and the original
attribute ¢ remains.

There are no different particularities for the other
unary operators. The interested reader may visit Astral’s
wiki for their definitions.

4.2. Cartesian product

Let us consider now the cartesian product between two
temporal relations producing a temporal relation. The
main issue in the definition of this operator is the order
among tuples and, more precisely, the physical identifier
of the resulting tuples.

Recall that the physical identifier allows us to differen-
tiate between tuples having the same values and to order
tuples of a tuple-set. As we will see later, this order is im-
portant to consider even in relations. Multiple semantics
can be used to create the physical identifier of the tuples
produced by the cartesian product. To avoid implicit het-
erogeneity that may impact the final result of a query,
we propose to make explicit the creation of the physical
identifier in cartesian products. A function @[ *f2 is in-
troduced for this purpose. 7

The cartesian product for temporal relations is defined
as follows.

Definition 17 (Cartesian product). Let Ry and R, be
two temporal relations such that Attr(Ry) N Attr(Rs) =
{v},

let (t,i) be a batch identifier,

let CIDfZ?XRZ :N x N = N be an injective function com-
puting the physical identifier of the new tuple given the two
physical identifiers of the tuples from Ry and Rs.

The temporal relational cartesian product of R1 by Ro
at batch (t,1) is defined as: (Ry x Rg)(t,1) =

r[Attr(Ry1)\¢] U s[Attr(Rs)\¢] U
U | |

‘ (0. 27T (r(0), ()
r € Ry(t, 1)

s € Ra(t,1)

where rlaq, ..., a,] denotes the restriction of tuple r to
attributes aq, ..., ay,.



The difference with respect to the classic cartesian
product is the function @f;XM. This function rules the
order (induced by the phyéical identifier) of tuples in the
instantaneous relation (R x R2)(t, ) without affecting the
composition of the tuples. The choice of function @fil x Re
is nevertheless important because the order’s semantic is
meaningful for some operators. For example, it happens
when the result of the cartesian product is used by a
streaming operator (see section 5.1) where the positional
order of the tuples in the stream is essential.

The function used in this paper is:

O (01, 02) = 1 ¢ [ max (r(p)) + 1] + 02
’ r€Ro(t,3)
Although the value of the physical identifier is not relevant
by itself, the induced order is important. The preceding
function ensures the following property

;172 (a,b) < @2 (c,d) s a<cV(a=cAb<d)

that describes the strict lexicographic order (which is to-
tal) by giving priority to the left side.

There is no direct criteria to argue that the choice made
for @f;x& is a good one or not. Our choice has been
guided by multiple aspects. Firstly, the function provides
a total order commonly established over N2. Secondly,
this order reflects the behavior of the usual nested loop
algorithm: iterate on R; and for each tuple iterate on Rs.
Thirdly, due to this simple behavior and formulation, it is
commonly found in practice in existing systems.

The characteristics of @f‘; *R2 may impact the proper-
ties of the cartesian product. We highlight the following
important fact.

Property 2 (Asymmetrical cartesian product). The
cartesian product is not symmetric in the general case.

The following example illustrates a cartesian product
with the chosen @f‘; *R2 4 calculate the physical identifier.
It shows the asymmetry of the cartesian product.
Example 3: Consider relations R; and Ry, both con-
taining a sensor id and their sensed values — temperature
tv or humidity hv.

Ra(t,i) Rt i)
e dd W e hy
0 1 20 —F——7u—r

0 42 45
13 23 1 2 50
2 42 22

Ry x Ry and Ry X R; differ as shown here after.

(R1 X Rg)(t,i) (RQ X Rl)(t,i)

w id id2 tv hv w id id2 tv hv
0 1 42 20 45 0 1 42 20 45
1 1 2 20 50 1 3 42 23 45
2 3 42 23 45 2 42 42 22 45
3 3 2 23 50 3 1 2 20 50
4 42 42 22 45 4 3 2 23 50
5 42 2 22 50 5 42 2 22 50

In many systems and formalizations, the aspects dis-
cussed in this section have been ignored or suggested only.
We highlight such kind of ambiguity, find properties and
point out potential problems in order to propose a precise
formal framework.

4.8. Sets operators
This section discusses the union and difference of tem-
poral relations.

Definition 18 (Set difference). Let Ry and Ra be two tem-
poral relations with the same schema. The set difference
is defined as:

R1 — R2 : t,i — Rl(t,’i) — Rg(t,’i)

There is no particularity in the difference of temporal
relations. Nevertheless, it is worth noting that the physical
identifier (attribute ¢) is handled as any other attribute.
This implies that two tuples are considered as being equal
when their attribute values are the same even for attribute
©.

The definition of the union for temporal relations is a
little more complicated because the resulting tuples require
a meaningful physical identifier. As seen for the cartesian
product, a problem of semantics arises in the resulting
order.

Definition 19 (Set union). Let Ry and Rs be two temporal
relations with the same schema.

Let ®1YH2 . 10,11 x N — N be a function that will
ensure a coherent order of ¢ at each instant (t,1) i.e.

The set union is defined as:
RiURy:t,i+—

Urera(r,) | TIAttr (R)\@] U (9, {3772 (0,7(¢))
UseRa(t,i) | S1AHT(R2)\@] U (10, @712 (1, 5())

Several semantics can be considered for CIDf;URZ. Note

that using

O (i) = ¢
would lead to a symmetric union, but without unicity of
@ values in the result. This may happen for tuples of R;
and Ry having the same value for ¢ but no exact match
for all the other attributes. Such a function can not be
used because a total order inferred by ¢ is required.

For a general case, we will consider the following func-
tion
O (j,0) = j* [ max (r(p)) + 1]+ = &7 (j,0)

’ reRy (t,) ’

Here, as for the cartesian product, the value of ¢ itself
is not relevant but the induced order is important. The
chosen function gives priority to the left hand side relation
(their tuples are placed first). The symmetric property
does not hold for the union.

Such ordering problems have not yet been clarified by
the literature and are important because they impact the
result of queries involving streams.



4.4. The joins

Given the preceding definitions, particularly the selec-
tion and cartesian product of temporal relations, the for-
malization of joins is now straightforward. The correspon-
dence between joins and cartesian products for temporal
relations is the same as in relational algebra.

Definition 20 (Natural join). Let Ry and Ry be two tem-
poral relations. Let {ay, ...,an} be their common atiributes
except p. Let {by,...,b,} be a list of n temporary atiributes
neither defined in Ry nor in Rs.

The natural join is defined as Ry X Ry =

I avr(RyyuAttr(R2) (0521 0a,=b,) (R1 X (07=1pb, /a,)(R2))

Note that this definition (using selection, renaming
and cartesian product) is exactly the same as in classi-
cal relational algebra. It would also be similar for #-join
(Ry Xy Rs) and semi-join (R; X Ry). Using the set opera-
tions defined in the previous section, outer joins, antijoin
and division can also be expressed similarly.

4.5. Using the past states of a temporal relation

The preceding sections focused on the usual relational
operators applied to the temporal relations introduced in
Astral. This section introduces a new operator, specific to
temporal relations which are considered as functions.

Let O be one of the already introduced operators. For
all (¢,4), the result of O(Ry, ..., R,,)(t, ) is computed with
Ry(t,i), ..., Rn(t, 7). One important feature is to be able to
use, not only the states of relations at time (¢,4) but also
at the past states ((¢,i) < (t,7)) to compute results. To
do this, a new operator is required. It allows us to change
the domain of the R function so as to use batch indicators
of the past and to refer to the past states of relations.

Definition 21 (Domain manipulator). Let R be a tem-
poral relation, let f : T XN — T x N be a function of
time indicators (time transformer), and ¢ a condition over
T x N.

If, V(t,i) € T x Nye(t, i) A f(t,4) < (,1),

Then, the domain manipulator is defined as follows:

DI(R) =t,i {R(f(tvi)) if c(t,4)

¢ 0 else

This operator, not yet considered by the existing pro-
posals, is interesting as it allows the creation of a state
based on one or several past states as a "current" state of
a relation. This can be used, for example, to compare a
relation with its past states. The first direct application
may be the following one.

Definition 22 (Fixed relation). Let R be a temporal re-
lation and let ts be a timestamp. The fized relation R at
ts is defined as

R(ts,0) ifts <t

R's = Dyl %(R) = t,i
t2ts (R) 1] else

Here R's is the relation R frozen at time t,. The fol-
lowing states of R can be compared to this past state. The
fix relation operator is useful to express continuous queries
using instantaneous queries for designation (see definition
5 and section 7.1). That is, an instantaneous query is used
to select and "fix" the set of sensors to be used in the eval-
uation of the continuous query. Another application of
such an operator will be seen when manipulating streams
with joins (see definition 33).

We have now explored the core relation-to-relation op-
erators. We have seen that such formalization work al-
lowed us to reveal existing semantic discrepancies in data
management which were hardly perceivable but which
were nevertheless significant. With our model, we can tar-
get semantic problems and be aware of them while using
the operators.

5. Stream operators

This section presents the operators to manipulate
streams. It first presents the streamers (see Section 5.1)
which create streams from relations. Windows operators,
allowing the creation of relations from streams, are defined
in Section 5.2. These two types of operators (streamers
and windows) are the basis for defining the join operators
of streams (see Section 5.3)°.

5.1. Streamers

Streamers are operators used to create a stream from
a relation. Streams can be generated by monitoring rela-
tions. Two types of streamers can be distinguished: those
fed when changes occur in the relation (called sensible
streamers) and those that do not "react" to changes in
the relation (called independent streamers).

Streamers are in charge of stamping tuples of the
streams. This stamping is both positional and temporal
and so must ensure that coherent orders are produced. We
define the stamping function as the function that adds a
timestamp and a position to a tuple of a relation.

Definition 23 (Streamer stamping). Let R be a relation,
let (t,i) be a batch identifier, let CIDEZ- :N = N be a strictly
increasing function that ensures:

V(i) < (i), 5, < 97,

The function that stamps tuples from R(t,q) is defined
by: Vs € R(t,1),Vts € T, Wy (s, ts) =

{(.t5), (. 27:(0)} U {(a;s(a))}

acAttr(R)\{e,'t'}

Such a definition ensures that the stamped tuples that
will form a stream verify the following properties:

SFor space reasons, some technical details are not included in the
paper but can be found on the Astral’s Wiki.



e cach tuple has a timestamp t,, which is the moment
when it has been stamped,

e each tuple has a physical identifier (position) greater
than the identifiers of the previous stamped tuples,

e the positional order of R(t, %) is preserved in the final
stream.

If a timestamp was defined in the original tuples, it
will be replaced in the stamping process. It is possible
to conserve the value of the original timestamp by using
an operator p;, . ./ before the streamer that will stamp
the tuples.

The actual expression of CIDEZ- is not important. Its
purpose is to insure a coherent positional order derived
from the physical identifier of the instantaneous relation.
Stamping using the creation time is crucial. In sensor ap-
plications, the question of which timestamp has to be used
for tuples containing aggregated measures (5min range for
instance) has been discussed many times [18, 7, 16, 20].
Three usual choices have been identified: min or maz of
the timestamps of the involved tuples and user-defined.
Several strong arguments can be given for choosing the
moment of creation” of the tuple as its timestamp. Firstly,
this choice is coherent with the time when the value has
been calculated. Secondly, the order is preserved whereas
order violations could be introduced by taking another
value. Thirdly, this choice does not make any hypothe-
sis on the schema of R and allows time-stamping of tuples
without timestamp originally. Property 3 in Section 6 will
show how an original timestamp can be transmitted to a
final stream.

Sensible streamers can now be defined. Given a rela-
tion, sensible streamers adds to a stream changes occurring
in the relation.

Definition 24 (Sensible streamers). Let R be a relation,
Let (t,i) and (t,7)~ be such that (t,7)~ < (t,4). (t,3)”

is a batch identifier infinitely near (but not equal to) (t,i).3
The core sensible streamers are:

e Is(R) the operator giving the stream of tuples in-

serted in the rflslation IE? )€ S, Bs(s') = (t,1)
_q. S = \I/t,i Sat €0, S\8') = b
Is(R) = S: & s€R(ti)As ¢ R((t1)7)

e Dg(R) the operator giving the stream of tuples sup-
pressed from the relation R:
_ Q. s = \p(t,i)* (Sﬂ t) €5, BS(SI) = (tﬂ Z)
Ds(R)=8: = Jd'R(ti)ns € R((t,i)-)

o RY(R) the operator giving the stream of the content
of the relation R every time it changes:
" o 8= (s,t) €8, Bs(s') = (t,1)
R3(R) =55 " L Rit.i) # R(t,i)~) As € R(t,4)

7Greater or equal to the maz
8Choosing such timestamp is always possible as R is a “step func-
tion”

Example 4: Considering the buoys example, relations
Buoys and AnchBuoys are as illustrated by figure 1 (in
Section 2.1). Attribute Buoyld may be used for a natural
join. Let

R = Buoys X AnchBuoys

be the relation which gives meta-data for anchored buoys.
The deployment or pickup of a buoy at time ¢ leads to an
update in R at this time.

e The stream of buoy arrivals in the system (when
new buoys are deployed) can be express as:
IS(HBuoyIdR)-

e The stream of departure (buoy pickup or termination
of observation) is given by: Dg(IlgyoyraR).

e The stream of localization of anchored buoy 42:
Rg(HlocaBuoyIdzéﬂ (R))

Let introduce the relation M containing the data send
by each buoy: I € M < {l = (id, m, ) } where id is the
sensor id, m the received measurement and ¢ the physical
identifier. Receiving data from a buoy at time ¢ leads
to an insert in M at this time, the ¢ being incremented
at each insertion. Figure 3 shows M at insertions times
(3,9,10,12,...). In this example, the @fi function (cf. 23)
is define as follows :

q)ts,z'(@) =@

The stream of sensed data is given by Is(M).

Sensor #2: SLP
Q> Sensor #3: GPS

(1.v1) (2,v2) (1,v3) (3,v4) (2,v5) (1,v6) (3.,v7)

3 l 9 llo 112 l 15 l 17 lzo Time

M(3): M(9): M(10): M(12): M(15): M(17): M(20):
dim [¢f{d|m [¢f|{Id|m |[¢fdm |[¢|1dm |[¢|Idm |[¢| Idm |¢
1| vi|1 1|vli|1 1|vli|1 1|vlij1 1(vlij1 1|vl|1l 1|vl|1l
2| v2|2 2| v2|2 2| v2|2 2| v2|2 2| v2]|2 2| v2|2

1]v3|3 1]v3|3 1| v3|3 | 1]|v3|3 | 1]|v|3

3| va|4 |3 |valal|3|vala]| 3]|va|a

2| Vv5|5 2| v5|5 2| v5|5

1|v6|6 1|v6|6

3| v7 |7

(M) ={(1,v1,3,1), (2v2,9,2), (1¥3,10,3), (3,v4,12,4),..}

Figure 3: Stream from two buoys can be interpreted as created from
the operator Ig.

The rate of tuples in sensible steamers is dictated by
the updates on the temporal relation. Let’s now introduce
independent streamers which create tuples at their own
rate.

Definition 25 (Independent streamer RY). Let R be a
relation, and r be a period of time.



The independent streamer that sends the content of R
each r period is defined as: RG(R) =S :

U, (s,t) €S, Bs(s) = (t,i) & se€ R(t,i) Nt —1ty €rN

Example 5: Continuing example 4 and using relation
Sensors illustrated by figure 1 (in Section 2.1), the stream
of available measurements every second can be written as:
Rés(HdeyBuoyjd(M X Sensors)). The rate of tuples in
the stream is 1 second independently of changes in the
relations.

Other independent streamer operators could be defined
to create streams of updates/deletes/inserts every period
r. This can be done by comparing the state of the rela-
tion at ¢ and ¢t — r. Similarly, insert-sensitive streamers
that send the content of a relation at each insertion, could
also be defined. We don’t introduce them in this paper
because a more complete study of their utility in practice
still necessary.

Streamers have already been defined in other alge-
bra like in STREAM [4]. For instance, Ig is simi-
lar to ISTREAM and Dg is similar to DSTREAM.
RSTREAM is similar to R%, with & being the chronon
of the system (1s for instance). As RSTREAM uses im-
plicitly the chronon of the system, comparing results given
by two systems using two different chronons (for example
01 and d2) may lead to some confusions. The exact behav-
ior can be expressed in Astral with Rgl and R?.

5.2. Windows

Window operators can be used to create relations from
streams. These relations can then be used to create a
stream of aggregate values (min, max,...) and also to define
join between streams. A window may be temporal (e.g.
data from the last 10 minutes), or positional (e.g. the
10th last data of a stream) or cross domain (e.g. the 10th
last data every 10 minutes).

In literature [9] mains windows are:

e Fized : boundaries are fixed, the window is evaluated
only once.

e Sliding : width is fixed and boundary linearly mov-
ing

o Tumbling : is a particular sliding window, the
boundaries move is equal to the width of the win-
dow so that intersection between windows is empty.

e Landmark : lower boundary is fixed and the upper
one grows linearly.

We give here a more general definition of windows,
more detail can be found in [35]. The first step is to define
a sequence of windows and the operator to create it.

In general, a fixed window is defined by a lower and an
upper bound. Such bounds delimit the subset of the data
stream observed in the window. In data stream manage-
ment, sequences of windows are required to observe the
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data in the evolving stream. This section defines the op-
erator to create sequences of windows (definition 28). It is
based on a description of such a sequence (definition 26)
and its correlation to data streams (definition 27). This
correlation uses batches (introduced in section 3.1) that
support positional and temporal windows in the presence
of simultaneous tuples in the stream.

Definition 26 (Window Sequence Description). Let D
and D' be either T or N, a Window Sequence Description
is a triplet («, 8,r) where:

o r € D is the boundaries evaluation rate

e « and 8 are two functions from N — D’ representing
the boundaries evolution.

a(j) and B(j) define the j*" values for the boundaries.
The first values are given for j = 0.
These functions must verify the following properties

(stated here for D=D' =T):

a(y) < B() beginning before end
a(j) = to

B(j) < jr + B(0)

Vj e N, beginning exists

end accessible

By applying 75 (or 'rgl), these conditions for other values
of D and/or D' are easy to find.

Example 6: Let’s consider the stream of the SST sensor
42. In order to monitor temperature, we consider that
per each 100 passed items, we have to extract the last 10
items. For this case, we require a sequence of positional
windows generated for every 100 items (r = 100) where
each window contains the 10 last items. We handle full
positional windows, a, 3 € (N — N)2. The first window
covers from the 91th item to 100th item: «(0) = 91 and
B(0) = 100. The boundaries evolve linearly as follows:

1005 4 91
100(5 4 1)
100

a(j)
&)

T =

Window creation requires mapping of the stream tu-
ples into the corresponding window based on the given
sequence description. For this, we use the following de-
laying function which includes batch identifiers. Based on
the window sequence description, this function gives the
"rank" of the last created window at the moment indicated
by the given batch identifier.

Definition 27 (Delaying function). The delaying function
is a function from T xN — Z that maps the batch identifier
with the id of last valid boundaries.

o Ifr €T, this function is v :t,i— LWJ

1,
o Ifr e N, this function is v :t,i — LMJ



The term delaying is related to the fact that the j*"
boundaries computation has to be delayed until v(t,i) = j.

Example 7: In the last example, the delaying function is
~y(t,1) = VST%J)J — 1. If we consider that the SST sensor

42 emits a tuple per second. As v(1024,0) = L%J —-1=
9. The 10th window is the last created window at this

batch identifier.

Given this, it is now possible to define an operator that
generates a temporal relation from a stream. This tempo-
ral relation has a sequence of states. Transitions between
states are triggered by batches arrivals and changes of ~.

Definition 28 (Window Sequence Operator). Let S be a

stream, (o, B,1) be a Window Sequence Description and ~

be the delaying function associated to this description,
The Window Sequence Operator is defined as :

o V(t,1), such that v(t,i) > 0,
If the description has temporal bounds:

Sla, B,7)(t,i) =
{s € 5/ (a(y(t,1)),0) < Bs(s) < (B(y(t,)), 1)}

If the description has positional bounds:
Eri ={s €5/ m5(a(y(t,4))) < Bs(s) < 7s(B(v(t, 1))}

Sla, B,7](t, i) = {s € Ey;/
[{s" € Eri/s(p) < s'()} < B(v(t,9)) — aly(t,i)}

o V(t,4), such that v(t,7) <0, S, B,7r](t,7) =0

This definition distinguishes the case of temporal win-
dows from positional windows.
For temporal windows, it considers the batches ranging:

e from the first batch providing tuples falling in the
window scope (noted («(v(t,1)),0)), i.e. their times-
tamp is > than the lower bound of the window

e until the last batch providing tuples in the window
scope (noted (B(v(t,7)),7)). This is the ith batch
having the maximum timestamp inferior than the
higher bound of the window.

Note that the relation S|a, 8,r] may change at batch
arrival even if time doesn’t change. Using the batch iden-
tifier to define a window is mandatory since the partition-
ing introduced by batches is needed when building a new
stream from window. Disregarding batch identifiers would
lead to the loss of batch grouping. A treatment exclusively
based on timestamps would not be sufficient.

For positional windows, the case where batches contain
exactly one tuple each (full spread stream) is simpler than
the general case where batches contain more tuples.

e For full spread streams, E;; = S|a, 3, r](t, 7).

e For the general case, E ; is composed of all batches
including tuples falling in the current window scope.
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The instantaneous relation S[a, 8, 7|(t,4) is a subset
of Et,i-

As example, consider "1-tuple" width windows. E; ;
contains the last batch, but as it may include several
tuples, only one has to be selected. The selection
over the more-recent tuples is done with regard to
the positional order .

e The v function in the positional case is driven by
Tg 1 which provides the maximum tuple position in
case of conflict. This choice is important as other
choices would introduce tuple loosing on simultane-
ous events.

In the following, to specify the rate r we will use n for
positional or a temporal unit s, ms, m.

Example 8: Sliding Windows: Figure 4 shows a sliding
window. It slides of two seconds every two seconds with a
constant width of 3 seconds. ty = 0 for simplicity.

Wo
_
— W w
— W
. S—

time b——

HE: T H H P8 9!
stream sps152 S3 54 S5 S 5788 89 S10 S11 512513

Figure 4: Sequence of sliding windows «PERIOD 3s SLIDE 2s»

We have r = 2s as sliding rate. For the first window :
a(0) = 0 and B(0) = 3. The slides of boundary is 2s so:

: a(i)
Vi € N, {ﬁ(z)

=1ix2s+ 1y
=i1*x25+3s+ 1ty

The temporal relation generated from the stream .S can be
noted : S[2is, 2is + 3s,2s].

Given a timestamp ¢ 5.5 it is easy to compute
Sla, B,7](5.5). The windows that can be computed at this

time is the one numbered v(5.5) = {w—fﬁ(o)J = 1. So
Sla, 8,7](5.5) = W1 = {s4, 55, S6, 57, S8 }

Definition 29 (Partitioned window). A sequence of parti-
tioned windows is build as the union of windows sequences
on a stream partitioned by a set of attributes aq, ...

U

i€ Dom(az,..., ak)

y Ak

Slay...ar/a, B,7r] =

This operator is useful to create the same sequence of
windows on sub-streams of a main stream. See example
bellow.

Example 9: Given the stream S’ of measurements de-
fined in example 4, the last value sended by each buoy is
given by S[Buoyld/i,i,1n] whereas the last value sended
by each sensor is given by S[id/1, 1, 1n].

The proposed model is generic enough and can be used
to create complex windows like the ones generated by the
used of more algorithmic models [10]. More definitions



|| Definition
[75 ' (7s(i)7) +1,i, 1]

| Equivalence
{s € 5,Bs(s) = 150
)
The slide-by-batch sequence of windows pro-
duces the last seen batch in the stream
[i,2, 1n]
The slide-by-tuple sequence of windows, where
each window contains only the last n-tuple.
This sequence is equals to [B] when the stream
has a one tuple per batch policy.
[O,Z,ln] | {S €5, BS(S) < (t,Z)}
The sequence of cumulative windows contain-
ing all the stream up to the current batch

Table 1: List of notable windows

about aperiodic windows have been presented in a prelim-
inary work [35].

The table 1 presents notation adopted for a set of very
useful windows. The table describes their meaning and
also provides an algebraic equivalent of the content at

(t,4)°.

5.3. Relational operators on streams

This section considers relational operators on streams.
It presents general definitions of the operators which cover
existing proposals (see Section 7 for discussions on related
work).

5.8.1. Unary operators on streams

The three basic unary relational operators selection,
projection and renaming are defined for streams. The def-
inition of the selection is as follows.

Definition 30 (Selection on stream). Let S be a stream,
the selection of tuples in S is defined as:

s€a.SeseSNc(s)
and
Vs € 0.5, Bs,5(s) = Bs(s)

The particularity of the definition of the operators for
streams concerns the batch identifier. The choice we made
is to leave the batch identifier unchanged in the result.
The same applies to projection and renaming without any
difficulty.

It is worth noting that the unary operators can also
be expressed using windows, streamers and relational op-
erators (see corollary 3 in Section 6). This shows that
stream-to-stream operators can be seen as a composition
of other operators.

9The equivalences are non-trivial properties
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5.8.2. Cartesian product and joins

The definition of the cartesian product and joins in-
volving a stream are build using windows and relational
operators to obtain a temporal relation. A streamer is
then used to build the resulting stream from this temporal
relation.

Definition 31 (Cartesian product streamxrelation). Let
S be a stream and R be a relation, the cartesian prod-
uct operator (streamxrelation)— stream generates as out-
put stream, the result of a product between the relation and
the last tuples of the stream:

S x R =Ig(S[B] x R)

The main choices in this definition concern the windows
to be used and the streamer:

e The preceding definition uses window [B] which des-
ignates the last batch of the stream. The last tuples
of the stream are used in the product with the rela-
tion. This is a natural interpretation.

e The preceding definition uses streamer Ig which put
in the stream the new inserted tuples. This leads to a
consistent stream with no duplicates. For instance,
when only R is updated (new tuples are inserted)
then only the newly created tuples will be sent. The
old join-tuples will not be sent again in the stream.
The use of Ig is also interesting because of the asso-
ciativity property (see section 7).

Analogous to cartesian product, let’s define the join
operator as follows.

Definition 32 (Join streamxrelation). Let S be
a stream and R be a relation, the join operator
(streamx relation )— stream generates as output stream, the
result of a join between the relation and the last tuples of
the stream:

SX R =1Is(S[B] X R)

The choice concerning the window and streamer used
in the join definition are the same than in the cartesian
product for the aforementioned reasons. Note that any
kind of window W and streamer Sc could have been used
for both the cartesian product and the join. Definition 32
can be seen as an instance of a generic definition:

S M. R=Se(S[W] X R)

In definition 32, the result stream contains tuples trig-
gered by updates in R and tuple arrival in S. Let’s now
consider a variant where new join tuples feed the output
stream only when new tuple arrives in S but not when R
is updated.

Definition 33 (Semi-sensitive join stream xrelation).
The semi-sensitive-join operator
(streamx relation )— stream generates as output stream the



result of a join between the last tuples of the stream and the
relation at the time equal to the last batch of the stream.:

(R))

This definition involves four core operators: streamer,
window, join and domain manipulator.

S W R =1Is(S[B] ™ D,

Example 10: Considering the example given in figure
1, we want to produce the stream that has the following
schema (id, Buoyld, Type, Unit,value,t), in which, a new
tuple appears each time a new tuple appears in the stream
of data (S). This behaviour is exactly equals to:

S M Sensors

Using an usual stream-to-relation join, the streamer will
also produce a new tuple each time Sensors is updated
(new sensor has arrived, unit has changed,...) leading thus
to redundant values in the resulting stream.

Now, the join operation (streamxstream)—stream is
defined using the previous definitions.

Definition 34 (Band join streamxstream). Let S and
So be two streams and d be a time interval, the join op-
erator (streamx stream)— stream is defined as the join be-
tween cumulative windows on each stream for n-tuples with
a timestamp differing of at most d.
Let’s note IT™ (R) = HAttr(R)\{t/}(R)
X

$1598; = Is(IP(Si[oc] o ey e SoD)

{WU,i(s1 X s2,max(s1(t), s2(t)))
S1 € Sl,SQ S SQ,
Is1(t) — s2(t)| < d}

As mentioned for the preceding operators, other choices
of window creation and streamer can be made for joins.
Definition 34 has been adopted because it is quite intuitive
and covers most used application needs. Highlighting the
condition d allows simple notation for mostly all existing
joins in streaming literature and can be used to tolerate
timestamp divergence. It is worth noting that, instead of
using a test on timestamps, a test on the positions can be
used.

To illustrate the expressiveness of the proposed for-
mulation, let’s show how it can be used to provide two
particular join operators defined in the literature.

e The instantaneous join proposed in [23] can be ex-
pressed as follows:
0
S1 XSy Is(S1[o0] M S3[o0])
Is(51[B] M S2[B])

This join generates an n-tuple in the output stream
when equal timestamps are found in cumulative win-
dows.

e The infinite join proposed in [43] can be expressed
as follows:

S1 X Sy = IS(HM(Sl [o0] M pt’/tS2[oo]))

13

This join generates as output stream the relational
join of the cumulative windows.

5.4. Spread

Finally, we will investigate the spread operator, the
only core stream-to-stream operator of Astral. This oper-
ator was originally introduced in the famous paper about
stream processing standardization [24]. It manipulates the
ordering of simultaneous tuples inside a stream by redefin-
ing the batches.

The following definition allows us to spread, or re-
fine, the different batches using the criteria over some at-
tributes.

Definition 35 (Spread operator). Let S be a stream, let
a1, ..., a, be attributes included in Attr(S), then the stream
S spread by ay, ..., a, noted >4, .. 4, S verifies:

Vs1,s2 € 5%, then s1, 89 € (Da,...a,9)% and

By, ..s(s1) <By, . s(s2)
BS(Sl) < 85(52)
= or

Bs(s1) = Bs(s2) A silat, ..., an] < s2laq, ..., an]

Tuple comparison uses the lexicographical order on the
given list of attributes.

Here we can see that this operator does not changes the
content of the stream and only affects the batch indicator.
Example 11: Suppose that in the stream of data S of
our running example, we have the following content: S =
{81 = (1, 42, to), Sg = (2, 43, to), S3 = (3, 75, to)} and those
tuples are inside the batch (o, 0).

If we want to have a window that has one tuple per
state, using directly (S, Bg) it is not possible. A descrip-
tion S[B] (last batch) would only produce one state (g, 0)
with all the tuples. A description S[L] (last tuple), would
produce only S[L|(t9,0) = {s3} as it has to choose one
tuple over the three inside the batch (we assume here that
s3 has the highest rank).

Let S’ be the stream defined as: S’ = >;4S. Conse-
quently, the batch (¢o,0) of S will be spread considering
the different values of id. The content of S’ stays the same
but we will have: Bg/(s1) = (t0,0), Bg/(s2) = (to,1) and
Bs:(s3) = (to,2). Hence, using the window S’[B], we will
have three consecutive states (o, 0), (to, 1) and (to,2) hav-
ing respectively the tuples {s1}, {s2} and {s3}.

Similarly, the spread all (<g,, .. 4,S5) can be defined.
The basis of this operator is the same but instead of split-
ting the current batch in multiple ones, it regroups all the
batches that has the same timestamp and then apply the
spread.

In the specifications [24] the spread operation can also
be submitted without any attributes. This special case
specifies that any strict total order is acceptable as long
as it respects the source batches (or the timestamp in the
spread all case). In Astral, in order to keep a coherence,



this case will be the same as >, which will spread by the
rank, therefore there will be one and only tuple per batch.
We could have defined an ordering function ruled by each
implementation, but it seemed easier and far more com-
prehensible that way. In order to simplify the notations,
> and < are acceptable for this last case.

Notation table

Table 2 presents a summary of the notation used in
Astral.

Notation Quick Description
t Timestamp attribute
® Physical attribute
s, s(a) Tuple and its value for a
slay, ..., an) Tuple restriction
Attr(TS) Common schema of a tuple-set
pos(s) Position of a tuple in a tuple-set
TS
(t,7) € T x N | Batch identifier
to Starting timestamp
R (Temporal) Relation
R(t, 1) Instantaneous Relation
S Stream/Stream Content
Bgs Batch indicator
TS, Tg ! Position-timestamp mapping
II,(R) Projection to the attributes list a
oc(R) Selection with the condition ¢
Pb/a(R) Rename attribute a to b
Ri X Ry Relational cartesian product
R1 X Ry Relational natural join
Ry URy (N, —) | Union (disjonction, difference)
DI(R) Domain manipulation
Rts Time fixation of R at ¢
Is(S), R4(S) | Sensible streamer
R(S) Independant streamer with rate r
Sla, 8, 7] Window operation
Sla/a, B, 7] Window partitioned by a
(L], [B], [0] Special descriptions (see table 1)
SXR Natural stream-relation join
S MR Semi-sensitive join
Sy M4 S, Stream band join width d
eSS, S Spread (all) operator
(I)fiIORZ Order function of the operation O
Wy s Stamping function for streamers
~ Delaying function for windows
By, Scope of a window at ¢,

Table 2: Notation Table

6. General properties

This section presents the main properties of the alge-
bra. They are particularly useful in query rewriting and
optimization. Section 6.1 presents important results on
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timestamp transmission. It shows which windows and
streamers operate without any effect on original times-
tamps. Section 6.2 presents results concerning the associa-
tivity of operators. This is very important as, for example,
it allows us to push selections and projections down in the
query tree. It is shown here when associativity holds and
when it doesn’t!0.

Operator sharing between queries is also important for
optimization purpose. The transposition property intro-
duced in Section 6.3 can be used to identify whether win-
dows can be shared by two queries. The complete proof
for all the propositions are available in appendix A.

In the following two tuple-sets are considered equiva-
lent if they contain the same tuples (except for the physical
identifier) in the same relative order.

Definition 36 (Tuple-set equivalence). Let T'Sy and T'Sy
be two tuple-sets. T'Sy and TSy are equivalent (=) if and
only if their tuples compared in order two by two are iden-
tical except for .

6.1. Properties on windows and streamers.

Definition 23 shows that tuples produced by a streamer
are time-stamped and the original timestamp may be lost.
The property presented hereafter, identifies cases when the
streamer stamping does not affect the original timestamp.
Here, the original timestamp is transmitted through the
windows and the streamer operators.

Property 3 (Timestamp transmission for I and RY).
Let S be a stream and s be a tuple of S, [a,i+ k,1n] a
window sequence description (WSD) with « increasing.
Considering S' = Is(S|o,i+k, 1n]): if a stamped tuple
of S" is in the batch (t,i) then, this tuple were originally
in the batch (t,i) of S.
That is:

Wy i(s,t) € 8" NBs (Wyi(s,t) = (t,i) = Bs(s) = (t,1)
This property also stands for R%(S[B]).

As for Ig the timestamp transmission applies for WSD
of form [a, i+ k, 1n], the property states for sequences [B]
and [oo] which are particular cases of the general form.

Considering property 3, the following equivalences with
the original stream S derive.

Corollary 2 (Equivalence of streamer/window composi-
tion). Considering streamer/window compositions respect-
ing the property 8. If « is such that the window se-
quence contains the last batch then the following equiva-
lences stand:

S =Is(Sla,i+k,1n])
= I5(S[B]) = Is(S[o0])
— R(S1B)

10 [4, 32] present also results on this topic.



Example 12: Timestamp transmission illustration

Let us consider the stream S(Id,Value,t) of figure 2
and the windows S[B]. In this case, the property 3 in-
sure that Is(S[B]) = S. The insertion of the tuple in the
stream take place at the time equal to the timestamp of
the tuple. Therefore the Is operator will stamp the tuple
at this time. Hereafter are showed the sequence of states
that the temporal relation S[B](t) will go through and the
corresponding resulting streams Ig(S[B]) :

S =(1,v1,3);(2,v2,9); (1,v3,10); (3, v4,12); ...

S[B](3): S[B](9): S[B](10):
Id | Val. | t Id | Val. | t Id | Val. t
1 vl 3 2 v2 9 1 v3 10

Is(S[B]):

Id | Val. t

1 vl 3

2 v2 9

1 3 10

Example 13: Timestamp transmission counter-example
The timestamp transmission property is not true for all
kind of windows. Let consider the same stream S and the
window S[is, s+ 2s,2s] = range 2s every 2 second which
we will note S[Rgs]. Then Is(S[Ras]) # S. The insertion
in the resulting stream is ruled by window changes, there-
fore the timestamp of generated tuples is the time when
the content of the window changes and not the original
timestamp. Hereafter are showed the sequence of states
that the temporal relation S[Ras](t) will go through and
the corresponding resulting streams Is(S[Ras]):

S =(1,v1,3);(2,v2,9); (1,v3,10); (3, v4,12); ...

S[R25](10):
S[Ras)(4): [R2:](10) S[R2.](12):
TaTval 1] 4 V;;l L rraTvar T2
1 vl 1 3 10 3 v4 12

IS(S[RQS])Z

Id | Val. t

1 vl 4

2 v2 10

1 v3 10

3 v4 12
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6.2. Associativity and commutativity

The associativity and the commutativity form the basis
of the relational algebraic optimizer inside database sys-
tems. For instance, knowing that we can manage to move
the selections and projection in a query tree towards the
leaves, we can then shrink the different internal data size
and rate. Therefore, it is fundamental to look for query
equivalences on the different operator and on their influ-
ence on each other.

Let’s first consider the associativity between the win-
dow sequence operator and projection or renaming opera-
tor.

Property 4 (Commutativity projection, renaming - win-
dows). Let S be a stream and «, 3,7 be a window sequence
description (WSD), then, the following properties state:

Hal,...,ak,ts[aaﬁar] (Hal,...,ak,ts)[aaﬁar]

pb/aS[avﬂvr] = (pb/aS)[avﬂvr]

These results hold because the projection and the re-
naming operators do not affect any of the elements (i.e.,
timestamps or tuple positions) used for window creation
even with the use of 75. It is not always the case for the
selection operator. Associativity for selection holds for full
temporal windows but only for some specific cases of po-
sitional windows.

Property 5 (Associativity selection - temporal windows).
Let S be a stream, «, 3,7 be a full temporal WSD and c be
a selection condition, then, the following property states:

oS, By 1] = (0.9)]e, B, 7]

This associativity holds because the selection elimi-
nates tuples but does not change the criteria on time used
for window creation. For positional windows, associativity
is true for only a particular subset of cases. Let’s show an
example where it doesn’t hold.

Example 14: Let S be a stream of temperatures with
schema (temp,t). Consider the following queries

1. Oremp>0(S[i, i + 9, 1n]) is the set of positive temper-
atures selected from the last ten measurements each
time a measurement is received

2. (Otemp>09)[t,1 + 9,1n| means the set of the last ten
positive measurements each time a positive measure-
ment is received.

The width of the resulting windows of these queries are
different. The second query creates windows of 10 tuples
with positive temperatures whereas in the first one, the
resulting windows may contain less than 10 items. This is
because the selection of positive temperatures is made on
the windows containing 10 tuples with any temperature.

The problem arises because 75,5 and 7g are different.
This implies subtile, but meaningful differences in the re-
sults. So associativity is globally false for any positional



windows. Yet, in the particular case of a (classical) land-
mark window sequence, the property is true. The complete
proof of these results are available in appendix A.

Property 6 (Associativity selection - cumulative posi-
tional windows). The associativity of selection and posi-
tional windows holds for unbounded accumulative window
sequence [oco] = [0, 1, 1n].

Property 6 is true because the unbounded window se-
quence can be defined as follows, without using the 7g
function: S[oo](t, i) = {s € S/(t0,0) < Bg(s) < (t,4)}.

These three last properties illustrate how to reduce the
internal relation size (by selecting and projecting) without
loosing any information, which has direct consequences on
the performances of an implementation.

Properties 2 and 5 where already stated in [6] and we
prove them in the Astral context.

To go on with the results on associativity, the Codd’s
unary operators (that is to say, renaming, projection and
selection) commute quite easily with stream creators.

Property 7 (Commutativity unary operators - streamer).
Let R be a relation, let ¢ be a selection condition not on
t and let a be a list of attributes. The following equalities
stand:

ocls(R) = Iso.(R)

O’CDs(R) = Dso’c(R)
o.R%(R) = Rio.(R)

HaIS(R) = ISHa (R)
HaDs(R) = Dsna(R)
I, R%(R) = R5I1,(R)

Such equalities also stand for renaming.
Moreover, the following equality states if V(t,1),
R(t,i) N R((t,3)7) = 0:

0eRY(R) = Rioo(R)  TLRY(R) = R4II,(R)

There is a strong link between the stream-to-stream
unary operators and relation-to-relation unary operator.
Thanks to the timestamp transmission and the corollary 2,
we can see the stream as a composition. As a consequence,
it is possible to describe the three basic stream unary op-
erators as a composition of a window, a streamer and a
relational unary operator.

Corollary 3 (Selection on stream as a composition). Let
S be a stream and c be a selection condition on S.

0.8 = Ig(0.S[B])

= Is(0.S[0]) = Ré(0.S[B])

The analogous property stands for projection and re-
naming.

This corollary shows how the usual implementation
works. In practice, in order to perform a selection, usually,
the processor fetch the last tuple(s) of the stream. It will
make an operation (select for instance) and then will send
the result in a new stream. We justify here that the the-
ory can illustrate such behaviour. This property also just-
fies the equivalence of our modelisation of the three basic
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stream—stream operator compared to the usual composi-
tion definition.

Given these properties for the core operators, proper-
ties on the composite operators can be stated.

Corollary 4 (Commutativity stream join - selection). Let
S and S’ be two streams. Let ¢ be a selection condition on
S and d be a temporal interval.

The following equality stands:

0(S S = (0.9) %4 8
Moreover, if ¢ is a condition on a relation R then,
0c(SHNR)= SN (c0.R)

Corollary 4 states because the streamer Ig is used by
the join operator. This streamer has a good behavior in
regards to its associativity. If R% had been chosen (which
is also a valid choice) for the join operator, such property
would not stand.

Remark 1. When joining a stream with a relation:

o (SXR)Z (0S) X R

To illustrate, let S be a stream (id,L) S
{(1,1),(2,2),(3,3)} and R a relation having an attribute
id. R(0) = {(0)} and R(2.5) = {(1)}. With this data,
(1, 1,25) ¢ oid:l(S X;a R) and (1, 1,25) S (O’id:1S) Xid
R.

As seen in Section 4.2 the symmetric property does
not stand for cartesian product and join in the general
case. Nevertheless, the two following properties show that
associativity states under certain conditions.

Property 8 (Associativity on cartesian product). The
cartesian product with the lexicographic order is associa-
tive. Let A, B and C be three temporal relations, then:

Ax(BxC)=(AxB)xC

Proof sketch: As for the classical cartesian product the
content of the result is the same in both cases and only
the tuples ordering may differ. Tuples ordering will be the
same, if the orderings induced by ((¢4,¢B), pc) and by
(pa, (¢B,pc)) are the same. If the lexicographic order is
used, the two results are equivalent as the final order is
given by (v, vB,pc). The complete proof is available on
appendix A.12.

Under certain conditions this property can also be
stated for stream joins.

Corollary 5 (Associativity on band-join). The band-join
(def. 34) is associative for the case d = 0 and d = oo
using the lexicographic order. Let S1, Sz and Ss be three
streams, then:

Xa.

S



This is a useful result, but unfortunately, it states only
for special cases of d.

We now have seen some useful properties that have di-
rect consequences on the implementation as the core prop-
erties of the relational algebra. We can now apply the basic
optimization heuristics such as the selection and projection
as close to the leaves possible.

6.3. Transposition

Operator sharing [4, 21, 37] is an optimization tech-
nique known to be effective in data stream querying where
the execution of a query may be infinite. For achieving an
efficient sharing, the largest query equivalence is required.
The exact match of two queries requires the equivalence of
the query expression and their starting timestamps. The
use of windows in the queries introduces different cases.

This section presents a contribution to compare
two uniform!! window descriptions namely, [a, 3,7] and
[/, B, r] with two different starting timestamp to and ¢;.
The objective is to facilitate the sharing of window cre-
ation operators even if the two windows are not identical.

e We shall note the two queries as Q1 = (S[a, 3, 7], to)
and Q2 = (S[o/, 8/, r],t1)
e D is the implicit slide between two window sequence
descriptions
— For full temporal description: D =0

— For full positional
D =75, ((t1,0)7) +1

description:

e B, is the minimal value of a lower bound of a de-
scription starting at ¢

— If using temporal bounds: B, =t

— If using positional bounds: B; =0

e K is the synchronization factor: K = w

It states the number of windows that were evaluated
for Q1 when the first window is evaluated for Q.

In the following, we make the basic hypothesis that two
queries using the same stream S at the same time, see the
same data even if the query evaluations started at different
moments.

Property 9 (Linear Window Transposing). Let’s consider
a stream S and queries (S[a, §8,7],t0) and (S|, B/, 7],t1).
If the WSD have the following form:

(i) = max(ai + b, By,)
BGE)=ci+d

o/(1) = max(ai + V', By,)
B'(@)=ci+d

the bounds and the rate are of the same type
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If, the following properties state:

d—d+D
K = 7r+ eEN
bV = b+aK—-Difa#0
max(By,,b") = max(By,,b— D) ifa=0
c = rif K#0

Then, the following equivalence states:

(UtZtls[a’ﬁ’T]atO) (S[O/,ﬁl,r],tl)

Having K as an integer is rather intuitive as it describes
the synchronization between the queries. In this case, it is
possible to prove that

Y'(t,4) = (i) - K.
Considering this aspect, by replacing v with +/, and by
limiting the lower bound to ¢t > #;, the conditions over o’
can be found.

The property about c states that the upper bound must
follow the evaluation. This is necessary because the upper
bound of the first window is always the moment of the first
evaluation.

The complete demonstration is available on ap-
pendix B. This property is actually a corollary of a more
general theorem that does not consider a linear description
(see appendix B).

Example 15: Let’s consider queries:

Q1 = (S[2is + 3s,5is + 3s, 58], to)

Q2 = (S[2is + 2s,5is + 8s, 55|, t1)
Q2 is launched after @y (to < t1). The objective is to see
if it is possible to reuse the results of Q1 for Q2. Here:

K = (8s5+t1)—(3s+to) __ 1+ tlE:stU'

5s

To be able to reuse the results, t; has to be t; = to+n=*5s.

As K # 0, ¢ has to be equal to the rate. As a # 0, V/
must be equal to 3s+tg+2sx K = 5s+tg+n=*2s. Therefore,
we have, b/ —ty = 5s —n*3s. The problem is then reduced
to one single equation to verify if the two windows can
be coherent. For our example, 2 =5—-3n=n=11is a
valid matching. The figure 5 represents the result of this
transposing.

o

Ume5 1 2 3 4 5 6 7 & 9 10111213141516 1718 19
Figure 5: Synchronized windows for operator sharing

Property 9 shows a result for windows with linear de-
scriptions. Such kind of windows are commonly used. This
result can be integrated in stream query evaluators as the
proposed equalities can be verified easily at runtime.

As another corollary, the following property points out
the case of two queries using window sequences following
the same pattern but having an initial offset.



Corollary 6 (Linear Natural Transposing). Let S Stating that the history of the stream is the relation
be a stream and consider queries (S[a,f,r],t0) and H = (S X Sensors)[oo] started at ¢, < tg:
(S[e/, B, 7], t1). If the WSD have the following form: (

(M Buoy1d0 Loc=7016 AnchBuoys)U

Oé(l) - Bto = CY/ ('L) - Bt1 = ma’X(ai + b; 0) (HBuoyId0Ualue:7016Atype:GPSIS(H))[id/L]
B(i) = By, = p'(i) = By, = ci+d )(tq)
Ifc=rA(a=0Ab<0Va=r) and e Continuous query using an instantaneous queries for
designation. "Data from SST sensors currently mea-
th—to € rN in temporal suring more than 25°C at start time (¢o)":
T(_;to) (t1) € N in positional

S X Hido'type:’SST’/\ualuez’25’(S X Sensors)[id/L]t"
Then, the following equivalence states:
e Continuous query using a continuous queries for des-
(01>, S[a, B, 7], to) = (S[a, B, 7], t1) ignation. "Data from SST sensors measuring more
than 25°C":

The conditions on the window synchronization are sim-
plified. This allows us to state that usual window se-
quences, as sliding windows and landmark windows, are
naturally transposable.

Sliding window sequence are similar to [ir,ir + w, 7]
which verifies the criterion. Therefore, a description
[5is, bis + 2s, 5] can be transposed by an interval of any
multiple of the rate 7.

To our knowledge, a generic equivalence of windowing
operators over time were never investigated this far. Fur- 79 Related work
ther details on this theory, as well as demonstrations of
this section, are available on the Astral’s wiki [34].

S X Hidgtype:’SST//\valueZ/QS’ (S al SSTLSOTS)[id/L]

It can be noticed that there exists common patterns like
the window [id/L] or a join between the stream S and the
meta-data relations. Further works could investigate on
the design of the usual query patterns in the field of sensor
data querying. We could imagine an efficient generic data
representation and a designation operator for instance.

The preceding sections already provided comments on
choices made in Astral with respect to related work. This
section presents discussions on the main aspects. A com-

7. Astral and related work plete presentation of the referenced systems is out of the
scope of this paper.

Section 2 presented the motivation of this work and It is worth noting that several systems mentioned here-
discussed existing sensor querying solutions. This section after do not provide complete formal definitions. The
provides complementary discussions: Section 7.1 summa- comparison of such works and our formal proposal is not
rizes Astral querying capabilities with examples and sec-  gtraightforward.
tion 7.2 discusses specific points of our proposal with re-
spect to related work. Aspect time

Astral teT ~R
7.1. Astral Querying Capabilities Description _continuous time

This work was motivated by offering a formal support This choice allows a precise specification of the time

for a large variety of queries useful in sensor based ap- avoiding heterogeneity and implicit dependency of the

plications. Astral can be used to formalize all kinds of  implementation. Note that using discrete time would
queries presented in section 2.2. Let’s consider here some lead semantics of operators to depend on this discretiza-
examples. tion and therefore, on the implementation. For example
STREAM [4] defines the operator RS with the statement

e Present instantaneous queries. "Which buoys are for each timestamp. For one implementation, the times-
presently (t4) in zone 7016 ": tamp width could be Ims and for an other it could be Is.
Many systems like Aurora [2] does not have restrictions on
the timestamp type but the set of supported operators is
restricted to stream-to-stream operations. Our choice al-
lows to provide a wide range of operators with a consistent

(M Buoyrd0 Loc=7016 Anch Buoys)U
(HBuoyId
(Cvalue=70165 X Orype=cpsSensors)[id/L])

)(tq) time handling.
e Past and present instantaneous queries. "Presently Aspect Abstract model
(tq), which is the last buoy being in zone '7016” ?". Astral s € R(t,i),s€ S, Bs

Description  Two main concepts: temporal rela-
tion and stream
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Astral’s choices are inspired by the two-fold approach
of STREAM and CQL [6] which is nowadays the most
widely used. Others, like SStreaMWare [18] extends the
SEQ’s model [38] by proposing the concept of window se-
quences (list of window states) which are similar to tempo-
ral relations created by Astral and CQL windows. Aurora
only cares of streams but with more limited expressivity
(no generic join for example). Batches are rarely used as
the notion is new. Few clear formalizations [8] propose
adding another special attribute bid to each tuple in or-
der to distinguish the batches. Some formalizations [8, 32]
do not use the term “relation” but the notion of “stream
window”. This notion is close to a subset of S[oo].

Aspect Timestamp Order
Astral Bg increasing function
Description  For a stream, its positional order

and the order inferred by times-
tamps is coherent.

The consistency of the positional and the timestamp
orders is a postulate in Astral. In SQuAl, the algebra of
Aurora, this assumption is not made. To insure the con-
sistency of the model, they require an operator Order. In
practice, the implementation has to fulfill this property.
Interesting works [28] are made to ensure the consistency
of the positional and timestamp orders without breaking
the workflow. As a matter of fact, Oracle [44], advises
for performance reasons, to fulfill this property in order
to avoid complex treatments that would be otherwise re-
quired to obtain consistent results. We claim that this
property must be verified to have a coherent algebra.

Aspect Binary relational operators
Astral Rl X RQ, R1 U RQ with &
Description  Operators definition include the

definition of a strict ordering of the
results. An unspecified function is
used for that purpose

The relational part of a stream algebra has mainly be
considered in the literature as a direct application of the
relational algebra. Our formal framework shows that the
use of physical identifiers forces to define the final ordering
of the tuples produced by the operators. We also showed
problems that can appear (see property 2) as the ordering
is not symmetric in the general case for those operators.
This is important because symmetry is used in several op-
timization approaches in relational DBMS. To the best of
our knowledge, such formalization and results have never
been presented.

Aspect Streamers relation—stream
Astral Is, Dg, Rg, RS
Description  Operators producing streams re-

flecting updates on a relation or pe-
riodic selections on a relation.
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The introduction of steamers allows a precise specifica-
tion of the relation - stream "transformation". This kind
of operators are not clearly supported by all current pro-
posals as it relies on a separation of the notions of relation
and stream. The notion of streamer is implicit in some pro-
posals. For example Borealis [1] uses messages to detect
inserts and updates in a relation. STREAM does intro-
duce streamers (ZS, DS,RS) using an implicit chronon!?
r. R% in Astral is similar to RS in STREAM. Streamers
in Astral are well integrated with the other operators and
provide flexibility and precision for query expression.

Aspect Windows
Astral [a, B, 7]
Description A window is defined by two func-

tions for boundaries evolution and
a rate of evaluation.

Window creation may take numerous semantics. Many
works on formalization and implementation exist. In a pre-
vious paper [35], we showed how our model covers all the
usual definitions (range/slide/row, i.e. sliding, tumbling
and landmark windows positional or temporal) and how
it can express window sequences offered by procedural ap-
proaches as the earlier versions of TelegraphCQ [10] (which
uses a for-loop). We also showed the formalization of cross-
domain WSD like “ Get the last 20 tuples each 2min” which
have got little attention but are often required in practice.

Some formal works exist. Among them [32] which uses
a mathematical set-based approach allowing formal proofs
on properties. In this approach definitions are very long
and each type of window has to be detailed from the begin-
ning. Astral includes definitions using only 3 parameters
(o, B, v) but providing nevertheless high flexibility and
allowing the expression of all kind of window sequences
reported in literature. SECRET [8] formalizes the window
operator from an execution point of view. It is based on
4 main concepts which can be found in Astral. The Tick
decides when the system must react to the input (tuple-
based, time-based or batch-based), the Content is defined
from the input and a Scope. A Report sends the result
to the next part of the query. Although their approach is
orthogonal to ours, we have similar notions: the scope is
modeled by «, 8 and the ticks and report are made by ~.
The approach of SECRET is execution-based and it is easy
to describe the behavior of different execution systems but
very hard to prove properties on it.

Aspect Stream Join
Astral SMR,SXTS SR
Description  Joining streams or relation with

stream

12Chronon of a system implementation is the smallest times-
tamp difference that can be obtained (e.g. the chronon of a unix-
timestamped system is 1ms)



Joining streams may be done in several ways. FEach
system/model uses a different form for the join operator.
STREAM support relies on the relational join. Stream
join operator in Aurora is based on timestamp correspon-
dences. GSN [3] uses a positional correspondence be-
tween streams. SStreaMWare also proposed a join op-
erator based on symmetric hash join [43]. Chronicles [23]
introduces a "natural" join using timestamp matching. As
in STREAM, we consider that a generic join operator does
not exist as there are too many possible useful semantics.
Although, we defined three operators that can easily cover
usual joins like the ones mentioned earlier. We can also see
that the formalization of the domain manipulation allows
the definition of the semi-sensitive join which is a rather
implementation oriented operator.

Aspect Domain manipulation
Astral DI, Rt
Description A temporal relation can be defined

by past states of other relations

This operation is often used but have not been for-
malized before. Its formalization allows the expression of
other operators (e.g. time fixation, definition 22, and
semi-sensitive join, definition 33) also quite common in
practice. The formalization in Astral is simple.

Aspect Spread Operator
AStral <a17"'7an’ [>U«1,---111n,
Description  Refines or recreates batches

The spread operator has been introduced in [24] but
was never included in a complete algebra. Our formaliza-
tion allows an easy manipulation of batches. The spread
operation is equivalent to a redefinition of Bg. Astral pro-
vides a good integration of such concepts.

Astral extends current proposals and allows the for-
mal expression of a large variety of queries useful in sensor
based systems. This proposition also allows to point out,
and to handle, semantic problems that were not yet iden-
tified (or implicit) in existing proposals. Operations that
are very "practice-oriented" can also be formalized with
our proposal.

8. Implementation

As a proof of concept, the Astral algebra has been im-
plemented in a prototype!®. It implements all the concepts
presented in this paper. For instance, the implementation
of the Window Sequence Operator, rely on the 7g, 74 !
and Bg functions which are directly implemented in the
stream class.

We have considered some light restrictions with respect
to the pure theory. For instance, in the window sequence
descriptions a and S are increasing (non strictly). This

Bhttp:/ /astral.ligforge.imag.fr
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assertion is common and all examples presented in this
paper verify it. This point is important from the imple-
mentation point of view as it allows deletion of a tuple
that goes out of the buffer and facilitates memory man-
agement. In theory, such non-increasing function is still
possible, nevertheless some properties like prop.3 needs it.

Our prototype has a basic scheduler which drives the
execution of operators. Some aspects described in the al-
gebra can be directly seen in the prototype. For instance,
operators like sensible streamers are executed when they
observe changes on the input relation. In the case of inde-
pendent streamers, the operator directly tells to the sched-
uler when it must be executed.

As most stream management systems, the source
stream is used as a regulation of the time with its times-
tamp. Hence, the problem of network latency is not di-
rectly troublesome as we consider the time indicated by
the timestamp attribute. In order to proceed without tu-
ple loss, we must wait for the next tuple to see the current
time. As used in many sensor network projects and large-
scale distributed systems, heartbeat messages would solve
the problem of unbounded waiting.

The prototype is coded in Java using OSGi/iPOJO[14]
technologies over the Apache Felix framework. From an
architectural point of view, each operator, and each stream
(or relation) is a component. Scheduler, query runtime and
builders are services that form the Astral core, which can
execute the whole life-cycle of a query. The project’s core
requires more than 8 kSLOC (without comments).

Distributed continuous query processing on several
nodes is possible with this prototype. Two special opera-
tors has been defined for this purpose, an emitter and a
receiver entity. By creating queries using those operators
as source/head on multiple instances, it is possible to dis-
tribute query evaluation on many nodes. The implemen-
tation of the operators synchronizes the two schedulers in
order to have the exact behavior described by the algebra.

A query may involve several streams or relations de-
noted as data sources. The execution plan of a query
is generated using Astral operators. The only optimiza-
tion implemented in this version is a rather simple “push-
projection’like strategy. We look forward for a more com-
plete optimization process using properties exposed in this
article.

9. Conclusion and future work

This paper proposed a formal framework to express
both continuous and instantaneous queries on sensor data
represented as streams and temporal relations. It allows a
precise expression of the semantics of the operators. This
is important for a better understanding of query semantics
implemented by these systems and in potential mediation
between them.

The results presented in this paper extend existing for-
mal work by covering a more complete definition of the set



of operators including stream creation, Cartesian product
and join on streams and/or relations and a general window
creation operator which provides full flexibility to define
temporal, positional and hybrid windows.

This paper also demonstrated several properties of the
proposed operators. The associativity of some operators
is presented and in addition some particular cases where
associativity does not hold are discussed. Transposition
of windows is also described. These properties are par-
ticularly useful in query optimization for query rewriting
and re-ordering operators in a query plan. The proposed
results will also facilitate sharing operators across concur-
rent queries which is a promising approach (as shown in
[4, 11]). All these are contributions to establish the bases
required for query optimization in distributed sensor data
management.

The core of this research is the formal proposal but
experimental work has also been accomplished in parallel.
An Astral prototype has been developed in Java as a proof
of concept. A service oriented approach has been adopted.
The implementation uses a OSGi framework. This choice
allows dynamic discovering of devices producing heteroge-
nous data streams. Queries can operate on sensors or other
type of devices.

Future research is planned to extend both, the theo-
retical and the practical work. On the theoretical side
the research agenda includes further work on the opera-
tor’s properties, on query equivalence and query rewrit-
ing. More globally efforts are required on the combina-
tion of several optimization technics as in-network aggre-
gation [27, 29], load shedding[41] and logical optimization
to build efficient and rich sensor data query processors.
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Appendices

A. Proofs details

A.1. Prop.1: 75

As all timestamps are at least greater than the base
timestamp. Then, the first position has a timestamp
greater than to. Hence 75(0) > (t0,0). Considering hy-
pothesis 1, 75 is increasing, thus Vn € Pg, 75(n) > (to,0).

Let (t,i) € T x N > (t0,0). Considering the formal
definition of 74 !

o If |S| < 400 A (t,i) > 75(]S| — 1), then we can write
7s(rg(t,1) = 75(1S] — 1) < (¢,9).

e Else: 75'(t,i) = Z‘ ,71 1 Lirg(n),rs (1) (t;7)
Let j be the one (and only) indice such that (¢,7) €
[75(4); 75 (G +1)[. Then 75(r5 " (t,4)) = 75(j) < (t,1).

If 3s € S such that Bg(s) = (t,1), then 35 € Ps such that
7s(j) = (t,7). Considering previous result, the result is
clear.

Finally, let n € Pg, as 7g is increasing non strictly,
there can be equal batches. Let a and b be the largest
interval such that Vj € [a,b], 75(j) = 7s(n), by definition
n € [a,b].

IS|—

D 1 Lrg(m)rsman)(75(7))
n=-—1

b
D o0 gy rsman (75 (7))
b l[Ts(b)7Ts(b+1)[(TS(j))
b

75 (s(4))

The third line is true as [rs(n), 7s(n+1)[=
As b > n, hence the result.

() for n € [a, b].

A.2. Prop.3: Timestamp transmission for Is and R¥
In the positional domain, recall that

75 (t,9) —5(0)J

r

i) = |

Using the given description, v(t,i) =
Let se B ;& s€ S5 A

Tsoaony(t,i) <Bs(s)< 7s(B(v(t 1))
Tsoaoy(t,i) < Bs(s) < Ts(y(ti))
Tsoaoy(t,i) < Bg(s)< TS(Tgl(ta i)

The last inequality is equivalent to 7g o a0 y(¢,4) <
Bs(s) < (t,i). The implication is simple due to prop.1.
The reciprocal must be detailled. If Bg(s) < (¢,4). It
is easy to say that Vs € S, Bs(s) €lrs(r5'(t,4)), (t,1)],
because if it existed one, 75(75'(¢,7)) would be equal to
(t,i) which is absurd. Therefore Bg(s) < 7s(75 " (t,1)).



Therefore S{a, i, 1n|(t,i) = Fy,; =

Tsoaoy(t,i) < Bg(s) < (t,1)
rpos(s) < 75" (t,4) — aoy(t,q)

t,i

U, i(s,t) € S"ABsi(Uy,i(s,t)) = (t,1)

SscFNs & F(t,i)*

S se SN <Bs(s) < (t,i) Arpos(s) < [...]J2A

Ey
([...]s > Bs(s) V Bs(s) > (t,i)~ V Erpos (s) > [...]a)
(.=

As tsoaoy(t,i) < Bs(s)ATgoaoy((t,i)”) > Bg(s) is

impossible because 75 o a0~ increasing. As well rpos(s) <
Ey

75 (t,i) — oy (t, i) A tpos (s) > 751 ((¢,4)7) —aoy((t,4)7)
B
is also impossible becausze the number tuples with a higher
rank than s obviously increase from (¢,4)~ to (¢,4). Finally,
we have the result :
& s € Fy i ABs(s) > (t,4)~
Thus, Bs(s) = (¢,4).1

s €S,

A.8. Window description [oo] = [0, 14, 1n]
Considering the beginning of proof A.2. It is easy to
imply that,

s€EFE ;& s€SA(th,0) <Bg(s) < (1)

We must now prove that Ey; = S[0,7,1n](¢,4). As,
By (1,) — aly(t 1)) = 5 (1)

Let s € Ey ;. As Tgl(t,i) corresponds to the position
of the tuple that has the biggest physical identifier in E; ;
(due to the definition of 75")

rpos(s) = 75 ' (t,i) — pos(s)
Ey Ey

Thus 75" (,4) — pos(s) < 75 (t,i) which is true.
Finally, S[0,i, 1n](t,i) = {s € S, Bs(s) < (£,i)}
A.4. Window description [B] = [Tgl(TS(i)_) +1,4,1n)

The same proof as proof A.3 is applied here.

First, it is easy to see using prop.l that 75(y(t,4)) =
7s(75"(t,1)) < (t,i). By definition, 3s € S, Bg(s) =
7s(r5 ' (t,1)) = (¢',7'). Thus, 75" ((#,4')7) is the maxi-
mal position of all the tuples that have a batch identifier
strictly lower that (¢',4'). Thus «(y(¢,4)) corresponds to
the first tuple inside the batch (¢',i).H

A.5. Cor.2 Windows inversion
S = Is(Sla,i + k,1n])
R5(S[B])
Considering the proof A.2, we have:
U, i(s,t) € S"ABsi(Uy,i(s,t)) = (t,1)
& 5 € SABs(s) = (t,i)Arpos(s) < 75 (i) —aoy(t,i)
Considering that the Windo’vlv always contains the last
batch, the last part is always true. Hence the result:

Is(S[B]) = Is(S[])
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& seSNABs(s)=(t,1)

As W, ; conserves all the values (even the timestamp in
that case). We must now prove that the order is the same.
As W, ; conserves the ordering inside the relation and this
order is directly inherited from the input stream, the order
is therefore equivalent.

Thus S = Is(S[a, i + k, 1n]). Considering the descrip-
tion of [oo] and [B] that matches with the hypotheses.
S = Is(S[B]) = Is(S[x]). By extension the result on
RY(S[B]) is also correct.l

A.6. Prop.J Associativity projection, renaming - windows
Let us prove I, :S[a, 8, 7] = (I, +.S) [, B, r] in the po-
sitional case (the hardest).
Let s € 11, S|, B,7], thus 3s' € Sla, B8, 7] such that
§'[a,t] = s.
s €I, S|, B, 7]

=
=

s € Sla, B,r] As'[a,t] =s
Ey i

~, and therefore E; ;, depends directly on S. Although,

. “1(t,9)—B(0

as y(t,i) = {773 ( ZT) B(O)
(I1,,;: does not change any position), then + is not affected
by I, :. Therefore E,; is not affected, at least not more

that values deleted.
Hence, the result is:

J and the fact that 7¢ = 71, ,5

< sa,t] €y Ey i Arpos(s) < Boy(t, i) —aoy(t,i)

By

< SsE (Ha,ts)[aaﬁar]

The proof is very similar (but way more simple as 7g is
not present) for the temporal case. The proof for renaming
is the same.l

A.7. Prop.5 Associativity selection - temporal windows
Similar to proof A.6, in the temporal case. In this case,

o, does not influence the behaviour of a temporal windows.
s € o.S[a, B,7](t, 1)

& se S, B,r](t, i) Acls)

S seSANaly(ti) < Bs(s) < B(y(t, i) Ac(s)
& 5€0uS Nal(t, 1)) < Bs(s) < Bl (t, 1)

& s€0uS Aaly(ti)) < Bas(s) < B (1)
& se (0.9 B,r](t, 1)

It is possible here as «, 8, and v does not depend on
the input S.

In the positional case, we introduce 7¢ (inside v and
on the scope condition). As 7, ¢ # Tg, the result tends
to be false. Counter examples easily prove it to be wrong
due to this difference.l

A.8. Prop.6 Associativity selection - Cumulative window

Considering the description of [0o] and the proof A.3,
we have S[oo](t,47) = {s € S, Bs(s) < (t,4)}. The proof of
this property is now easy, using the same method as proof
as A.6 with a simplier inequality.ll

s € Eyi Arpos(s) < Bory(t,i) —aovy(ti)As'at]=s



A.9. Prop.7 Associativity Codd’s unary - Streamers
Let’s take the case of 0. and Ig.
Let R be a relation, and ¢ be a valid condition not ot.
For simplicity, we note, S = o.Is(R)
We have the following: W, ,(s,t)
BS(Wt7i(S’ t)) = (tv Z)

& Uyi(s,t) € Is(R) A Bs(Tpi(s, t)

S Ucls(R) A\

(t,0) A e(Pe (s, t))

< seREi)ANsE R((6,4)7) Ae(Uy (s, t)
< seR(E,i)ANs & R((t,4)7) Ae(s)

& s € (acR)(t,i) Ns & R((L,7)7)
s € (0cR)(t,9) N (s € R((t,4)7) A c(s))
& s € (0.R)(t,i) Ns € oR(t,1)

The equivalence between second and third line is true
because c is not on t. The result is now trivial.ll

A.10. Cor.3 Selection on stream as a composition

The proof of this property is a direct consequence of
the properties 2 and 7.

0cS = 0clg(S[x]) = Is(0.5]00])

The same approach can be made for Is and [B] as well

as R and [B].A

A.11. Cor.4 Associativity join - selection

Using prop.6 and prop.7 we can see:
o.(S xd 8"

o Is(IT(S[oo] ™
/\|t’ft|§d
X
/\|t’ft|§d
)

Alt'—t|<d
= [s(I*((0.S)[oc]
/\|t'i1t|§d

(per/5'[o0]))
(perj:5"[2]))
(per 15"[2]))

(pe /15" [00]))

Is(oeI1%(S[o0]

Is(IT%((ocS[oo

= (0.9) M2 &

Similary we have the same result for the join with the
relation.Hl

A.12. Prop.8 Associativity on product

Considering the product with the lexicographic order-
ing we will note. CIDRIXR2

Let Ry, R2, R3 be three relations with no attributes in
common.

We want to see if (R; X R2) X R3 = Ry X (Ra2 X R3).

The results on the classical relational algebra shows
that the content is equivalent. We now must prove that the
ordering is equivalent, hence, prove that the lexicographic
ordering is associative.

(a,(b,c)) < (d, (e, f))

Sa<dVa=dA(bc)<(ef)
Sa<dVa=dAn(b<eVb=eAc<f)
Sa<dV(a=dAb<e)V(ia=dAb=eAc<f)
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((a,0),¢) < ((de), f)
< (a,b) < (d,e) V (a,b) = (d,e) Ae < f
< (a,b) < (dye)V(a=dAb=eNc<f)

sa<dV(a=dAb<e)V(a=dAb=eAc<f)

Therefore the lexicographic ordering is associative.
Thus, the ordering on the left side is equivalent to the one
on the right side of the equivalence, hence the result.ll

A.13. Cor.5 Associativity on band-join

We want to see if (S1 X Sy) X® S3 =
S3).

Firstly, we can see that I5(IT S [oc0] X
Py j¢S2[00])[00] is quite similar to II™S1[oo] X py /4 Sa[oc]
apart from the timestamp (which can be proven to be
equal to max(si(t),s2(t))) as this last relation is insert-
only. This result is very similar to proof A.5 with times-
tamp transmission.

Now we can detail the results: (S; X S3) X™ S3

Sy X% (G W%

(I L5 (1T S1 [00] M pyr/4.S2[00])[00] M i /4S3)
(TP(T17 S [o0] X pyr /1.5 [00]) M pr ¢ DX S3)
(gt )\ g2y (S1[00] X pye i Sa[0]) M pyr jy M S3)
(Mgt (. )\ g2y S1[00] X pye 1 Sa00] M pyr sy M S3)

NN

Therefore, as the relational cartesian product, hence
the join, is associative, the last line stands. The band-join
is now associative for d = oc.

We can also see why it is impossible to have an associa-
tive general band join as the timestamp transmission is not
directly effective. We would have a condition on the right
side like |max(t,t') — | < d which is hardly associative.

The proof is very similar (and easier) as Sy M Sy =
Is(S1[o0] My Saoc]), therefore we do not need the IT and
p.

B. Transposability

We have presented in section 6 an introduction to the
transposability, i.e. the concept of comparing two queries
(streams or relation) that started at different timestamp.
We detail here a bit further our reflection.

As a recall, we consider a naturally transposable stream
S naturally transposable from tg to t1 if : (04>, S, to)
(S, to). Before going any further, we are conscious of many
subtle formal problems that exists while manipulating such
concepts particulary when stating an equivalence between
two queries over time. We have detailed this part a lot
more on the Astral’s wiki [34] by detailing exactly the
equivalence as well as some phenomena that can be ob-
served in the beginning of a query. But we here expose
only the global results that we have, particularly on the
window operator.



B.1. The general theorem of window transposability

By reusing the notation given in the subsection 6.3.
We have the following theorem:

Property 10 (General theorem of window sequence trans-
posability). Let S be a stream, transposable from ty to t;.
i.e. (0t>t15 to) (S to)

If K e N and if Vi € N,

o/ (1) = max(By,,a(i + K) — D)
gli) =B+ K)-D

Then, the following equivalence states:
(Ut2t1s[aﬂ ﬂa 7’], tO) = (S[alv ﬂlv T]'tl)

In order to prove this theorem, we need a lemma on
the transposability of the 7¢ function.

Property 11 (Transposability of 7). Let S be a stream
naturally transposable from ty to t.

Let D be a constant equals to the number of tuples that
were inside the stream before (t1,0), which is equals to
it (£2,0)7) + 1.

Then, the following equalities states:

Vn € N,
Vi, i €T x N > (tl,O),

(s, to)(n + D)
(s, to)(t 1)—D

j(ls,m(?”{) =
T(S,tl)(t’ i) =

Considering that S is naturally transposable, (S,t1) =
(04>t 5, t0). Then, it is fairly simple to imply, 7,,., s(n) =
Ts(n + D) as D is the number of tuples that were inside
the stream at t;. The property on the Ts_l is a bit more
complicated:

Y1) = 2= M s () s,y (D[ (£ 1)
—+oo

= Z nl[T(s,tU)("+D)7T(s,t0)(n+1+D)[(t’i)
n=-—1
+oo

= Z (n— D)l['F(s,tU)(n)vﬁs,to)(nJrl)[(ta i)

1 .
0 (tvl) -D
D

—1
T(Svtl

As we take (t,i) > (t1,0), and 7(g4,)(D — 1) < (£1,0), the
last sum is always null. Hence the property. B

Now we can prove the general theorem of window se-
quence transposability.

As a beginning, it is trivial to see that we must have
the same rate for update frequency reasons.

Let v and ' be the delaying function implied by the
given descriptions.

e In the temporal case
Let (¢,4) such that ~'(¢,4) > 0,
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The condition over the stream on the window
sequence operator on the first query will be:
(a(v(t,4)),0) < Bs(s) < (B(v(t,4)),4)

As the input stream is naturally transposable,
we have (04>, 5,t0) = (S,t1), therefore we re-
strict the precedent condition with ¢ > ¢
(max(a(v(t,i)),tl),O) < BS(S) < (ﬂ('y(t’i))’i)

We want that the condition implied by [o/, §', r] ver-
ify this same condition. We can firstly see that,

v (i) = |
— | t=B0)+8(0)-8(0)
_ t—B0) K
= ~(ti)— K as K e N

We now have in the second query, the following con-
ditions:
(@'(v'(t,4)),0) < Bs(s) < (
(@' (y(t, i) — K),0) < Bs(s) <

Considering the conditions on « and (3, the condi-
tions over the first stream and the second are exactly
equivalent. We do have proven the equality for any
batch on the stabilisation period.

In the positional case

This case is far more complex to prove. As in the
temporal case, we want to verify that the condition
are equivalent.

Let j € N, such that j > K,

o/ (j) = max(0,a(j+ K)— D)
')+ D = max(D,a(j + K))
o(j—K)+D = max(D,a()))
T(s,t0) (@ (F — K) + D) = max(7(s,1,)(D), 7(5,t0)((5)))

The last statement is true because 7 is growing non-
strictly due to the coherency between position and
timestamp hypothesis.

Thanks to the property 11 on the transposability of
T, we have,

(s (& (7 = K)) = max((t1,0), 7(s.t0) (@(4)))

Now we try to verify the same condition over 7’ that
we have in the temporal case.

T(s,tl)(t)—ﬂ/(O)J

v (t,7) -
[ 7(5.10) ()= D—B'(0)

_T(S,to)(t)7D75(0)+ﬂ(0)7ﬂ,(0)J

| [rew0s0 g
| 7(s,t0) (1) —B(0) _K

T

= ’;/(tﬂi) - K

as K ¢ N




We can now conclude by
saying that: Vt,i > +'(t,1) > 0,7(g,)(a/ (7' (t,4)) =
max(7(s 1) ((v(£,4))), (t1,0))

The demonstration is exactly the same for 5'.H

B.2. Prop.9 Linear Window Transposing

Considering the prop.10 we try to respect the different
conditions :

e As K = 5/(0)7f(0)+D = d/’erD, the first condition
is natural.

e Asf'(i) = B(i+K)-D & di+d =ci+cK+d—D.
This condition is true if and only if ¢ = ¢. Therefore
we have, cK =d —d+ D, if K # 0, then ¢ = r (else
no condition is necessary).

e As o/(i) = max(By,,a(i + K) — D) < max(a'i +
b, By,) = max(By,, max(By,,ai + aK +b— D)) =
max(By,,ai + aK + b — D). Considering a # 0, and
¢ enough big to go beyond Bi,, we can imply that
a = d (this last equality is also trivially true for
a = 0). We also directly imply that o’ = a K +b— D.
In the case of a = 0, no further simplification can be
made.

B.3. Cor.6 Linear Natural Transposing

The demonstration uses directly the results from the
linear case.

We have d+ By, —d— By, +D € rN& By, — By, +D €
rN. In the temporal case, t; —ty € rN and in the positional
case T(_S}to)(tl) € rN (considering directly the definition of
B and D).

We do have a K # 0 as t; # to by definition (or the
same in the positional case which is not interesting). Then
c=r.

Let’s consider a # 0, then By, = B;y +aK — D &
aK = By, — By, + D =rK. Therefore, a = r.

Let’s consider a = 0, then max(By,b + By ) =
max (B, ,b+ By, — D).

o If b < 0, then b + Bt1 = maX(Btl,b+Bt0 — D) <~
b = max(0,b — rK), then b = 0 which is absurd.

o If b > 0, then By, = max(B;,,b+ By, — D) & 0 =
max(0,b — rK) which is true for any b > 0
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