
Spline Spaces over Quadrangle Meshes with Complex Topologies

Meng Wu(a) , Bernard Mourrain(a) , André Galligo(b) , Boniface Nkonga(b)
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Abstract

We present a new type of spline functions defined over a quadrangular mesh equipped with an equiv-
alence relation, in such a way that physical spaces with a complex topology can be represented as
an homomorphic image of such meshes. We provide general definitions, a dimension formula for a
subclass of these spline spaces, an explicit construction of their bases and also a process for local
refinement. These developments, motivated by plane curvilinear mesh constructions are illustrated on
several parametrization problems. Our main target in these constructions is to approximate isobaric
lines of magnetic fields encountered in MHD simulation for Tokamaks. Their particularity is that one
of the isobaric curve has a node singularity.

Keywords: Spline, Complex topology meshes, Dimension and basis, MHD simulation, Isoparametric
elements

1. Introduction

Finite element method (for short, FEM) is a powerful tool that is often used to derive accurate
and robust scheme for the approximation of the solution of partial differential equations (PDE). We
are concern by Magneto Hydrodynamic (MHD) equations applied to edge plasma of fusion devices
as Tokamaks. In this context of strongly magnetized plasma, finite element formulation has to face
some difficulties such as the divergence free constraint and the high anisotropy of transport processes.
For applications to Tokamaks, the divergence free constraint is enforced by the introduction of the
potential vector: the magnetic field becomes the rotational of this vector. For resistive Magneto
Hydrodynamic modeling, this leads to system of partial differential equations of order greater than
two. Then the weak formulations requires tests functions that are continuously differentiable (C1)
but, because of the lack of smoothness (gradients are discontinuous), classical Lagrange finite elements
cannot be directly applied.

On the other hand, higher anisotropies suggest the use of meshes aligned with the principal di-
rections of transport processes [2]. These directions are prescribed by the magnetic flux surfaces and
in this first approach we assume that we are close to a given equilibrium so that alignment can be
achieved at the initial step. Unfortunately, for high confinement tokamaks, there is a saddle point
and the associated magnetic flux is singular. In this context, quadrilateral (2D) and hexahedral (3D)
meshes are most convenient for alignment and leads to reduction of the approximation error. The
construction of high-quality block structured meshes is a challenging issue when considering complex
geometries, even if isoparimetric elements [1] can locally help to fit on physically curved boundaries.
Although tensor product B-splines are often used as shape functions [11], in the applications we target,
the regularity requirements are not satisfied by mere tensor product meshes. Hierarchical B-splines
[6],[12],[9], T-splines [16], [17], splines over T-meshes [3], [4] and LR-splines [5] satisfies the regularity
requirement but are often associated to simpler topological structure than the one needed for our
target applications.

The main objective of this paper is to propose a strategy for isoparametric construction of aligned
meshes that fit with physical boundaries with shape functions that are continuously differentiable, even
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at the saddle points. For this purpose, we describe a new type of splines, with arbitrary topology,
which is defined in terms of cells and transition maps between these cells. A similar problem has been
addressed in [10] but with more constrained transition maps, which are compatible on overlapping
domains with non-empty intersection interior. Another interesting approach has been proposed in
[13], [14] for the construction of C1 spline surfaces of bi-degree 2 or 3 with arbitrary topology. Other
types of splines on domains with arbitrary topology and G1 continuity can also be found for instance
in [15]. These works focused on the construction of spline surfaces of small degree, but did not fully
analyzed the space of spline functions associated to the prescribed topology.

The paper is organized as follows: Section 2 presents the definition of our meshes in the parametric
plane and their homomorphic images in the physical space, these images make their topologies visually
explicit. Transition maps are defined and a family of frames F is attached to a parametric mesh M .
A coherent local refinement process is also described. Several examples illustrate these definitions.
Section 3 introduces the spline space of degree d and regularity r over a parametric mesh M ; the
dependency on the frames attached to the cells is discussed. Then, we introduce the “basic” problems,
which are computing the dimension of spline spaces, and constructing bases for these spline spaces.
We also consider hierarchical set of spline spaces corresponding to hierarchical refined meshes. Section
4 concentrates on the solution of the previous basic problems for spline spaces of bi-degree (3, 3) and
regularity r = 1, in other words C1 global functions over the parametric mesh. We focus on cases
where only a special subgroup of transition maps is allowed, such as the one generated by affine
transformations. We provide formulas for the dimensions and describe what we call Hermite bases.
Then these descriptions are extended to hierarchical refined meshes. Section 5 provides examples of
generation of parameterizations via the previously defined spline spaces, this will serve to construct
isoparametric elements. Numerical experiments are reported. The last section proposes directions for
future works.

2. Meshes in the parametric plane

In this section, we introduce our concept of Parametric mesh, which generalizes the notion of mesh
in the parametric space, considered e.g. in [3] or [5]. Its definition includes an equivalence relation,
this allows to address more general topologies. It is well suited for the class of applications we consider
in section 5, where we need to deal with extraordinary points of “patches” of bivariate splines jointed
with C1 regularity.

2.1. Parametric Meshes

Notation 2.1. The metric plane R
2 equipped with coordinates (s, t), will be called the (s, t)−plane.

A cell is an affine image of a rectangle of R2. We will use the letter C with indices to denote cells.
The boundary of a cell is decomposed into a finite set of segments (at least 4 but maybe more), called
the edges of the cell. We will use the letter e with indices to denote edges. The end points of these
edges are called the vertices of the cell. We will use the letters v or w with indices to denote vertices.

We will consider an equivalence relation on the vertices (resp. edges) of an union of cells. Before
giving a formal definition of our concept, let us illustrate it with a simple example.

Example 2.1 (Parametric mesh for a star shape). Figure 1, shows a parametric mesh M , its
equivalent vertices have been marked with the same vertex labels and the edges between equivalent
vertices are equivalent.

The topological structure associated with M is the same as the topology of a “usual” mesh shown
in Figure 1.

Definition 2.1 (Parametric Mesh). A parametric mesh M is given by a collection of cells, (let
us denote them by C1, C2, · · · , CN ), a subset PF of I = {{i, j} : i, j ∈ {1, 2, · · · , N} and i 6= j}, a
collection of transition maps indexed by PF , and an equivalence relation “ ∼ ” on the edges and on
the vertices of the cells; satisfying the following properties.
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Figure 1: A parametric mesh M with 5 cells and the star shape image of M

1. For each pair (i, j) ∈ PF there exist a pair of transition maps:

• φi,j : Ci → R
2,

• φj,i : Cj → R
2

and a pair of edges ei,j of Ci and ej,i of Cj such that:

• φi,j(Ci) ∩ Cj = ej,i,

• φj,i(Cj) ∩ Ci = ei,j,

• φi,j |ei,j : ei,j −→ ej,i, φj,i|ej,i : ej,i −→ ei,j are diffeomorphims and (φi,j |ei,j )
−1 = φj,i|ej,i .

Then, ei,j ∼ ej,i.

Moreover, for any two vertices v of ei,j and w of ej,i, if φi,j(v) = w then v ∼ w.

2. For any edge e of Ci (i = 1, 2, · · · , n), the number of edges which are equivalent to e by “ ∼ ” is
no more than 2.

Definition 2.2 (Interior vs Boundary, degree). The equivalence class of edges and vertices of
Ci are called M edges and vertices. If an edge equivalence class has two elements, then it is called an
interior edge of M ; otherwise it is called a boundary edge of M . If a vertex is on a boundary edge,
then it is called boundary vertex; otherwise, it is called an interior vertex of M . The degree deg(v) of
an equivalence class of vertices v is the number of distinct equivalence classes of edges e containing v.

Example 2.2. In Example 2.1, notice that e.g. v6v7 is a boundary edge, while v1v2 and v1v6 are
interior edges (since they are shared by two cells). We have deg(v1) = 5, deg(v2) = 3 and deg(v3) = 2.
Notice that in this example, the transition maps (that one naturally constructs) are not affine. Then,
one can construct a homeomorphic map from the parametric space onto the the indicated discretization
of the star shaped object.

Example 2.3 (A T-mesh). A general planar T-mesh, as defined in [3], can be represented by a
parametric mesh.
Figure 2 illustrates this fact and represent the same object. In the left side of Figure 2 all the transition
maps are rigid transformations while in the right side of Figure 2 all the transition maps are identity
maps.

Definition 2.3. Here, we present the definitions of hanging vertex, basis vertex and composite edge.

• A interior vertex v of M is called a hanging vertex, if there is a cell C such that v is on the
boundary of C and it is not a corner point of C.

• A vertex of M which is not a hanging vertex, is called a basis vertex.
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Figure 2: A T-mesh and the parametric mesh

• A composite edge of M is a longest possible line segment which consists of several interior edges
and each non-end vertex of this line segment is a hanging vertex of M .

Example 2.4. In Figures 2, the vertices v5,v7,v6 and v8 are hanging vertices, v5v7 is an interior
edge, v5v11 is a composite edge.

Remark 2.2 (Restrictions).

• A parametric mesh can also describe a non-orientable surface, such as the Moebius strip. How-
ever in the sequel of this article, we will restrict ourselves to the case where M is orientable:
any edge (resp. vertex) of a cell is not equivalent to a different edge (resp. vertex) of the same
cell.

• In this paper, we will also only consider parametric meshes with transition maps that are affine
transformations.

2.2. Frames, adjacent cells and additional restrictions

Let M be a parametric mesh and denote by C1, C2, · · · , CN its cells. For each cell Ci, i = 1 . . .N ,
we define a local frame by two unit vectors Fi := (si, ti) parallel to each of the two directions of the
edges of Ci (and which agrees with the metric of the (s, t)–plane). This is illustrated in Figure 3.

ti

si
b

b b

bb

Ci

Figure 3: A local frame of Ci

Recall that any cell Ci, i = 1 · · ·N , is the image of a rectangular domain [ai, bi] × [ci, di] ⊂ R
2,

ai, bi, ci, di ∈ R, by an affine bijective transformation.
For convenience, from now on, we will identify Ci with such a rectangular domain aligned with

the axes of the (s, t)-plane R
2 and the frame associated with Ci will be the canonical frame centered

at (ai, ci) of directions (1, 0), (0, 1). The coordinates in this frame will be denoted (si, ti).

Now, consider two adjacent cells C1 and C2 of M , (i.e. which share a common edge). Since the
transition maps were assumed affine, they can be moved together by a transition map, such that at
the new position of the cells, M becomes a parameter mesh with identity transition map between
these two cells.
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Figure 4: Transition maps

This is illustrated in Figure 4.
So, in the sequel, for analysing splines over two specific adjacent cells, we will suppose that they

share the same edge geometrically and that the transition maps between them are identity maps.
With all these convenient restrictions of our initial concept, a representation of a parametric mesh

(that we will use in section 5) is shown in the following picture, where the colors indicate the equivalent
vertices.

A basis associated with the red vertex
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The Parametric Mesh

Figure 5: A parametric mesh and a basis associated with the red vertex.

2.3. Local Refinement

In adaptive finite element analysis, refinement is an important construction. Traditionally, one
distinguish two kinds of refinements: h-refinement and p-refinement. The first one, also called h-
adaptivity, amounts to splitting elements in space while keeping their polynomial degree fixed, whereas
the p-adaptivity amounts to increase polynomial degrees.

Hereafter, a simple scheme of local h-refinement of M is presented. The refinement does not
change the topology.

Definition 2.4 (Local Refinement Rule). Let M be a parametric mesh. A refined parametric
mesh M ′ is obtained by splitting some of the cells of M along lines parallel to one of the edges of
these cells. The transition maps of M ′ are defined as follows.

• Given two cells Ci and Cj of M with an adjacent edge ei,j ∼ ej,i which is split, for any cells
C′

i′ ⊂ Ci, C
′

j′ ⊂ Cj of M ′ with a common sub-edge of ei,j ∼ ej,i, the transition map between C′

i′

and C′

j′ is the restriction respectively to C′

i′ and C′

j′ of the transition maps φi,j : Ci −→ R
2 and

φj,i : Cj −→ R
2.
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• For a cell C of M split into sub-cells C′

1, C
′

2 of M ′ along an edge e′, the transition map across
e′ is the identity.

This refinement construction can be iterated. Notice that the refinements create additional hanging
vertices.

Definition 2.5 (Hierarchical parametric mesh). A hierarchical parametric mesh Mh is a mesh
obtained by iterated refinement of an initial parametric mesh M , we will also assume that the initial
mesh has no hanging vertex.

If the initial mesh M is just a cell, Mh is a hierarchical T-subdivision as describe in [7].

3. Splines over a parametric mesh

In this section, we define the spline space associated with a parametric mesh.

3.1. Definition

Definition 3.1 (Spline over M ). A spline f of degree d and regularity r over M is given by a
collection of polynomials fi satisfying:
1. fi(si, ti) := f |Ci

∈ Rd,d[si, ti], i = 1 . . .N ;
2. If vi,j ∼ vj,i is a (class) of vertex common to the cells Ci and Cj of M , then

fi(vi,j) = fj(vj,i).

3. If ei,j ∼ ej,i is a (class) of edge common to the cells Ci and Cj of M , then fi(si, ti) and fj(sj , tj)
are ”Cr across the edge“ (we will also say that they have a Cr fit).

More precisely, let φi,j , φj,i be the transition maps between Ci and Cj, such that φi,j(ei,j) = ej,i;
denote by ni,j and nj,i be unit vectors of the metric (s, t)−plane, perpendicular respectively to ei,j and
ej,i. Then, we must have

Dk
ni,j

(fj ◦ φ
−1
j,i )|ei,j = Dk

ni,j
fi|ei,j (1)

Dk
nj,i

(fi ◦ φ
−1
i,j )|ej,i = Dk

nj,i
fj|ej,i (2)

for k = 0, 1, 2, · · · , r.

Notation 3.1. We denote by S(d, r;M ) the set of splines defined in Definition 3.1. We call it a
spline space over M .

We have:

• By linearity of directional derivatives, S(d, r;M ) is a vector space;

• It is finite dimensional;

• 1 ∈ S(d, r;M ).

Remark 3.2. Note that since we assumed that the transition maps are affine transformations, con-
ditions (1) and (2) are equivalent.
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3.2. Spline space and local frames

Let us discuss the dependency of the spline space M on the choice of reference frames Fi for the
cells Ci.

Considering another local frame F ′

i , there exists a set of orthogonal transformations O = {Oi}
such that:

Fi = OiF
′

i , i = 1 . . .N.

By the action of Oi, any polynomial in the coordinates of Fi becomes a polynomial in the coordinates
of F ′

i with the same degree. Moreover, the other two items in Definition 3.1, evaluation at a vertex
and regularity, are conserved when expressed in the other frame. This proves the following theorem.

Theorem 3.3 (F Independency). Let F and F ′ be two local frames of M . Then, for each cell Ci,
i = 1 . . .N , of M , there exists an orthogonal transformation Oi sending F ′

i to Fi, i. e., Fi = OiF
′

i .
If f ∈ S(d, r; 〈M ,F 〉), then

f ◦O ∈ S(d, r; 〈M ,F ′〉),

where O|Fi
= Oi, f ◦O|Ci

= f(Oi(s
′

i, t
′

i)).

Thus, up to a set of orthogonal transformations, splines over M are independent on the choice of
F .

3.3. Local refinement and spline spaces

Let M ′ be a parametric mesh obtained by refining some cells of M . Then, a spline function in
S(d, r;M ) over M is by restriction a spline function over the refined mesh M ′.

Thus, we have the following inclusion:

S(d, r;M ) ⊆ S(d, r;M ′).

In particular, we still have
1 ∈ S(3, 1;M ′).

4. Bicubic splines over a parametric mesh

Hermite data play a crucial role for constructing bicubic splines.

4.1. Hermite data

We first illustrate the Hermite data construction on a single square. Let Q be the square in the
parametric (s, t)-plane with vertices v1 := [0, 0], v2 := [0, 1], v3 := [1, 0],v4 := [1, 1]. The vector space
E of polynomials of bidegree (3, 3) on Q has dimension 16 and a basis of E is formed by the two by
two products of Bernstein polynomials B3

i (s) and B3
j (t) for 0 ≤ i, j ≤ 3.

We set:

Hvℓ
(s,t)(f) = (f(vℓ),

∂f

∂s
(vℓ),

∂f

∂t
(vℓ),

∂2f

∂s∂t
(vℓ))

for 1 ≤ ℓ ≤ 4.
The 4 Hermite data Hvℓ

(si,ti)
(f) at each of the 4 vertices, form 16 real numbers naturally associated

with an element f of E.

Lemma 4.1. The linear map E −→ R
16 defined by the Hermite data at the 4 vertices of Q is an

isomorphism.
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Proof. It suffices to check the non vanishing of the determinant of the corresponding matrix on the
basis B3

i (s)B
3
j (t), 0 ≤ i, j ≤ 3. �

Notice that Hvℓ(f) depends only on the four Bernstein coefficients that are near vℓ as in the B-net
method described in [3].

Let M be a parametric mesh with cells C1, . . . , CN . We extend the definition of Hermite data to
the spline space S(3, 1;M ) and via the following map:

H : S(3, 1;M ) → R
4N (3)

f 7→ (H
vi
ℓ

(si,ti)
(fi))i=1,...,N,ℓ=1,...,4

where viℓ, ℓ = 1, . . . , 4 are the 4 vertices of the cell Ci and H
vi
ℓ

(si,ti)
(fi) is the Hermite data of f at viℓ.

Lemma 4.2. The Hermite data map H defined in (3) is an injective linear map from S(3, 1;M ) to
R

4N .

Proof. By construction, the map H is linear. To prove that it is injective, we notice that if all
Hermite data of a polynomial fi at the vertices of a cell Ci are zero, then by Lemma 4.1, fi ≡ 0. Thus
if f ∈ S(3, 1;M ) is such that H (f) = 0 then f = 0. �

Example. Consider the mesh M formed by two adjacent squares Q1 := Q and Q2 symmetric of Q
with respect of the t axis. The vertices of Q1 are v1, v2, v3, v4, those of Q2 are v1 := [0, 0], v2 := [0, 1],
v5 := [−1, 0],v6 := [−1, 1].
Then, the corresponding space of splines E := S(3, 1;M ) corresponds to the space of pairs of bicubic
polynomials (f1, f2) defined on each square such that t2 divides f1 − f2. Hence, it has dimension
16+8 = 24. Moreover, the linear map defined by the Hermite data at the 6 vertices v1, v2, v3, v4, v5, v6,
is an isomorphism.

So, one can “envision” a combinatorial pattern which suggests a dimension formula for S(3, 1;M ).
We now analyze different constraints applicable on the Hermite data at a vertex of M .

4.1.1. Hermite data across a common edge

In this subsection, we describe a C1 regularity condition across an edge in terms of Hermite data.

Lemma 4.3. Let C1, C2 be two cells with the common edge e1,2 = v1v2. Assume that they share the
same local frame (s, t) and the same parameters (s, t). Then f1(s, t) and f2(s, t) are C1 across e1,2,
if and only if their Hermite data at v1 and v2 coincide:

Hvℓ
(s,t)(f1) = Hvℓ

(s,t)(f2), l = 1, 2.

Proof. Suppose that the edge e1,2 is along the t-direction (the other case can be treated symmetri-
cally). Since f1(s, t) and f2(s, t) are polynomials of bi-degree (3, 3), if their Hermite data coincide at
v1 and v2, then we have f1(s, t) = f2(s, t) and ∂sf1(s, t) = ∂sf2(s, t) along the edge v1v2 = e1,2. In
other words,the function defined by (f1, f2) is C

1 across the edge e1,2
Conversely, if (f1, f2) is C

1 across the edge e1,2, then their Hermite data at v1 and v2 must coincide.
�

Assume now that C1 and C2 have different frames, denoted by F1 = (s1, t1)
T and F2 = (s2, t2)

T .
There must exist an orthogonal transformation O2,1, more precisely a rotation of angle kπ/2 (k ∈ Z),
such that

F2 =O2,1F1. (4)

The following lemma describes the relations between Hvℓ
(s1,t1)

(f1) and Hvℓ
(s2,t2)

(f2).
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Lemma 4.4. f1(s1, t1) and f2(s2, t2) have a C1 fit if and only if

Hvℓ
(s2,t2)

(f1)
T = AHvℓ

(s1,t1)
(f2)

T , (5)

where

A =



1 0 0
0 O2,1 0
0 0 O11O22 +O12O21


 (6)

and

O2,1 =

(
O11 O12

O21 O22

)
.

Proof. By Lemma 4.3, after applying the transition map, we have Hvℓ
(s1,t1)

(f1)
T = Hvℓ

(s1,t1)
(f2)

T .

Thus, we just considered the Hermite data at vℓ of f2 using different frames F1,F2. Based on the
fact that O2,1 is an orthogonal rotation of angle kπ/2, we explicitly computed the matrix A and obtain
the formula (6). �

Remark 4.5. Since O1,2 is a rotation of angle kπ/2, we do have O11O22 +O12O21 = (−1)k; conse-
quently rank(A) = 4.

This shows that the Hermite data at vℓ on C2 is uniquely determined by the Hermite data at vℓ on
C1, via the linear invertible transformation A. In this case we will say that the Hermite data at vℓ on
C1 and C2 are compatible.

4.1.2. Hermite data at a basis vertex of degree n

Let M be a parametric mesh, let v be a basis vertex, and n be the degree of v, this means that
there are n cells C1, . . . , Cn with v as one of their vertices. These cells form the v’s 1-neighborhood.
Let us consider the behavior of f ∈ S(3, 1;M ) at v.

We can assume that we already sorted the 1-neighborhood of v such that two successive cells share
a common edge of M .

Given a local frame F1 = (s1, t1)
T of C1, the local frame Fk of Ck is defined as

Fk = Ok,1F1, (7)

where,

Ok,1 =

(
cos(−π(k − 1)/2) − sin(−π(k − 1)/2)
sin(−π(k − 1)/2) cos(−π(k − 1)/2)

)

According to C1 continuity, the Hermite data of v of Cik is obtained by Equations (4) and (5),
i.e.,

Hv
(sk,tk)

(f)T = AkH
v
(s1,t1)

(f)T , (8)

where Ak is determined byOk,1 similarly to Equation (5). Since v is a basis vertex it can be a boundary
vertex as well as an interior (not hanging) vertex. If v is a boundary vertex of M , the Hermite data
of Hv

(sk,tk)
(f) (k > 1) are well determined when Hv

(s1,t1)
(f) is given because rank(Ak) = 4.

If v is an interior vertex of M , C1 and Cn must stick together, i.e. share the same edge going
clockwise. This gives rise to linear constraints that we now describe.

Proposition 4.6. With the previous notations, v is an interior vertex and n is its degree, we have:
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1. When n mod 4 = 1, the Hermite data should satisfy:

Hv
(s1,t1)

(f)T = A3H
v
(s1,t1)

(f)T ,

i.e.




0 0 0 0
0 1 1 0
0 −1 1 0
0 0 0 2


Hv

(s1,t1)
(f)T = 0

Then,
∂f(v)

∂s1
= 0,

∂f(v)

∂t1
= 0,

∂2f(v)

∂s1∂t1
= 0;

2. When n mod 4 = 2, the Hermite data should satisfy:

Hv
(s1,t1)

(f)T = A2H
v
(s1,t1)

(f)T ,

i.e.




0 0 0 0
0 2 0 0
0 0 2 0
0 0 0 0


Hv

(s1,t1)
(f)T = 0

Then,
∂f(v)

∂s1
= 0,

∂f(v)

∂t1
= 0;

3. When n mod 4 = 3, the Hermite data should satisfy:

Hv
(s1,t1)

(f)T = A1H
v
(s1,t1)

(f)T ,

i.e.




0 0 0 0
0 1 −1 0
0 1 1 0
0 0 0 2


Hv

(s1,t1)
(f)T = 0

Then,
∂f(v)

∂s1
= 0,

∂f(v)

∂t1
= 0,

∂2f(v)

∂s1∂t1
= 0.

Proof. We just expressed the C1 fit along each edge shared by adjacent cells. �

4.1.3. Hermite data at a hanging vertex

We recall that, by Definition 2.3, a hanging vertex v is a non end point of a composite edge, it
belongs to the interior of a segment joining two corner points of a cell.

Lemma 4.7. Let v0, v1, . . . , vℓ be all vertices on a composite edge of M and f ∈ S(3, 1;M ). Then
the Hermite data Hvi(f) depends linearly on Hv0(f) and Hvℓ(f), for i = 1, 2, . . . , ℓ− 1.
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Proof. The key points are first that the univariate polynomials of degree 3 are uniquely determined
by their Hermite data at two points ; and second that the extremity points are basis vertices already
considered in Lemma 4.3 and 4.4. The Hermite data on the different cells at the point vi can be
obtained one from the other by invertible linear transformations. By induction on the number of
cells bording the composite edge, we thus prove that Hvi depends linearly on the Hermite data of the
points v0 and vl of the composite edge. �

Any hanging vertex v lies on a unique composite edge, called the composite edge of v. For a spline
f ∈ S(3, 1;M ), the Hermite data of f at a hanging vertex vh is determined by the Hermite data
of the end points v11, v12 of its composite edge. Moreover, if the end points are basis vertices, this
data is totally determined. Otherwise, if e.g. v11 is a hanging vertex then the Hermite data of v11 is
determined by the Hermite data of the end points of v11 composite edge. Thus, the Hermite data at
vh is determined by a graph of Hermite data (illustrated in Figure 6). Basis vertices are leaves of this
graph.

H
vh

(s,t)

H
v12

(s,t)

H
v11

(s,t)

H
v22

(s,t)

H
v21

(s,t)

H
v32

(s,t)

H
v31

(s,t)

· · ·

1

vh

v11

v12

v22
v21

v32

v31

b

b

bb b

b

b

Figure 6: A portion of a graph of Hermite data

Note that for a general parametric mesh, the graph of Hermite data can be complicated (i.e with
loops), such as the one corresponding to Figure 2. Fortunately, this is not the case for a hierarchical
parametric mesh.

Lemma 4.8. The graph of Hermite data of a hierarchical parametric mesh M is a binary tree.

Proof. By definition, a hierarchical parametric mesh is generated by refining an initial parametric
mesh without hanging vertices and the refinement satisfies Definition 2.4.

We know that the initial parametric mesh has no hanging vertex. We just need to prove the
induction step: M 2 is a hierarchical parametric mesh obtained by splitting a cell of M 1.

By Definition 2.4, there are at most 2 new hanging vertices and an end point of the splitting edge
can become a basis vertex. An hanging vertex v of M 2 must be the end point of the new splitting
edge.

The new splitting edge modifies only one composite edge of M 2 and is not the end point of any
composite edge of M 1. So, in the graph of Hermite data of M 2, this new hanging vertex points to
some vertices in M 1. The subgraph at a hanging vertex of M 1, which becomes a basis vertex of M 2,
is pruned. By induction hypothesis, the Hermite data graph of M 1 is a binary tree, therefore this is
also true for the graph of Hermite data of M 2. �

Let M be a hierarchical mesh. The results of subsections 4.1.1, 4.1.2, 4.1.3 imply the following
proposition.

Proposition 4.9. The map H defined in (3) can be reduced to:

H̃ :S(3, 1;M ) → R
4N1+2N2+N3 ,

f 7→ ⊕v∈V H̃
v(f)

where V is the set of basis vertices of M and

• H̃v(f) = Hv(f) if v is a boundary vertex or deg(v) mod 4 = 0,
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• H̃v(f) = [f(v), ∂2f(v)
∂s∂t ] if deg(v) mod 4 = 2,

• H̃v(f) = [f(v)] if deg(v) mod 2 = 1.

Here N1 is the number of boundary vertices and interior basis vertices with deg(v) mod 4 = 0, N2

is the number of interior basis vertices with deg(v) mod 4 = 2, N3 is the number of interior basis

vertices with deg(v) mod 2 = 1. H̃ is injective.

Indeed, based on Lemmas 4.7 and 4.8, if all Hermite data at the basis vertices vanish, then
Hv(f) = 0 for any vertex v of M . Thus, for any cell of M , the Hermite data of f at any vertex of

this cell is zero, i.e., f ≡ 0. In other words, H̃ is injective.
In the next section, we will construct splines that we call associated with a basis vertex of a

hierarchical parametric mesh M and prove that H̃ is surjective.

4.2. Dimension formulas, Hermite Bases and Spline Spaces Property

In this subsection, M is a hierarchical parametric mesh, obtained by a sequence of refinements:

M
0 −→ · · ·M k −→ · · · −→ M

l = M .

As we have seen (Lemma 4.2), a spline function f over M is uniquely determined by its Hermite

data H̃ (f). The following lemma shows that the image of the linear map H̃ is the vector space of
Hermite data which are compatible across each edge of M .

Lemma 4.10. If the Hermite data of the vertices of the cells C1, . . . , CN are compatible, there exists
a unique element f ∈ S(3, 1;M ) with this Hermite data.

Proof. Let us consider two vertices v1, v2 of a common edge between two cells Ci1 , Ci2 of M . We
can assume that the transition map is the identity map. Let f1 (resp. f2) be the unique function
constructed from the Hermite data at the vertices on C1 (resp. C2). By Lemma 4.3, f1 and f2 are C1

across the common edge (v1, v2). This shows that the piecewise polynomial function f constructed on
each cell C1, . . . , CN of M from the Hermite data at their vertices is in S(3, 1;M ). As H is injective,
the function f is uniquely determined by its Hermite data. �

In the following, we are going to construct linearly independent spline functions in S(3, 1;M ),
which image by H yields a basis of the vector space of compatible Hermite data. This set of spline
functions is a basis of S(3, 1;M ).

To construct this basis, we proceed as follows. Any vertex, edge or cell of M has a level. By a
descending recursion on the levels k = l . . . 0, we will associate J = 1, 2 or 4 splines f j

v with each basis
vertex v of M ; the choice of J follows a rule described in the theorem below. We do not associate
splines with hanging vertices.

Theorem 4.11. Let v be any basis vertex of a parametric mesh M . We can associate with v a family
of J splines f j

v , j = 1 . . . J , (J is indicated below), such that the Hermite data of each f j
v , j = 1 . . . J

at all other basis vertices w 6= v of M are 0. While J and the Hermite data of each f j
v , j = 1 . . . J at

v are as follows.

1. If v is a boundary vertex or an interior vertex with deg(v) mod 4 = 0, then J = 4 and the
Hermite data can be set equal to any one of the following choices:

[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1].

2. If v is an interior vertex and deg(v) mod 2 = 1, then J = 1, 3 and the Hermite data can be set
equal to [1, 0, 0, 0].

3. If v is an interior vertex and deg(v) mod 4 = 2, then J = 2 and the Hermite data can be set
equal to any one of the following choices:

[1, 0, 0, 0], [0, 0, 0, 1].
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Proof.
Let us first set the Hermite data for all basis vertices w 6= v to zero. They naturally satisfy the

constraints described in Section 4.1
By the constraint analysis of Section 4.1, we can set the Hermite data at v to any of the following

vectors, while satisfying the compatibility condition:

• If v is a boundary vertex or an interior vertex with deg(v) mod 4 = 0, then we consider the
four vectors:

[1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1].

• If v is an interior vertex and deg(v) mod 4 = 2, then we consider the two vectors:

[1, 0, 0, 0], [0, 0, 0, 1].

• If v is an interior vertex and deg(v) mod 2 = 1, 3, then we take [1, 0, 0, 0].

Now, we construct the Hermite data at the hanging vertices from the Hermite data at the basis
vertices, using the Hermite data tree defined in section 4.1.3.

In this way, we compute the Hermite data for all the vertices of the cells of M . By construction,
the Hermite data are compatible across all edges of M . By Lemma 4.10, there exists a unique element
of S(3, 1;M ) corresponding to these Hermite data. �

A direct consequence of this result is the following:

Corollary 4.12. H̃ is surjective.

We deduce the dimension formula for S(3, 1;M ):

Theorem 4.13 (Dimension formula). Let M be a hierarchical parametric mesh.

dimS(3, 1;M ) = 4N1 + 2N2 +N3

where N1 is the number of boundary vertices and interior basis vertices with deg(v) mod 4 = 0, N2

is the number of interior basis vertices with deg(v) mod 4 = 2, N3 is the number of interior basis
vertices with deg(v) mod 4 = 1, 3.

Using the functions defined by Theorem 4.11, we get a set of basis of S(3, 1;M ) called the Hermite
base of S(3, 1;M ). In particular, we have the following property:

Corollary 4.14 (Local Support). Assume that M has no hanging vertices. Let f1
vi , f

2
vi , . . . , f

ni
vi be

all the splines associated with the vertex vi. Then the support of each f j
vi is within the 1-neighborhood

of vi.

Proof. If the mesh has no hanging vertices, the Hermite data of the basis functions in Theorem 4.11
associated with a vertex v vanish at all other vertices w 6= v. Thus their support is in the union of
cells of M which contains v. �

Figure 5 provides an example of a parametric mesh and a basic spline associated with a vertex (in
red) which as degree 8.

For a hierarchical parametric mesh, we can construct another type of basis called a Hierarchical
Hermite Basis, as follows. We first illustrate its construction on the following simple example.

Example 4.1. Consider a T-mesh of square Q: The square Q is first divided into four squares Q1,
. . ., Q4; the vertex at the intersection is denoted by v. Then the square Q1 is divided in four squares
Q1

1, . . ., Q
4
1; the vertex at the intersection is denoted by w.

Thus, v is a basis vertex of level 1 and w is a basis vertex of level 2.
We first construct without any constraint, the J = 4 splines f j

w, j = 1 . . . J associated with w, such
that their support is in Q1 and the Hermite data of each f j

w at all vertices w′ 6= w is 0, while the
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Hermite data of each f j
w at w are [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1].

Then, forgetting for a moment the second splitting, we proceed similarly with v and construct the
4 splines F j

v , j = 1 . . . J associated with v, their support is in Q and the Hermite data of each F j
v at all

boundary vertices v′ is 0, while the Hermite data of each F j
v at v are [1, 0, 0, 0], [0, 1, 0, 0], [0, 0, 1, 0], [0, 0, 0, 1].

However, the Hermite data for each F j
v at w are not necessarily 0. So, we modify them by a suitable

linear combination of the f r
w, r = 1 . . . 4 :

f j
v := F j

v +
∑

r=1...4

λr
jf

r
w j = 1 . . . 4

such that each f j
v , j = 1 . . . 4, has its Hermite data at w equal to 0.

We consider now the general case, where M is obtained inductively by the following refined meshes.

M
0 → M

1 → · · · → M
k → · · · → M

l = M ,

where M i is a hierarchical parametric mesh obtained by refining M i−1 by the local refinement rule
describe in Definition 2.4.

In Corollary 4.14, we have constructed a Hermite basis for M 0; let us denote this Hermite basis
by B0. Suppose that we have constructed the basis for M k−1, denote it by Bk−1.

For each new basis vertex vk of M k, there are Jvk spline functions associated with vk and corre-

sponding to Hermite data described in Theorem 4.11. These new spline functions f1
vk , . . . , f

J
vk

vk are
linearly independent and independent of the elements of Bk−1, since they vanish at the basis vertices
of Mk−1. Denote the set of these splines by Bnew

k , then

Bk = Bk−1 ∪ B
new
k

is a basis of S(3, 1;M k
h ), and

S(3, 1;M k
h ) = spanBk−1 ⊕ spanB

new
k .

We modify the basis elements of Bk−1 associated to a basis vertex vk−1 of M k−1 as follows:

f̃ j
vk−1 = f j

vk−1 +

J
vk∑

j′=1

λj,j′

vk−1,vk f
j′

vk

The coefficients λj,j′

vk−1,vk are chosen such that the Hermite data of f̃ j
vk−1 at vk is zero.

5. Application to the parameterization of computational domains

In this section we focus on an important application of bivariate splines: the representation of a
2D or 3D ”free form“ surface together with the description and refinements of ”controlled“ curvilinear
rectangular meshes on that surface.

A 2D (or 3D) domain Ω will be represented as the image (in the physical space) of a global C1

parameterization on a parametric mesh.
Given a hierarchical parametric mesh M , one defines the coordinate functions:

X =
∑

i∈I

cxi Bi(s, t), Y =
∑

i∈I

cyiBi(s, t), Z =
∑

i∈I

cziBi(s, t)

where the set Bi, i ∈ I is a basis of the spline space S(3, 1;Mh), typically an Hermite basis. This
defines the parametrization map:

σ : M → Ω
(s, t) 7→

∑
i ciBi(s, t).
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In the applications, a “computational” domain Ω ⊂ R
2 will be determined by oriented curve loops.

These curves could be either parametric curves or polygonal lines. To simplify the presentation we
will suppose here that these boundary curves are polygonal and we will apply fitting techniques to
approximate them by the spline boundary curves on our parametric mesh M . See Example 5.2 below.

Injectivity of the parametrization. To guaranty the injectivity of the map σ, we will check that:

• the Jacobian does not vanish in the interior of a cell.

• the map is injective on the boundary of a cell,

• the image of a cell intersects the image of another cell only along their common edges,

The injectivity of the map on a cell is checked by a test described in [18]. It amounts to compute
the two cones generated by the difference between consecutive “horizontal” (resp. “vertical”) control
points. The cones are required to intersect transversally (see Fig. 7).

Figure 7: Cones of injectivity

The injectivity on the boundary of a cell is guaranteed when the four boundary curves (which are
the image of the boundary edges of a cell) do not intersect each other except at their end points.

If the images of two cells intersect, we use the subdivision algorithm described in [8], which
decomposes the domain into regions of injectivity and intersects recursively the region of injectivity
using a hierarchy of bounding boxes (in our case the cells are regions of injectivity if the Jacobian
does not vanish), until the condition is satisfied.

Notice that techniques similar to those described in [19] can also be applied here to optimize the
construction of the parametrization map, with respect to the geometry or to the numerical error in
the isogeometric analysis.

We provide five examples: the first one is a modified torus which could be used in CAGD; the
second one is a simplified model of the third one defined by plane curves (level sets) F (x, y) = constant,
one of them having a node singularity at (0, 0); the third one deals with the approximation of the
isobaric curves for the modelization of the MHD (Magneto-Hydro-Dynamics); the two next examples
illustrate some applications in Isogeometric Analysis. We consider the case of a square and a disc
initially subdivided into 8 cells. The parametrization of the physical domain has singular points, one
being shared by all the other cells.

Example 5.1 (Parameterization of a modified torus).
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We first begin with a (6, 5) tensor-product mesh M where we identify the opposite vertices (Fig-
ure 8, left-up) following the obvious color chart. Its image represents a toroidal 3D surface (Figure 8,
left-down).

Then, we refine the mesh M hierarchically to get the mesh Mh shown in (Figure 8, right-up). We
added boundary and inner vertices.

Finally, we modify locally the parameterization in the lower leftmost square, using only high level
elements of the corresponding hierarchical Hermite basis. We get a 3D surface shown in (Figure 8,
right-down), it is another C1 image of Mh.
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Figure 8: Local modification of a spline surface by local refinement

In this first example, we have dimS(3, 1;Mh) = dimS(3, 1;M ) + 4 = 4N1 = 84.

Example 5.2 (Level sets with a node).

We consider the bivariate polynomial F (x, y) := y2 − x(x − 1)2 and in the rectangle R:−1 ≤ x ≤ 2,
−2 ≤ y ≤ 2, the implicit curve C0 defined by F = 0. We want to approximate, by cubic splines
in the rectangle R, all the curves Ct (called level sets) which implicit equations are F (x, y) := t for
−1/10 ≤ t ≤ 2. Some level sets are shown in Figure 9.

The parametric mesh with 8 rectangles shown on the left of Figure 5, where the identified vertices
are indicated with the same color and the edges between two identified point are also identified. It
provides the same topology than the plane surface shown in Figure 9. The horizontal black line will
map on the level set C0 with a node at point (0, 0), the other horizontal lines on the union of upper
rectangles will map on approximate level sets with positive values F (x, y) = t, t > 0.

In order to increase the precision of the approximation without changing the topology, we divide
some rectangles in 2 or 4 rectangles. We get a new parametric mesh M with 18 rectangles. An
homomorphic image in the physical plane is shown in the left of Figure 9.

To define the map σ from the parametric mesh M to the physical plane where the level sets are
drawn, we proceed by interpolation along some curves and optimization using the ”energy“ function:

E =
∑

Pi∈P

||σ(Pi)−Qi||
2
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Figure 9: Level sets and parameterization of the physical domain

where Pi are points of the parameter domain, and Qi are corresponding points in the physical domain.
We get the spline surface shown on the left of Figure 9.

Finally, taking balanced finner grids in each rectangle of the parametric mesh, we get a finner
subdivision of the surface by small curvilinear rectangles their curves approximate the level sets, as
shown on the right of Figure 9.

In this example, we have dimS(3, 1;M ) = 4N1 = 108.

Example 5.3 (Isobaric curves).

The modelization of MHD in a Tokamak usually considers a toroidal geometry and concentrates on 2D
phenomena in the so-called poloidal plane. For a faithful discretization of the differential equations,
it is useful to decompose the domain into small rectangle almost aligned with the isobaric curves of a
magnetic field. One of these curves has a node called the point X. The other ones roughly look like
the level sets of the previous example. At a given time, some points and tangency on these curves
can be computed. Our target is to represent, by a parameterization of the shape, the computational
domain and to provide a refinement process that allows to approximate the level sets, together with
a decomposition in small curvilinear rectangles.

We can take the same parametric mesh M as in the previous (academic) example, since they have
the same topology.

More precisely, the physical domain Ω is shown in the left of Figure 10, we want to get a
parametrization map

σ : M −→ Ω,

from a parametric mesh M to Ω. In a preprocessing step, the positions of a set of points Q = {Qi}
and their parameters P = {Pi} in the frame F are assumed to be already computed.

Then, the energy E is given:

E =
∑

Pi∈P

ωi||σ(Pi)−Qi||
2,

where {ωi} are weights. The choice of weights follows a rule implying that the curves in the physical
domain can be aligned by mesh grids. In this example, we take a bigger weight for each circled point
and a smaller weight for each crossing point, shown in the middle of Figure 10, in order to align the
curves with the mesh grid lines.

By setting {ωi} and minimization E, the parametric map can be computed. In Figure 10, the
right picture is the image of σ by choosing the points shown in the left picture.
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Figure 10: The Physical Domain and the chosen Points and Our Parametric Map

Example 5.4 (Elliptic boundary value problem on a square).

In this example, we consider a two dimensional elliptic boundary value problem (BVP) as the model
problem.

The strong form of the BVP is as follows. Find u : Ω −→ R, such that

−∆u = f in Ω, (9)

u = 0 on ∂Ω,

where Ω is the physical domain and its boundary is denoted as ∂Ω.
The weak form of this model BVP can be stated as follows. Given f and h, find u ∈ V , such that

for all v ∈ V ,

a(u, v) = l(v), (10)

where V = {u : u ∈ H1(Ω), u|∂Ω = 0}, H1(Ω) is the Sobolev space that consists of the functions
in L2(Ω) that possess weak and square-integrable derivatives. a(u, v) is the symmetric bilinear form
defined as

a(u, v) =

∫

Ω

∇u · ∇v dΩ,

l(v) is a linear functional defined as

l(v) =

∫

Ω

f v dΩ.

We discretize the weak form, Equation (10), with our splines. The linear system

Ad = F (11)

is obtained, where A is the stiffness matrix, F is the force vector and d is the displacement vector

1. The physical domain is the square Ω = [−1, 1]× [−1, 1] ⊂ R
2;

2. We take f = 4− 2(x2 + y2) so that the exact solution of the BVP (9) is u = (1− x2)(1− y2).

3. The parameterization of Ω (with an exact boundary representation) is described in Figure 11.

We refine globally the spline space by splitting recursively each of the 8 cells of the mesh into four
subcells. The table below gives the L2 norm ǫh of the error of the computed solution compared to the
exact solution and the error order computed as log2(ǫh/ǫh/2):
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Figure 11: The parameterization of Ω and the IGA solution

h (the size of cell) The error (ǫh) The error order
1/2 0.00395155
1/4 0.000570077 2.7932
1/8 5.1468e− 005 3.4694
1/16 3.75353e− 006 3.7774
1/32 2.48182e− 007 3.9188
1/64 1.58184e− 008 3.9717

As expected, the error order is converging to 4, which is one plus the degree in u or v of the spline
functions. Since the image of the parametrization is exactly the square, the computed error reflects
the error of approximation of the solution of the Elliptic boundary value problem.

Example 5.5 (Elliptic boundary value problem on a disc).

In this example, we consider a problem similar to the previous example with the following changes:

1. The physical domain is the disc Ω = {(x, y) ∈ R
2 : x2 + y2 ≤ 1}.

2. The right hand side of the elliptic equation is f = −4.0, so that the exact solution is u =
x2 + y2 − 1.

3. The parameterization of Ω (with a non-exact boundary representation) is described in Figure
12.

Figure 12: The parameterization of Ω and the IGA Solution

The domain is refined by inserting new cells around the origin and fitting the boundary with the
circle. The table of errors and error orders is given below:
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h (the size of cell) The error (e) The error order
1 0.0447437

1/2 0.00688451 2.7003
1/4 0.000905275 2.9269
1/8 0.000135899 2.7358
1/16 2.24245e− 05 2.5994
1/32 3.85074e− 06 2.5419

In this case, the disc is not represented exactly by the spline parametrization. The computed error is
the sum of the error of approximation of the solution and the error of approximation of the domain,
which is dominating. This explains the order ∼ 2.5 obtained in the table.

6. Conclusion and future work

We presented the mathematical foundations of the spline spaces over rectangular meshes with ar-
bitrarily topological structures. This work was motivated by numerical simulations with isoparametric
elements. A rule for local refinement of parametric meshes was presented and the changes of spline
spaces over these refined parametric meshes were studied. New dimension formulas and construction
of Hermite bases were established for special type of spline spaces.

In a future work, we plan to extend the analysis of spline spaces for higher degree and regularity, to
extend the approach to 3-dimensional meshes, and to further generalize our constructions in connection
with the work of J. Peters [13].
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