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Abstract—In this paper, we develop a hierarchical Bayesian

game framework for antomated dvnapmp offcet selection. Users
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welfare versus the social welfare attained in Nash/Stackeleberg
equilibrium when users choose their policies strategically. We
show by means of a Stackelberg formulation, how the operator, by
sending appropriate information about the state of the channel,
can configure a dynamic offset that optimizes its global utility

s shown tnat

orthogonal to user’
this can lead the users to a mlsleadmg association problem.

I. INTRODUCTION

Efficient design of wireless networks calls for end users
implementing radio resource management (RRM), which re-
quires knowledge of the mutual channel state information
in order to limit the influence of interference impairments
on the decision making. However, full CSI assumption is
not always practical because communicating channel gains
between different users in a time varying channel within
the channel coherence time may lead to large overhead. In
this case, it is more appropriate to consider each channel
coherence time as a one-stage game where players are only
aware of their own channel gains and their opponent’s channel
statistics (which vary slowly compared to the channel gains
and, therefore, can be communicated [1]). The interaction
between the players may be repeated but with a different
and independent channel realization each time and therefore
is not a repeated game. This motivates the use of games with
incomplete information, also known as Bayesian games [2], [3]
which have been incorporated into wireless communications
for problems such as power control [4] and spectrum manage-
ment in the interference channel [5]. In [4], a distributed uplink
power control in a multiple access (MAC) fading channel
was studied and shown to have a unique Nash equilibrium
(NE) point. With the same incomplete information, it was

shown [5] that in a symmetric interference channel with a
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problem when a partral channel state information is assumed at
the transmitter. By Stackelberg we mean distributed decision
making assisted by the network, where the wireless users aim
at maximizing their own utility, guided by aggregated informa-
tion broadcasted by the network about the CSI of each user. We
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the non-cooperative model. Technically, our approach not only
aims at improving the network equilibrium efficiency but has
also two nice features: (i) It allows the network to guide
users to a desired equilibrium that optimizes its own utility
if it chooses the adequate information to send, (ii) Only the
individual user demand and a partial statistical CSI of other
users is needed at each transmitter. Our approach contributes
to designing networks where intelligence is split between the
base station (BS) and mobile stations (MSs) in order to find
a desired trade-off between the global network performance
reached at the equilibrium and the amount of signaling needed
to make it work. Note that the Stackelberg formulation arises
naturally in some contexts of practical interest. For example,
hierarchy is naturally present in contexts where there are
primary (licensed) users and secondary (unlicensed) users who
can sense their environment because there are equipped with
a radio [6]. It is also natural if the users have access to the
medium in an asynchronous manner.

Moreover, this game has an unusual information: it is partial
and misleading. Misleading - because, although the channel
state indeed can give information on the transmission rate, it is
known that the actual throughput of a given user is a function
of not only his channel state but also of that of the other
connected users [7]. The throughput is known to be lower
bounded by the harmonic mean of the rates available to each
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on radio link quality (with offsets) unless operator indicates
support for priority-based reselection. This suggests that the
offset can be configured for each and every cell depending
on the priority set by the operator (e.g., mobility, requested
throughput, amount of signalling).

an overlavmng w1re1ess LAN (Locali Area Networks, e.g.
Wik1) hot-spot. Each user entering in the system will decide
individually to which of the available systems it is best to
connect according to its radio condition, its demand and the
statistical information about other users. Their policies (or
strategies) are then based on this (incomplete) information.
The association problem is then generalized to allow the BS
to control the users’ behavior by broadcasting appropriate
information, expected to maximize its utility while individual
users maximize their own utility.

2 is the noise variance. b; is the demand of user i (b; = 1
when there exists a demand, and 0 otherwise) and a; his
action defined by the user decision to connect to a certain
radio access technology (RAT). a; = 1 when the user chooses
3G, and 0 when the user chooses WiFi. h; is the downlink
channel power gain between the 3G BS and the end-terminal.
The channel gains could be either independent or correlated
over the n users. We assume that all channels are independent
and undergo Rayleigh fading. By the transformation theorem
for single random variable, the channel power gain h; has an
exponential distribution with mean A; [11]. We will see later
how J; is related to different parameters adopted throughout
the paper. We assume that the user state is defined by the
pair (hi,b;). The network is fully characterized by the user
state. However, when distributing the JRRM decisions, this
complete information is not available to the users. The BS and
the AP broadcasts to its terminals an aggregated information
indicating a measurement of the communication quality of
the wireless channel (excellent, fair, poor...). This can be
done through an offset which we will also call in the sequel
interchangeably as the Channel Quality Indicator (CQI). The
CQI can be a value (or values) representing a measure of
channel quality for a given channel. Typically, a high value
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the (n x 2) policy profile matrix, whose element P; represents
the action vector taken by the mobile ¢ in low and high channel
states for i = 1,...,n.

In the next sections, we provide a thorough analysis of the
existence and characterization of the Bayes equilibria for both
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A. WiFi Throughput

The measurement of average throughput of a node in a
wireless LAN is done by the time it takes to transfer the files
between the WiFi access point (AP) and the wireless clients.
Typically, one would transfer a file from a wired server to a
wireless client by means of an AP bridging wired and wireless
networks. The throughput depends on the bit rate at which the
wireless mobile communicates to its AP. On the other hand,
as already mentioned, if there is at least one host with a lower
rate, a WLAN network presents a performance anomaly in
the sense that the throughput of all the hosts transmitting at
higher rate is degraded below the level of the lower rate [7],
[8], [12]. We can accordingly consider that the throughput of
a WiFi connection is equal to a constant, say v, regardless of
differences in users’ channel data rate.

B. 3G Throughput

As opposed to WiFi, the 3G technology uses CDMA
multiplexing. Hence, each user receives a certain number of
codes which are converted into a certain amount of throughput
depending on the chosen modulation and coding scheme,
which greatly depends on the link quality at the receiver
side. This can vary greatly depending on the link conditions
due to interference and noise impairments. We then model
the utility experienced by a user that is connected to 3G
by the capacity of Shannon [13]. Assuming that there is no
interference between 3G and the WiFi network, the throughput
of a user connected to 3G system is given by:

Thp?=10g(1+ phiaibi ) iAo (D)
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about the model considered in th1s section is that the model
is symmetric, that is all the values 3;, \; and ¥, defining it,
are the same for each of the players (and equal to 5, A and ¥
respectively). This significantly simplifies the notation without
any serious limitation of generality (we believe that some
counterparts of all our results will be true also for asymmetric
model).

To define the utilities of the players first let us redefine
throughput for each system:

phsa; b;
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ThpS = log 14— (3)

Thp" = v 4)

We assume that each of the players uses one of the three
policies WW, W', CC, where first letter stands for a player’s
action when his channel is bad, and the second one when
his channel is good. As it is troublesome to write down the
policies for each of n players, we will make use of the fact that
the game is symmetric, writing instead of the policy profile
a policy statistics K = [kcc, kwe] with ko denoting the
number of players applying policy CC' and Ky ¢ — of players
applying WC. Of course the number of those using policy
WW is n — koo — kwe, so we will omit it. Given K, we
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Next, the functions c’i(_l, defining utility of player i using C'
when channel gain is h; against policies K of his opponents,
can be written as:

ot ARy — N N N {1 VK
Yk, k2" T L L L \x M)

A. The non-cooperative equilibrium

Game theory has accentuated the importance of randomized
games or mixed games. However, such a game does not find
a significant role in most communication modems and source
coding codecs since equilibria where each user randomly
picks a decision at each time epoch are unfortunately not
interesting in such a case, as they amount to perpetual
handover between networks. In what follows, we will make
use of the users’ utilities obtained above to derive the pure
association strategies.

Definition 1 (Bayes-Nash equilibrium): A strategy profile
P;BNVE v corresponds to a Bayes-Nash equilibrium (BNE)
if, for all users, any unilateral switching to a different strategy
cannot improve user’s payoff at any state. Mathematically,
this can be expressed by the following inequality, given the
statistical information about the other user VQ; # P; NE

ui(si, PiPNE PENEY) > wy(s;, (Qi, PENF)); for s; = 0,1

Proposition 1: The symmetric n-user game considered in
the paper always has a pure-strategy Bayes-Nash equilibrium
of one of six types:

I'Notation K _; used below denotes policy statistics without policy of user



(a) When C[iO,O] (1) < v then the profile where all the players
use policy WW is an equilibrium.

(b) When Cf, ,_1(1) = v > Cf 44(1) and Cf

[0,k—1] (0) <o,

then any profile where & players use policy W' and all
the others play WW is an equ1hbr1um

(d) When C[kn pey(1) = v and C’k 1a-i(0) 2 v =
11(0) then any profile where k players apply

pohcy Cé’ and the remaining n — k players use policy
W' is an equilibrium.

(e) When C 1.01(0) > v then the profile where all the
players use pohcy CC'is an equilibrium.

() When Cfy_;,, 11(0) > v >C} (1) then any pro-
file where k players apply policy CC and the remaining
n—k players use pohcy WW is an equilibrium.

e’ /0N~

From a simple analysis, we can come up with the following
informations on how the Nash-Bayes equilibria depend on the
chosen values of the CQI thresholds ;.

An extended discussion on this result can be found in [14].

Roughly speaking, for higher values of the CQI thresholds
;s the players are more likely to use 3G rather than WiFi and
conversely, for low values of the CQI thresholds W;s the play-
ers are more likely to use WiFi rather than 3G. Interestingly,
this result also suggests that, rather than increasing the offered
throughput v, the operator could control the equilibrium of its
wireless users to maximize its own revenue by broadcasting
appropriate CQI thresholds. This can lead the network to
minimize its overall cost and users to a misleading association
problem. Next, we address this problem by introducing a
hierarchical model.

B. The hierarchical equilibrium

In this section, we propose a methodology that transforms
the above non-cooperative game into a Stackelberg game.
Concretely, the network may guide users to an equilibrium that
optimizes its own utility if it chooses the adequate information
to send. We first study the policy that maximizes the utility
of the network, which is defined as the expected number of
active users connected to 3G network.

Nevertheless, as it is not realistic to consider that the users
will seek the global optimum, we show how to find the policy
that corresponds to the Bayes-Stackelberg equilibrium where
the BS tries to maximize its own utility Ugg just by choosing
the CQI thresholds, knowing that users will try to maximize
their individual utilities.

Definition 2 (Bayes-Stackelberg equilibrium): By denoting
(U, P5E w_, B the strategy profile of the BS at a Bayes-
Stackelberg equilibrium (BSE), this definition translates math-

ematically as

(U, P5F w_BSE) arg max Ups(PBNE(W, W _;), W, ¥_;),

o ®)
where PENE (W, ¥ _,) is any Bayes- Nash equ111br1um in the
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We next exemplify our general analysis by investigating the
possibility of considering three scenarios for the choice of ¥;

and U_;:

1) Centralized model — the base station chooses both W;s
and the policies for the players, aiming to maximize the
expected number of players using 3G in the second stage.
Formally, the centralized strategy is the one satisfying

(‘I]'ica ‘I]—'ica PC) - arg‘P H‘ila'x P UBS(Pa \Ijia \Ij—i)u
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Stackelbere model — there are two staces: at the first one
Stackelberg model — there are two stages: at the hirgt one

the pvr)pr\tpd number of n]avprc nmnn 33 at the second

stage, when players play the game from the last section.
The proposed approach can be seen as intermediate
scheme between the centralized model and the fully non-
cooperative model,

3) Fully non-cooperative model — the game has two stages:
at the first one, players choose their W;s given the
information they have about the distributions of (h;, b;)
aiming to maximize their expected throughput at the
second stage; at the second stage they choose a policy
depending on actual (s;,b;) as in the model of the last
section. Formally, a fully non-cooperative strategy is any
one satisfying

W ¢ argn‘ll’axE[ui(si,PBNE(\I/i,\IIJ,VZ»C))]; for

with PBNE(, WNE) being any Bayes-Nash equilib-
rium in the game of the previous section.

Below, we analyze the behavior of the base station and the
players at the equilibria of each of these models. Note that
the BS utility, defined as before, as the expected number of
players using 3G network, can be now written as :

Ugs([k1, k2], 0) = B(k1 + e *Vks).

Proposition 2:

1) In the centralized model, the base station chooses any
value of U and C'C' policies for all the users.

2) In the Stackelberg model the base station computes for
every k <n

00
Cle—1,0)(00) 5:/0 ka_l,o](h))\e_)‘}"dh

and

Cio k1) (00) ::/0 Cfo,/c—l](h)/\eﬂhdh
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Next:

(a) If n < Ek* then at the equilibrium the base station
chooses any ¥ such that Cn 1,0(0)(¥) > v and all
the players use policy CC.

(b) If n > k* then the base station comnutes for anv k
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such that k* < k< minfn.n*landany 0 <] <k
sucl Er<k<mmi{n,n*}andany 0 <[ <Kk,
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Finally it chooses k. and U4, With the biggest
value of P(k,l) (which equals the BS utility at
equilibrium). The choice of ¥ (knaz, lmaz) at the first
stage and any profile of policies where [,,,, players
use policy CC and ka0 — lmae play WC will then
be an equilibrium.

Due to the lack of space, proofs and complementary analysis
can be found in the technical report [14].

What we see in this proposition is that when the BS can
decide on the behavior of the users, it forces them to use 3G.
In other cases (when users can decide on their behavior, but
are given only partial information), the users’ interest is to
choose the CQI thresholds somewhere in the middle of the
channel gain range. This can be seen as a desired trade-off
between the global network performance at the equilibrium
and the individual efficiency of all the users. We give one
corollary to this proposition.

Corollary 1: The price of anarchy in the n-user Stackelberg
model can be computed as

n3
Uss (K7 \Ij)
(where n/3 is the maximum value of the base station’s utility

obtained in scenario 1) of Proposition 2), and is either equal
to 1 when k& < k*, or satisfies

PoA =

nf3

PoA = min
k* <k<n,k<n*,0<I<k P(k,l)

with k£* and n* defined as in Proposition 2. For n > n* it
grows to infinity linearly.

The first part of this corollary is again just a rewriting
of the results from Proposition 2 with the stress made on
network utilities rather than strategies of the players. It shows
that exactly the same procedure, used to find the equilibrium
policies, can be applied to evaluate the performance of the
network.

i€ 5CCOLG pait U1 Ui€ CUItiialy (uiloOuiiuca HiCitdase Ui
PoA for n*) is a consequence of the fact that adding each new
player to the game gives the BS more patterns of behavior of
the users which can be stimulated by a proper choice of ¥
only up to the threshold number of players n*. From then on
no new player in the game is interested in using 3G network,
because for such a large number of players the throughput
would be too degraded, regardless of how good the channel
would be.

Note that instead of computing k* given above an upper
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be computed much faster than k*.
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IV. NUMERICAL ILLUSTRATIONS

We consider a simple scenario of an operator providing
subscribers with a service available through a large 3G cell
coexisting with a WiFi access point with constant throughput
v. As mentioned before, users are characterized by the distri-
bution of their 3G downlink channel and the distribution of
their demand. Without loss of generality, we set A = 0.6 as
average channel state for all users and consider normalized
user’s CQI threshold ¥ € [0, 1]. Unless otherwise stated, for
all numerical applications, we assume the following numerical
normalized values: v 0.25 Mbits/sec, [ 0.5 and «
derives from A and W. It is then possible to compute the non-
cooperative Bayes-Nash equilibrium strategies and the related
users’ utilities obtained at the equilibrium. For the hierarchical
Stackelberg equilibrium, given the action of the BS, i.e., the
CQI threshold ¥, we compute the best-response function of
the mobile users, i.e., the action of the mobile users which
maximizes their utilities given the action of the 3G BS. The
network utility is defined as the average throughput obtained
by a user selecting the 3G BS. Finally, under the formerly
defined policy statistics K = {k, [}, the ratio number of user
connected to system S (with S = C' for the macro-cell and
S = W for the WiFi AP), £L(S), can be respectively expressed
as follows: L(C) = (k+la)/n and L(W) = (n—k —la)/n.

We first notice that, different equilibria can be archived
based on the different scenarios as Proposition 2 points out.
Secondly, we indeed observe that in the centralized case,
no matter the number of interacting users, the base station
always drive the users to select C'C for any value of W.
Meanwhile, as claimed in Prop. 2, we find that for low values
of n < k*, the hierarchical framework drives the users to
select the C'C' strategy when the channel quality threshold
satisfies the inequality condition of the proposition. It means
that when the channel is good enough to have better utility
all users should select to attach with the base station for low
number of users. As ¥ increases, users tends to connect to
3G using policy WC'. Asymptotically, when ¥ grows large,
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the distribution of the channel (through «), one can maximize
the user throughput by correctly choosing the CQI threshold.
The same observation is done for higher values of n > k* i
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figure 2,
by the conditions of Prop. 2. At this point, although highe:
values of W describe a better channel conditions, following
this information is already misleading to users due to the large
number of interacting users.

Interestingly, we have shown in this paper by means of ¢
Stackelberg formulation that in order to make users connecting
to 3G network, the BS could control the CQI threshold:
rather than increasing the offered throughput. As a result, the
operator not only obtains a better revenue at no additional cos
but also significantly improves its energy efficiency.

To go further with the analysis, we resort to study the
PoA of the considered configurations of hierarchical anc
centralized schemes for numerically evaluated examples ir
order to give insight on the performance of the proposec
hierarchical approach. From Figure 3, we may draw that the
PoA is equal to 1 before k£* as the hierarchically coordinated
actions of 3G BS and users allow to identify not only the actual
channel quality and traduces in good users’ utility due to low
number of users interacting. From £* to n* (defined in Prop.
2) as stated before, by increasing the number of users, each
new user to the game gives the BS more patterns of behavior
of the users which can be stimulated by a proper choice of
W but only up to a number n = n*. In our simulations, for
n > n* = 41 because of the large number of interacting users,
the 3G BS throughput is so degraded that no new user will
connect with the 3G regardless of how good is the channel.
This is traduced in the figure 3 by a linear increase of the
PoA.

These price of anarchy results offer hope that such a robust
and accurate modeling can be designed around competition,
because Stackelberg behavior does not arbitrarily degrade the
mechanism’s performance like the selfish does. However we
have identified a threshold number of users above which no
successful coordination can be achieved.

hut hera the thrachold value of \Ir ig clearly identified
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V. CONCLUSION

Motivated by the fact that in game theory it is well known
that performance at equilibrium is not monotone increasing

ilibrium

Ration nurmber of users cor
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Fig. 1. Load of both WiFi and 3G systems as function of ¥. Case n =9 <
kx = 12.

Case n>k*
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Fig. 2. Load of both WiFi and 3G systems as function of W. Case n = 40 >
ks = 12.

in the amount of information, we have proposed a hierar-
chical association method that combines benefits from both
decentralized and centralized design in which the network
operator dynamically chooses the offset about the state of the
channel. The results of this study lead naturally to several
lines of future investigation. The users’ decision making is
based on partial information that is signaled to the mobiles
by the base station. A central design aspect is then for the
base stations to decide how to aggregate information which
then determines what to signal to the users. In this setting, we
have shown that, in order to maximize its revenue, the network
operator rather than increasing its offered throughput (which
is costly) has an incentive to choose channel quality indicator
thresholds either very low or very high. This may make the
information given to the user when attempting to connect
misleading since the throughput of a user cannot be directly
inferred from the quality of his channel but also depends on the
channel quality indicator thresholds (offsets) the base station
broadcasts. In particular, there may be different equilibria
(so different outcomes) depending on what information the
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APPENDIX

A. Proof of Proposition 1

Before we prove Proposition 1, we need an auxiliary lemma.

Lemma 1: For any s = 0,1 the functions C{; ; (s)(¥)

(a) are decreasing in k, [,

(b) satisty C[k+1 l]( 5)(P) < C[k l+1]( s)(¥),

(c) are increasing in U.

Proof: First note that

F(r,q) := z o (f / AP
O( ) [¥,00)? xR*—a—1x[0,¥)2—?

log (1 n )e—AZ?:'f hidhy ... dhy

___ph
P by

is decreasing in 7.

Next, we need to show that?

F(r+1,q) < F(r,q+1) < F(r,q) forany r,¢ >0 (9)

2The first inequality will be used to prove part (b) of the lemma. The second
one is the monotonicity of F in q.
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The second inequality in (9) is proved analogously, only the
inequality

{fO\P log (1 +

ph ) by —ANppupt d}
: o & 2
o%+p Ejil h; rto+l

[ ph
o o? +PZ;2+1 h;
> ph —Ah,
< / log (1 + ﬁ))\e " ARy g1
Jo o? —|—pzjil h; e

is used instead of the one used above.

Now, to prove (a) of the lemma note that c’f’k;’l] (h) is the
expected value of Zlq=o Be(1 — B)l—4 ((ZI)F(77 g) when r is
a random value with the binomial distribution Bin(k, 5). As
distribution Bin(k + 1, ) strictly stochastically dominates
Bin(k, 3), the expected value with respect to Bin(k + 1, 3)
of any decreasing function is smaller than that with respect to
Bin(k, 3) and thus

log (1 + )Ae‘””"*"’“ dhr+v+1}

ka-l—l,l] (h) < C’Ek,l](h)

1, e £V /0 and 7V 71\
1U1 auv it / U UUL as Url n\UI afil UH 11\ll aic \rUllUll«lUllal

expectations of ¢! k.l (h) over some fixed sets, this immediately
implies that they are both decreasing in k. The fact that they
are decreasing in [ is proved analogously — the only difference
is that the monotonicity of F' in ¢ (instead of the monotonicity
in r) is used.

To prove (b) first note that for any £, > 0

k+1
k+1
k 1—
k;l] Zﬁl) + p( G(p’kal)u
p
FENS LN
(e 1) T‘“““U’v"f \a/ip—a/ L'(s m )

M ey Lia=max{0,p—1} (=1 FA e T My

Note however that hm k, /) is the exneorea vaiue of

\T-

LD — fl) when ¢ 1s a random varia

pergeometnc distribution Hypergeometric(k + l k p) Slnce
Hypergeometric(k + [ + 1,k + 1,p) strictly stochastically

dominates Hypergeometnc(k +1+1,k,p), and F' (a p—a)is
hv (9) a decreasi ing function of a for any fixed p, (117) k41,1 )
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is preserved by C[kH g (s)(¥) and Cp 1 (s)(W).

To prove the last part of the lemma take ¥; < W, and
define for any ¢q and o € {0,1,2}¢

Sa(\Pl, ‘1’2) = {(hl, ey hn—l) ceR* 1
Oghj<\111 ifOthO,\IJlghj<\IJQ ifOtjzl,
\Tlg < hj if Q; = 2}
Note that R™ 1 = |, Sa(¥1, U2). Next note that F'(r, ¢)(¥1)

is the integral over R"~! of the function f; defined on each
Sa (¥, ¥s) separately, as

ph )Anqeﬂ\ POy

02 +p i by

On the other hand F(r,q)(¥5) is the integral over R"~! of
the function f5 defined on each S, (U1, U5) separately, as

ph ) n—1_—AS""'h;

——)\"" e g=1 "

02+ Pl

Clearly f1 < f2, and so F(r,q)(V1) < F(r,q)(V2) for any

r and ¢. This immediately implies that also ka g(h) (Y1) <
[k l]( )(P2). However, note that since c[k l]( ,) are also in-

creasing in h: Similarly

Cliy (0)(T1) =

log (1 +

log (1 +

E[ka,z](h)(‘l’lﬂh < 0y
E[cfy, ;(h)(¥1)[h < W3]
< Elcfy, () (P2)|h < 3]

= C[ik‘,l] (0)(\112)7
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C[ik,l] (0) < C[ik,l] (1)

for any values of k£ and [. Next it is enough to check
the definition of Bayes-Nash equilibrium (inferring (10) and
Lemma 1 if needed) that the sets of inequalities appearing
in the proposition define respective equilibria. What is left
to show is that cases (a—f) cover all the possible situations.
Suppose that case (e) does not hold. Then, either

(10)

( 1 11\ 3¢ ~ovarad K (fa_~\ of (e}
wildity (11) 15 COVEICU Oy Casts (d—L) U1 1 Upunuuu 1. Uil
tha Aathar hand (17) imnliag aithar caga (AN Af Dranagition 1 or
uliC Oulll 1idiit (14) HIIP1ies Ciullt Cast (U) U1 riOposiilil 1 OF
tha follawing inaanality (hara (10N 3¢ 11gad):

uliC 100UOWIIIE iiiC{udiity (iCit (1vu) 15 Ustu).

C[ikfl,nfk] 0)>v> [ilc,nfkfl](l)v

which is exactly the case (f) of the proposition. |
B. Proof of Proposition 2

Proof:

1) is obvious. 2) Since when W [0F [ TAY]

1) is obvious. 2) Since when ¥ — oo, Cf,,_, ;(0)(P

also Cf,_; ((0)
apply policy CC' in equ111br1um at the second stage of the
game. Thus whenever ¥ is big enough, the outcome of the
Stackelberg game is that all the players use 3G with probability
1, which gives the biggest value possible of the base station’s
utility.

Now suppose that Cfnflyo](oo) < v. Then for any value
of WU, not every player uses policy CC at the equilibrium of
the game of the second stage. Thus, to maximize the Upg,
the base station has to choose the W in such a way that at
the equilibrium of the game of the second stage some (say
l) players would apply policy C'C' and some other (say k —
) would apply W, and that the base station’s utility was
the highest possible. This is done by solving the optimization
problems of finding the smallest U such that the profile [k —
[,1] is an equilibrium in the game defined by this W, that is
satisfying

C[il,k*l—l](l)(\ll) Zv = O[il,k—l](l)(\l}) and C[izq,k—z] O)(¥) 2w

However, as by Lemma 1 C’k(s) (¥) are increasing functions
of W for any fixed K, this maximum is achieved for W
satisfying (2b). When the values of Upg for each such ¥
are computed, and the biggest one of them is chosen, this is
certainly the biggest value of the base station’s utility that can
be obtained in the Stackelberg scenario. [ |
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Proof:

Let us assume that

s N

First note that C? (5—1,01(00) 18

;)ﬁr(l _ gy (k; 1>E[log (1 oS +pp§hj§_1 hj)]

(14)
where h and hy, ..., hi_1 are independent exponentially dis-
tributed random values with common parameter A.

Next let r* = @ Now (14) can be rewritten as

| is ciearly posi-
can he hounded

and further by

h
)] (15)
Zj:l hl>

is a random value with Pareto

Ellog (1 +

Now note that 1 +

dlstrlbutlon [16, Chap 20 Sec 12] with parameters 1 and

, whose average 1s (for r* > 1, which is guaranteed by our
assumpuon (13)) 75— Since logarithm is a concave function,
we can use Jensen s 1nequa11ty to bound (15) from above by

s (2=3) =1os (53 23)

This implies that
e h
/ log (1 + p—z)e_’\}"dh
Jo o

(k=18
(k-1 - 2)

and consequently that for any k such that the RHS of the
above inequality equals v the LHS will be smaller than v and
thus k > k*. ]

i A _(k-np?
C’[k_ll(oo) < 56 2

+ log (



