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Large Scale Metric Learning for Distance-Based

Image Classification on Open Ended Data Sets

Thomas Mensink, Jakob Verbeek, Florent Perronnin, and Gabriela Csurka

Abstract Many real-life large-scale datasets are open-ended and dynamic: new im-

ages are continuously added to existing classes, new classes appear over time, and

the semantics of existing classes might evolve too. Therefore, we study large-scale

image classification methods that can incorporate new classes and training images

continuously over time at negligible cost. To this end we consider two distance-

based classifiers, the k-nearest neighbor (k-NN) and nearest class mean (NCM) clas-

sifiers. Since the performance of distance-based classifiers heavily depends on the

used distance function, we cast the problem into one of learning a low-rank metric,

which is shared across all classes. For the NCM classifier we introduce a new met-

ric learning approach, and we also introduce an extension to allow for richer class

representations.

Experiments on the ImageNet 2010 challenge dataset, which contains over one

million training images of thousand classes, show that, surprisingly, the NCM clas-

sifier compares favorably to the more flexible k-NN classifier. Moreover, the NCM

performance is comparable to that of linear SVMs which obtain current state-of-the-

art performance. Experimentally we study the generalization performance to classes

that were not used to learn the metrics. Using a metric learned on 1,000 classes, we

show results for the ImageNet-10K dataset which contains 10,000 classes, and ob-

tain performance that is competitive with the current state-of-the-art, while being

orders of magnitude faster.
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1 Introduction

In the last decade we have witnessed an explosion in the amount of images and

videos that are digitally available, e.g . in broadcasting archives or social media shar-

ing websites. Scalable automated methods are needed to handle this huge volume

of data, for retrieval, annotation and visualization purposes. This need has been rec-

ognized in the computer vision research community and large-scale methods have

become an active topic of research in recent years. The introduction of the Ima-

geNet dataset [10], which contains more than 14M manually labeled images of 22K

classes, has provided an important benchmark for large-scale image classification

and annotation algorithms.

In this chapter we focus on the problem of large-scale, multi-class image classifi-

cation, where the goal is to assign automatically an image to one class out of a finite

set of alternatives, e.g . the name of main object appearing in the image, or a general

label like the scene type of the image. The predominant approach to this problem

is to treat it as a classification problem. To ensure scalability, often linear classifiers

such as linear SVMs are used [39, 27]. Additionally, to speed-up classification, di-

mension reduction techniques could be used [46], or a hierarchy of classifiers could

be learned [2, 12]. Recently, impressive results have been reported on 10,000 or

more classes [9, 46, 39]. For all these methods hold that they are trained by using

stochastic gradient descend (SGD) algorithms, which access only a small fraction

of the training data at each iteration [3].

Many real-life large-scale datasets are open-ended and dynamic: new images are

continuously added to existing classes, new classes appear over time, and the se-

mantics of existing classes might evolve too. At first glance, one-vs-rest classifiers

(such as SVMs) trained with SGD algorithms appear to be the perfect solution. In-

deed, classes can be trained independently, thus enabling to easily add new classes.

Also since SGD algorithms are online algorithms they can accommodate for new

samples easily. However, in order to apply these algorithms successfully we need

to address several challenging problems. First, it is unclear to which classifier a

new training sample should be fed; surely the sample should be used for the corre-

sponding class, however feeding it as a negative sample to all other classes is not

only costly but also suboptimal [35]. Second, for state-of-the-art performance the

parameters of the SVM (such as the regularizer and the balance between positive

and negative samples) are set by cross validation. The optimal value of these param-

eters depend, among others, on the number of training samples and classes, and it is

unclear how these should be adapted when applied on open ended datasets to allow

for an increasing number of samples and classes over time. Therefore, we believe

that standard one-vs-rest SVM classifiers are unsuitable for this task.

In this work, as an alternative, we explore distance-based classifiers which en-

able the addition of new classes and new images to existing classes at (near) zero

cost. These methods can be used continuously as new data becomes available, and

additionally alternated from time to time with a computationally heavier method to

learn a good metric using all available training data. In particular we consider two

distance-based classifiers.
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(a) K-NN Classification (b) NCM Classification

Fig. 1: Illustration of the classification rules of k-NN (a) and NCM (b). We also

illustrate the effect of adding data from a new class to the data set.

The first is the k-nearest neighbor (k-NN) classifier, which uses all examples to

represent a class, and is a highly non-linear classifier that has shown competitive

performance for image classification [9, 46, 18]. New images (of new classes) are

simply added to the database, and can be used for classification without further

processing, see Figure 1a for an illustration.

The second is the nearest class mean classifier (NCM), which represents classes

by their mean feature vector of its elements, see e.g . [42]. Contrary to the k-NN

classifier, this is an efficient linear classifier. To incorporate new images (of new

classes), the relevant class means have to be adjusted or added to the set of class

means, see Figure 1b for an illustration. In Section 3, we introduce an extension

which uses several prototypes per class, allowing a trade-off between the model

complexity and the computational cost of classification.

The success of these methods critically depends on the used distance functions.

Therefore, we cast our classifier learning problem as one of learning a low-rank

Mahalanobis distance which is shared across all classes. The dimensionality of the

low-rank matrix is used as regularizer, and to improve computational and storage ef-

ficiency. In this chapter we explore several strategies for learning such a metric. For

the NCM classifier, we propose a novel metric learning algorithm based on multi-

class logistic discrimination (NCMML), where a sample from a class is enforced to

be closer to its class mean than to any other class mean in the projected space. We

show qualitatively and quantitatively the advantages of our NCMML approach over

the classical Fisher Discriminant Analysis [42]. For k-NN classification, we rely on

the Large Margin Nearest Neighbor (LMNN) framework [44] and investigate two

variations similar to the ideas presented in [44, 6] that significantly improve classi-

fication performance.

Most of our experiments are conducted on the ImageNet Large Scale Visual

Recognition Challenge 2010 (ILSVRC’10) dataset, which consists of 1.2M training

images of 1,000 classes. To apply the proposed metric learning techniques on such a

large-scale dataset, we employ stochastic gradient descend (SGD) algorithms, which

access only a small fraction of the training data at each iteration [3]. To allow metric

learning on high-dimensional image features of datasets that are too large to fit in

memory, we use in addition product quantization [17], a data compression technique
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that was recently used with success for large-scale image retrieval [21] and classifier

training [39]. As a baseline approach, we use the state-of-the-art approach of [39],

which was also the winning entry in the 2011 edition of the challenge: Fisher vector

image representations [36] are used to describe images and one-vs-rest linear SVM

classifiers are learned independently for each class.

Surprisingly, we find that the NCM classifier outperforms the more flexible k-

NN classifier, after learning a low-rank metric on the Fisher vector image repre-

sentations. Moreover, the NCM classifier performs on par with the SVM baseline,

and results are improved when we use the extension to allow for multiple centroids

per class. Further we consider, among others, the generalization performance to new

classes on the ImageNet-10K dataset (which consist of 4.5M training images of 10K

classes) [9], a zero-shot setting where we estimate the mean of novel classes based

on related classes in the ImageNet hierarchy, and image retrieval where we use a

metric learned with our NCM classifier on the ILSVRC’10 dataset, to retrieve the

most similar images for a given query on the INRIA Holidays [20] or the University

of Kentucky Benchmark dataset (UKB) [32].

The rest of the chapter is organized as follows. In Section 2 we discuss a selec-

tion of related work which is most relevant to this chapter. In Section 3 we introduce

the NCM classifier and the NCMML metric learning approach, together with an ex-

tension to use multiple centroids (NCMC). In Section 4 we review LMNN metric

learning for k-NN classifiers, and present two variants. We present extensive experi-

mental results in Section 5, analyzing different aspects of the proposed methods and

comparing them to the current state-of-the-art in different application settings such

as large scale image annotation, transfer learning and image retrieval. Finally, we

present our conclusions in Section 6.

2 Related work

In this section we review related work on large-scale image classification, metric

learning, and transfer learning.

2.1 Large-scale image classification

The ImageNet dataset [10] has been a catalyst for research on large-scale image

annotation. The current state-of-the-art [39, 27] uses efficient linear SVM classi-

fiers trained in a one-vs-rest manner in combination with high-dimensional bag-of-

words [8, 47] or Fisher vector representations [36]. Besides one-vs-rest training,

large-scale ranking-based formulations have also been explored in [46]. Interest-

ingly, their WSABIE approach performs joint classifier learning and dimensionality

reduction of the image features. Operating in a lower-dimensional space acts as a

regularization during learning, and also reduces the cost of classifier evaluation at
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test time. Our proposed NCM approach also learns low-dimensional projection ma-

trices but the weight vectors are constrained to be the projected class means. This

allows for efficient addition of novel classes.

In [9, 46] k-NN classifiers were found to be competitive with linear SVM clas-

sifiers in a very large-scale setting involving 10,000 or more classes. The drawback

of k-NN classifiers, however, is that they are expensive in storage and computa-

tion, since in principle all training data needs to be kept in memory and accessed

to classify new images. The storage issue is also encountered when SVM classifiers

are trained since all training data needs to be processed in multiple passes. Product

quantization (PQ) was introduced in [21] as a lossy compression mechanism for

local SIFT descriptors in a bag-of-features image retrieval system. It has been sub-

sequently used to compress bag-of-words and Fisher vector image representations

in the context of image retrieval [22] and classifier training [39]. We also exploit PQ

encoding in our work to compress high-dimensional image signatures when learning

our metrics.

2.2 Metric learning

There is a large body of literature on metric learning, but in this section we limit

ourselves to highlight just several methods that learn metrics for (image) classifi-

cation problems. Other methods aim at learning metrics for verification problems

and essentially learn binary classifiers that threshold the learned distance to decide

whether two images belong to the same class or not, see e.g . [33, 19, 23]. Yet an-

other line of work concerns metric learning for ranking problems, i.e . to learn a

metric between a query and the documents in the database, for example to address

text retrieval tasks as in [1].

Among those methods that learn metrics for classification, the Large Margin

Nearest Neighbor (LMNN) approach of [43, 44] is specifically designed to sup-

port k-NN classification. It tries to ensure that for each image a predefined set of

target neighbors from the same class are closer than samples from other classes.

Since the cost function is defined over triplets of points —that can be sampled in an

SGD training procedure— this method can scale to large datasets. The set of target

neighbors is chosen and fixed using the ℓ2 metric in the original space; this can be

problematic as the ℓ2 distance might be quite different from the optimal metric for

image classification. Therefore, we explore two variants of LMNN that avoid using

such a pre-defined set of target neighbors, similar to the ideas presented in [6, 44],

both variants leading to significant improvements.

The large margin nearest local mean classifier [5] assigns a test image to a class

based on the distance to the mean of its nearest neighbors in each class. This method

was reported to outperform LMNN but requires computing all pairwise distances

between training instances and therefore does not scale well to large datasets.

The TagProp method of [18] is a probabilistic nearest neighbor classifier; it con-

sists in assigning weights to training samples based on their distance to the test in-
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stance and in computing the class prediction by the total weight of samples of each

class in a neighborhood. However, similar as [5], for training also TagProp requires

pairwise distances between all training examples. Other closely related methods

are metric learning by collapsing classes [14] and neighborhood component analy-

sis [15]. As TagProp, for each data point these define weights to other data points

proportional to the exponent of negative distance. In [14] the target is to learn a

distance that makes the weights uniform for samples of the same class and close to

zero for other samples. While in [15] the target is only to ensure that zero weight

is assigned to samples from other classes. These methods also require computing

distances between all pairs of data points, and therefore we do not consider any of

these methods in our experiments.

Closely related to our NCMML metric learning approach for the NCM classi-

fier is the LESS model of [41]. They learn a diagonal scaling matrix to modify

the ℓ2 distance by rescaling the data dimensions, and include an ℓ1 penalty on the

weights to perform feature selection. However, in their case, NCM is used to ad-

dress small sample size problems in binary classification, i.e . cases where there are

fewer training points (tens to hundreds) than features (thousands). Our approach

differs significantly in that (i) we work in a multi-class setting and (ii) we learn a

low-dimensional projection which allows efficiency in large-scale.

Another closely related method is the Taxonomy-embedding method of [45],

where a nearest prototype classifier is used in combination with a hierarchical cost

function. Documents are embedded in a lower dimensional space in which each

class is represented by a single prototype. In contrast to our approach, they use

a predefined embedding of the images and learn low-dimensional classifies, and

therefore their method resembles more to the WSABIE method of [46].

The centroid-based classification method explored in [48] is also related to our

method. It uses a NCM classifier and an ℓ2 distance in a subspace that is orthog-

onal to the subspace with maximum within-class variance. To obtain the optimal

subspace, it computes the first eigenvectors of the within-class covariance matrix,

which has a computational cost between O(D2) and O(D3), this is undesirable for

high-dimensional feature vectors. Moreover, this metric is heuristically obtained,

rather than directly optimized for maximum classification performance.

2.3 Transfer learning

The term transfer learning is used to refer to methods that share information across

classes during learning. Examples of transfer learning in computer vision include

the use of part-based or attribute class representations. Part-based object recognition

models [11] define an object as a spatial constellation of parts, and share the part de-

tectors across different classes. Attribute-based models [24] characterize a category

(e.g . a certain animal) by a combination of attributes (e.g . is yellow, has stripes, is

carnivore), and share the attribute classifiers across classes. Other approaches in-

clude biasing the weight vector learned for a new class towards the weight vectors
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of classes that have already been trained [40]. Zero-shot learning [25] is an extreme

case of transfer learning where for a new class no training instances are available but

a description is provided in terms of parts, attributes, or other relations to already

learned classes. Transfer learning is related to multi-task learning, where the goal

is to leverage the commonalities between several distinct but related classification

problems, or classifiers learned for one type of images (e.g . ImageNet) are adapted

to a new domain (e.g . imagery obtained from a robot camera), see e.g . [38, 34].

In [37] various transfer learning methods were evaluated in a large-scale setting

using the ILSVRC’10 dataset. They found transfer learning methods to have little

added value when training images are available for all classes. In contrast, transfer

learning was found to be effective in a zero-shot learning setting, where classifiers

were trained for 800 classes, and performance was tested in a 200-way classification

across the held-out classes.

In this chapter we also aim at transfer learning, in the sense that we allow only

a trivial amount of processing on the data of new classes (storing in a database,

or averaging), and rely on a metric that was trained on other classes to recognize

the new ones. In contrast to most works on transfer learning, we do not use any

intermediate representation in terms of parts or attributes, nor do we train classifiers

for the new classes. While also considering zero-shot learning, we further evaluate

performance when combining a zero-shot model inspired by [37] with progressively

more training images per class, from one up to thousands. We find that the zero-shot

model provides an effective prior when a small amount of training data is available.

3 The nearest class mean classifier

The nearest class mean (NCM) classifier assigns an image to the class c∗ ∈{1, . . . ,C}
with the closest mean:

c∗ = argmin
c∈{1,...,C}

d(xxx,µµµc), (1)

µµµc =
1

Nc
∑

i:yi=c

xxxi, (2)

where d(xxx,µµµc) is the Euclidean distance between an image xxx and the class mean

µµµc, and yi is the ground-truth label of image i, and Nc is the number of training

images for class c. The NCM classifier is a linear classifier, which allows for efficient

evaluation at test time, see Figure 1b for an illustration.

Next, we introduce our NCM metric learning approach, and its relations to exist-

ing models. Then, we present an extension to use multiple centroids per class, which

transforms the NCM into a non-linear classifier. Finally, we explore some variants

of the objective which allow for smaller SGD batch sizes, and we give some insights

in the critical points of the objective function.
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3.1 Metric learning for the NCM classifier

In this section we introduce our metric learning approach, which learns a metric by

maximizing the log-likelihood of correct classification. We will refer to our method

as “nearest class mean metric learning” (NCMML). In our method we replace the

Euclidean distance in NCM, Eq. (1), by a learned (squared) Mahalanobis distance:

dM(xxx,xxx′) = (xxx− xxx′)⊤M(xxx− xxx′), (3)

where xxx and xxx′ are D dimensional vectors, and M is a positive definite matrix. We

focus on low-rank metrics with M = W⊤W and W ∈ IRd×D, where d ≤ D acts as

regularizer and improves efficiency for computation and storage. The Mahalanobis

distance induced by W is equivalent to the squared ℓ2 distance after linear projection

of the feature vectors on the rows of W :

dW (xxx,xxx′) = (xxx− xxx′)⊤W⊤W (xxx− xxx′)

= ‖Wxxx−Wxxx′ ‖2
2 . (4)

In this chapter, we do not consider using the more general formulation of M =
W⊤W + S, where S is a diagonal matrix, as in [1]. While this formulation requires

only D additional parameters to estimate, it still requires computing distances in the

original high-dimensional space. This is costly for the dense and high-dimensional

(4K-64K) Fisher vectors representations we use, as detailed in Section 5.

We formulate the NCM classifier using a probabilistic model based on multi-

class logistic regression and define the probability for a class c given a feature vector

xxx as:

p(c|xxx) =
exp

(

− 1
2
dW (xxx,µµµc)

)

∑
C
c′=1 exp

(

− 1
2
dW (xxx,µµµc′)

) . (5)

This definition may also be interpreted as giving the posterior probabilities of a

generative model, where p(xxx|c) = N (xxx; µµµc,Σ), is a Gaussian with mean µµµc, and a

covariance matrix Σ =
(

W⊤W
)−1

, which is shared across all classes1. Using Bayes

rule we obtain:

p(c|xxx) =
p(xxx|c)p(c)

p(xxx)
=

N (xxxi; µµµc,Σ) p(c)

∑c′N (xxxi; µµµc′ ,Σ) p(c′)
, (6)

=
Z(Σ)exp

(

− 1
2
(xxx−µµµc)

⊤Σ−1(xxx−µµµc)
)

p(c)

∑c′ Z(Σ)exp
(

− 1
2
(xxx−µµµc′)

⊤Σ−1(xxx−µµµc′)
)

p(c′)
, (7)

=
exp

(

− 1
2
dW (xxx,µµµc)

)

∑
C
c′=1 exp

(

− 1
2
dW (xxx,µµµc′)

) , (8)

1 Strictly speaking the covariance matrix is not properly defined as the low-rank matrix W⊤W is

non-invertible.
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Fig. 2: Illustration to compare FDA (left) and NCMML (right), the obtained projec-

tion direction is indicated by the gray line on which also the projected samples are

plotted. For FDA the result is clearly suboptimal since the blue and green classes

are collapsed in the projected space. While the proposed NCMML method finds a

projection which separates the classes reasonably well.

where the class probabilities p(c) are set to be uniform over all classes. Later, in

Eq. (27), we formulate an NCM classifier with non-uniform class probabilities.

We learn the projection matrix W in a discriminative manner, by maximizing the

log-likelihood of the correct predictions of the training images:

L =
1

N

N

∑
i=1

ln p(yi|xxxi). (9)

The gradient of the NCMML objective Eq. (9) is:

∇W L =
1

N

N

∑
i=1

C

∑
c=1

αic W zzziczzz⊤ic , (10)

where αic = p(c|xxxi)− [[yi = c]], zzzic = µµµc− xxxi, and we use the Iverson brackets [[·]]
that equals one if its argument is true and zero otherwise.

Although not included above for clarity, the terms in the log-likelihood in Eq. (9)

could be weighted in cases where the class distributions in the training data are not

representative for those when the learned model is applied.

3.2 Relation to existing linear classifiers

In this section we related the NCM classifier and the proposed NCMML approach

to other linear models.
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First we compare the NCMML objective with the classical Fisher Discriminant

Analysis (FDA). The objective of FDA is to find a projection matrix W that maxi-

mizes the ratio of between-class variance to within-class variance:

LFDA = tr

(

WSBW⊤

WSWW⊤

)

, (11)

where SB = ∑
C
c=1

Nc
N
(µµµ − µµµc)(µµµ − µµµc)

⊤ is the weighted covariance matrix of the

class centers (and µµµ is the data center), and SW = ∑
C
c=1

Nc
N

Σc is the weighted sum of

within class covariance matrices Σc. Also to obtain a well-defined problem, W has

a constraint on the norms of its columns. See e.g . [42] for more details on the FDA.

In the case where the within class covariance for each class equals the identity

matrix, the FDA objective seeks the direction of maximum variance in SB. This

equals to a PCA projection on the class means, which has the objective to maximize

tr
(

W⊤SBW
)

, also with a constraint on the norms of W . The result of using the

unsupervised PCA technique, is that it ignores the class information in the projected

space, it just maximizes the variance between all class means. To illustrate this, we

show an example of a two-dimensional problem with three classes in Figure 2. In

contrast to FDA, our NCMML method only aims at separating class means which

are nearby in the projected space, so as to ensure correct predictions. The resulting

projection direction separates the three classes reasonably well.

To relate the NCM classifier to other linear classifiers, we represent them with

the class specific score function:

f (c,xxx) = www⊤c xxx+bc, (12)

that assigns a sample xxx to the class with maximum score. NCM can be seen as a

linear classifier by defining fNCM with bias and weight vectors given by:

bc =−
1
2
‖W µµµc ‖

2
2, (13)

wwwc =W⊤W µµµc. (14)

This is proportional to the Mahalanobis distance up to an additive constant that is

constant with respect to the class c, and therefore irrelevant for classification.

These definitions allows us relating the NCM classifier to other linear methods.

For example, we obtain standard multi-class logistic regression, if the restrictions

on bc and wwwc are removed. Note that these are precisely the restrictions that allows

us adding new classes at near-zero cost, since the class specific parameters bc and

wwwc are defined by just the class means µµµc and the class-independent projection W .

In the WSABIE method [46], the classifier fWSABIE, is defined using bc = 0 and,

wwwc =W⊤vvvc (15)

where W ∈ IRd×D is also a low-rank projection matrix shared between all classes,

and vvvc is a class specific weight vector of dimensionality d, both learned from data.
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This is similar to NCM if we set vvvc = W µµµc. As in multiclass logistic regression,

however, for WSABIE the vvvc need to be learned from scratch for new classes.

The NCM classifier can also be related to the solution of ridge-regression (RR, or

regularized linear least-squares regression), which also uses a linear score function.

The parameters bc and wwwc are learned by optimizing the squared loss:

LRR =
1

N
∑

i

(

fRR(c,xxxi)− yic

)2

+λ ‖wwwc ‖
2
2, (16)

where λ acts as regularizer, and where yic = 1, if image i belongs to class c, and

yic = 0 otherwise. The loss LRR can be minimized in closed form and leads to:

bc =
Nc

N
, (17)

wwwc =
Nc

N
µµµ⊤c (Σ +λ I)−1, (18)

where Σ is the (class-independent) data covariance matrix,see e.g . [42]. Just like the

NCM classifier, the RR classifier also allows to add new classes at low cost, since

the class specific parameters can be found from the class means and counts once

the data covariance matrix Σ has been estimated. Moreover, if Nc is equal for all

classes, RR is similar to NCM with W set such that W⊤W = (Σ +λ I)−1.

Finally, the Taxonomy-embedding method of [45], can be rewritten such that it

equals the linear classifier fTAX using:

bc =−
1
2
‖vvvc ‖

2
2, (19)

wwwc =W⊤Wvvvc, (20)

where the class-specific weight vectors vvvc are learned from the data and W ∈ IRC×D

projects the data to a C dimensional space. The projection matrix W is set using a

closed-form solution based on ridge-regression. This method relates to the WSABIE

method since it also learns the classifier in low-dimensional space (if C < D), how-

ever in this case the projection matrix W is given in closed-form. It also shares the

disadvantage of the WSABIE method: it cannot generalize to novel classes without

retraining the low-dimensional class-specific vectors vvvc.

3.3 Non-linear NCM with multiple class centroids

In this section we extend the NCM classifier to allow for more flexible class repre-

sentations, which result in non-linear classification, see Figure 3 for an illustration.

The idea is to represent each class by a set of centroids, instead of only the class

mean. Assume that we have obtained a set of k centroids {mmmc j}
k
j=1 for each class c.

We define the posterior probability for a centroid mmmc j as:
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Fig. 3: Illustration of non-linear classification using multiple centroids on not lin-

early separable data. From left to right we show, k-NN classification (k=1), NCM

classification, and NCMC classification with 2 and 5 centroids respectively.

p(mmmc j|xxx) =
1

Z
exp

(

− 1
2
dW (xxx,mmmc j)

)

, (21)

where Z = ∑c ∑ j exp
(

− 1
2
dW (xxx,mmmc j)

)

is the normalizer. The posterior probability

for class c is then given by:

p(c|xxx) =
k

∑
j=1

p(mmmc j|xxx). (22)

This model also corresponds to a generative model, where the probability for a

feature vector xxx, to be generated by class c, is given by a Gaussian mixture distribu-

tion:

p(xxx|c) =
k

∑
j=1

πc j N (xxxi;mmmc j,Σ) , (23)

with equal mixing weights πc j = 1/k, and the covariance matrix Σ shared among

all classes. We refer to this method as the nearest class multiple centroids (NCMC)

classifier. A similar model was independently developed recently for image retrieval

in [29]. Their objective, however, is to discriminate between different senses of a

textual query, and they use a latent model to select the sense of a query.

To learn the projection matrix W , we again maximize the log-likelihood of cor-

rect classification, for which the gradient w.r.t. W in this case is given by:

∇W L =
1

N
∑
i,c, j

αic j W zzzic jzzz
⊤
ic j, (24)
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where zzzic j = mmmc j− xxxi, and

αic j = p(mmmc j|xxxi)− [[c = yi]]
p(mmmc j|xxxi)

∑ j′ p(mmmc j′ |xxxi)
. (25)

To obtain the centroids of each class, we apply k-means clustering on the features

xxx belonging to that class, using the ℓ2 distance. The value k offers a transition be-

tween NCM (k = 1), and a weighted k-NN (k equals all images per class), where the

weight of each neighbor is defined by the soft-min of its distance, c.f . Eq. (21). This

is similar to TagProp [18], used for multi-label image annotation, which assigns a

probability to a class c based on the class labels and distances of the images in the

training set:

p(c|xxxi) = ∑
j

πi j [[y j = c]], πi j =
exp

(

− 1
2
dW (xxxi,xxx j)

)

∑ j′ exp
(

− 1
2
dW (xxxi,xxx j′)

) (26)

In Figure 3 we illustrate the influence of increasing k on the obtained classification

boundaries, and made the comparison with the k-NN (k=1) classifier.

Instead of using a fixed set of class means, it could be advantageous to iterate

the k-means clustering and the learning of the projection matrix W . Such a strat-

egy allows the set of class centroids to represent more precisely the distribution of

the images in the projected space, and might further improve the classification per-

formance. However the experimental validation of such a strategy falls beyond the

scope of this paper.

3.4 Alternative objective for small SGD batches

Computing the gradients for NCMML in Eq. (10) and NCMC in Eq. (24) is rel-

atively expensive, regardless of the number of m samples used per SGD iteration.

The cost of this computation is dominated by the computation of the squared dis-

tances dW (xxx,µµµc), required to compute the m×C probabilities p(c|xxx) for C classes

in the SGD update. To compute these distances we have two options. First, we can

compute the m×C difference vectors (xxx− µµµc), project these on the d×D matrix

W , and compute the norms of the projected difference vectors, at a total cost of

O
(

dD(mC)+mC(d+D)
)

. Second, we can first project both the m data vectors and

C class centers, and then compute distances in the low dimensional space, at a total

cost of O
(

dD(m+C)+mC(d)
)

. Note that the latter option has a lower complexity,

but still requires projecting all class centers at a cost O(dDC), which will be the

dominating cost when using small SGD batches with m≪C. Therefore, in practice

we are limited to using SGD batch sizes with m≈C = 1,000 samples.

In order to accommodate for fast SGD updates based on smaller batch sizes, we

replace the Euclidean distance in Eq. (5) by the dot-product plus a class specific bias

sc. The probability for class c is now given by:
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Distances in D dimensions O
(

dD(mC) +mC(d +D)
)

Distances in d dimensions O
(

dD(m+C)+mC(d)
)

Dot product formulation O
(

dD(m) +mC(D)
)

Table 1: Comparison of complexity of the considered alternatives to compute the

class probabilities p(c|xxx).

p(c|xxxi) =
1

Z
exp

(

xxx⊤i W⊤W µµµc + sc

)

, (27)

where Z denotes the normalizer. The objective is still to maximize the log-likelihood

of Eq. (9). The efficiency gain stems from the fact that we can avoid projecting the

class centers on W , by twice projecting the data vectors: x̂xxi = xxx⊤i W⊤W , and then

computing dot-products in high dimensional space 〈x̂xxi,µµµc〉. For a batch of m images,

the first step costs O(mDd), and the latter O(mCD), resulting in a complexity of

O
(

dD(m)+mC(D)
)

. This complexity scales linearly with m, and is lower for small

batches with m ≤ d, since in that case it is more costly to project the class vectors

on W than on the double-projected data vectors x̂xxi. For clarity, we summarize the

complexity of the different alternatives we considered in Table 1.

A potential disadvantage of this approach is that we need to determine the class-

specific bias sc when data of a new class becomes available, which would require

more training than just computing the data mean for the new class. However, we

expect a strong correlation between the learned bias sc and the biased based on the

norm of the projected mean bc. Similar as used for Eq. (5), we could interpret the

class probabilities in Eq. (27) as those being generated by a generative model where

the class-conditional models p(xxx|c) are Gaussian with a shared covariance matrix.

We continue from Eq. (7) and obtain:

p(c|xxx) =
Z(Σ)exp

(

− 1
2
(xxx−µµµc)

⊤Σ−1(xxx−µµµc)
)

p(c)

∑c′ Z(Σ)exp
(

− 1
2
(xxx−µµµc′)

⊤Σ−1(xxx−µµµc′)
)

p(c′)
, (28)

=
exp

(

xxx⊤i W⊤W µµµc−
1
2
‖W µµµc ‖

2
2

)

p(c)

∑c′ exp
(

xxx⊤i W⊤W µµµc′ −
1
2
‖W µµµc′ ‖

2
2

)

p(c′)
(29)

In this interpretation, the class specific biases sc define class prior probabilities given

by p(c) ∝ exp
(

1
2
‖W µµµc ‖

2
2 +sc

)

. Therefore, a uniform prior is obtained by setting

sc =−
1
2
‖W µµµc‖

2
2= bc. A uniform prior is reasonable for the ILSVRC’10 data, since

the classes are near uniform in the training and test data.

Experimentally we find that using this formulation yields comparable results as

using the Euclidean distance. As expected we find a strong correlation between the

learned bias sc and the norm of the projected mean bc, shown in Figure 4. Indeed, the

classification performance differs insignificantly if at evaluation time we set sc = bc

instead of the value that was found during training.
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Fig. 4: The learned class-specific biases sc and the norm of the projected means bc

are strongly correlated.

Thus, even if we train the metric by using class-specific biases, we can use the

learned metric in the NCM classifier with the bias based on the norm of the projected

mean, which is easily computed for data of new classes.

3.5 Critical points of low rank metric learning

We use a low-rank Mahalanobis distance where M =W⊤W , as a way to reduce the

number of parameters and to gain in computational efficiency. Learning a full Ma-

halanobis distance matrix M, however, has the advantage that the distance is linear

in M and that the multi-class logistic regression objective of Eq. (9) is therefore con-

cave in M [4, page 74]. Using a low-rank formulation, on the other hand, yields a

distance which is quadratic in the parameters W , therefore the objective function is

no longer concave. In this section we investigate the critical-points of the low-rank

formulation by analyzing W when the optimization reaches a (local) minimum, and

considering the gradient for the corresponding full matrix M =W⊤W .

The gradient of the objective of Eq. (9) w.r.t. to M is:

∇ML =
1

N
∑
i,c

αic zzziczzz⊤ic ≡ H, (30)

where αic = p(c|xxxi)− [[yi = c]], and zzzic = µµµc− xxxi. Then Eq. (10) follows from the

matrix chain rule, and we re-define ∇W L ≡ 2WH. From the gradient w.r.t. W we

immediately observe that W = 0 leads to a degenerate case to obtain a zero gradient,

and similarly for each row of W . Below, we concentrate on the non-degenerate case.

We observe that H is a symmetric matrix, containing the difference of two posi-

tive definite matrices. Further, we observe that when H = 0, i.e . when we reach the

minimum of the full Mahalanobis distance, we obtain zero gradient for W . Here we

analyze H when the gradient w.r.t. W reaches a zero point. In the analysis below we
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use the eigenvalue decomposition of H = VΛV⊤, with the columns of V being the

eigenvectors, and the eigenvalues are on the diagonal of Λ .

We can now express the gradient for W as

∇W L = 2WVΛV⊤ ≡ G. (31)

Thus the gradient of the i-th row of W , which we denote by gggi, is a linear combi-

nation of the eigenvectors of H:

gggi ≡∑
j

λ j〈wwwi,vvv j〉vvv j, (32)

where wwwi and vvv j denote the i-th row of W and the j-th column of V respectively.

Thus an SGD gradient update will drive a row of W towards the eigenvectors of H

that (i) have a large positive eigenvalue, and (ii) are most aligned with that row of

W . This is intuitive, since we would expect the low-rank formulation to focus on the

most significant directions of the full-rank metric.

Moreover, the expression for the gradient in Eq. (32) shows that at a critical

point W ∗ of the objective function, all linear combination coefficients are zero:

∀i, j : λ j〈www
∗
i ,vvv j〉 = 0. This indicates that at the critical point, for each row www∗i and

each eigenvector vvv j it holds that either www∗i is orthogonal to vvv j, or that vvv j has a zero

associated eigenvalue, i.e . λ j = 0. Thus, at a critical point W ∗, the corresponding

gradient for the full rank formulation at that point, with M∗ =W ∗⊤W ∗, is zero in the

subspace spanned by W ∗.

Given this analysis, we believe it is unlikely to attain poor local minima using the

low rank formulation. Indeed, the gradient updates for W are aligned with the most

important directions of the corresponding full-rank gradient, and at convergence the

full-rank gradient is zero in the subspace spanned by W . To confirm this, we have

also experimentally investigated this by training several times with different random

initializations of W . We observe that the classification performance differs at most

±.1% on any of the error measures used in Section 5, and that the number of SGD

iterations selected by the early stopping procedure are of the same order.

3.6 Transfer Learning with the Nearest Class Mean Classifier

In this section we describe how we can use the NCM classifier in a zero-shot setting.

Inspired by [37], we propose to use the ImageNet hierarchy to estimate the mean

of novel classes from the means of related training classes, see Figure 5 for an

illustration. We follow ideas of [37] and estimate the mean of a novel class µµµz using

the means of its ancestor nodes in the ImageNet class hierarchy:

µµµz =
1

|Az|
∑

a∈Az

µµµa, (33)
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Fig. 5: Illustration of the estimation of the zero-shot prior on a mean. In the first

step (left) the means of train classes (blue) are propagated upwards in the ImageNet

hierarchy to the internal nodes (red). In the second step (right) the prior is estimated

as the average of all the ancestor nodes of the new class (green).

where Az denotes the set of ancestors of node z, and µµµa is the mean of ancestor a.

The mean of an internal node, µµµa, is computed as the average of the means of all

its descendant training classes. In our experiments, the classes of interest are always

leaf-nodes of the hierarchy.

In the setting where we also have a few images of the new class, we can combine

the zero-shot prior with the mean of the sample images. If we view the estimation

of each class mean as the estimation of the mean of a Gaussian distribution, then the

mean of a sample of images µµµs corresponds to the Maximum Likelihood (ML) esti-

mate, while the zero-shot estimate µµµz can be thought of as a prior. We can combine

the prior with the ML estimate to obtain a maximum a-posteriori (MAP) estimate

µµµ p on the class mean. The MAP estimate of the mean of a Gaussian is obtained by:

µµµ p =
nµµµs +mµµµz

n+m
, (34)

where n is the number of images used to compute the ML estimate of the sample

mean µµµs, and the prior obtains a weight m determined on the validation set [13].

4 K-NN Metric Learning

We compare the NCM classifier to the k-NN classifier, a frequently used distance

based classifier. The k-NN classifier is attractive since it is very intuitive, just as-

signing the class of the nearest neighbors to a test image, see Figure 1a for an il-

lustration. Just as for the NCM classifier, the k-NN classifier relies on distances,

and thus it is essential to use a metric in which nearby images are also semantically

related. In this section we discuss metric learning for k-NN classifiers, used to learn

a low-rank Mahalanobis distance M =W⊤W , where W ∈ IRd×D.

For successful k-NN classification, the majority of the nearest neighbors should

be of the same class. This is reflected in the Large Margin Nearest Neighbors

(LMNN) metric learning objective of [43, 44]. LMNN is defined over triplets con-
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sisting of a query image q, a positive image p from the same class, and a negative

image n from another class. The objective is to get the distance between q and p

smaller than the distance between q and n, using the hinge-loss to upper bound the

zero/one loss:

Lqpn =
[

1+dW (xxxq,xxxp)−dW (xxxq,xxxn)
]

+
, (35)

where [z]+ = max(0,z) is the positive part of z. The hinge-loss for a triplet is zero

if the negative image n is at least one distance unit farther from the query q than

the positive image p, and the loss is positive otherwise. The final learning objective

sums the losses over all triplets:

LLMNN =
N

∑
q=1

∑
p∈Pq

∑
n∈Nq

Lqpn, (36)

where Pq and Nq denote a predefined set of positive and negative images for each

query image q. An important design choice is how to set Pq and Nq for each query.

For the set of negative images Nq, we follow [44] and use all images not belonging

to the class of the query image. Below, we describe several variants for the set of

positive images Pq.

Also in this case we can weight the terms in the loss function to account for

non-representative class proportions in the training data.

4.1 Choice of target neighbors

For LMNN a set of target Pq for a query q is set to some images from the same class.

The rationale is that if we ensure that these targets are closer than the instances of the

other classes, then the k-NN classification will succeed. To select the set of targets

we consider three alternatives:

1. In the basic version of LMNN the set of targets Pq is set to the query’s k nearest

neighbors from the same class, using the ℓ2 distance. Since this selection method

tries to ensure that the ℓ2-targets will also be the closest points using the learned

metric, it implicitly assumes that the ℓ2 distance in the original space is a good

similarity measure. In practice, however, this might not be the case.

2. The set of targets Pq is defined to contain all images of the same class as q,

hence the selection is independent on the metric. This is similar to [6] where the

same type of loss was used to learn image similarity defined as the scalar product

between feature vectors after a learned linear projection.

3. The set of targets Pq is dynamically updated to contain the k images of the same

class that are closest to q using the current metric W . Hence different target neigh-

bors can be selected depending on the current metric. This method corresponds

to minimizing the loss function also with respect to the choice of Pq. A simi-
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lar approach has been proposed in [44], where every T iterations Pq is redefined

using target neighbors according to the current metric.

A potential disadvantage of the the last method is that it requires frequent re-

computation of the target neighbors. However, below we describe an efficient gra-

dient evaluation method, which allows to approximate the dynamic set of Pq at each

iteration at a negligible additional cost compared to using a fixed set of target neigh-

bors or using all images of the same class as targets.

Next, we will discuss an efficient triplet sampling and gradient evaluation algo-

rithms to increase the efficiency of the SGD training.

4.2 Triplet sampling strategy.

Here, we describe a sampling strategy which obtains the maximal number of triplets

from m images selected per SGD iteration. Using a small m is advantageous since

the cost of the gradient evaluation is in large part determined by computing the

projections Wxxx of the images, and the cost of decompressing the PQ encoded sig-

natures, if these are used.

To generate triplets we first select uniformly at random a class c, that will provide

the query and positive images. When Pq is set to contain all images of the same class,

we sample ρm images from class c, with 0 < ρ < 1, and the remaining (m−ρm)
images are uniformly sampled from the other classes. We can consider the number

of triplets t we can generate as a function of ρ for a given ‘budget’ of m images to

be accessed. In the case where Pq is set to contain all images from the same class,

the number of triplets t we can generate for a specific ρ is given by:

t(ρ) = (ρm)(ρm−1)(m−ρm), (37)

since we can pair the ρm images with the ρm−1 other images from the same class,

and each pair forms a triplet with any of the m−ρm negative sampled images. The

number of triplets t can be approximated by:

t(ρ)≈ m3ρ2(1−ρ), (38)

and hence, the number of triplets is maximized when we choose ρ ≈ 2
3
, in which

case we can construct about 4
27

m3 triplets. In our experiments, we use ρ = 2
3

and

m = 300 images per iteration, leading to about 4 million triplets per iteration.

For other choices of Pq we do the following:

• For a fixed set of target neighbors, we still sample 1
3
m negative images, and take

as many query images together with their target neighbors until we obtain 2
3
m

images allocated for the positive class.

• For a dynamic set of target neighbors we simply select the closest neighbors

among the 2
3
m sampled positive images using the current metric W . Although
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approximate, this avoids computing the dynamic target neighbors among all the

images in the positive class.

An alternative to obtain roughly 4 million triplets is to sample two images from

each of the C = 1,000 classes. In this case, there are two query images per class, each

forming a pair with the other positive image, and each pair can form a triplet with

the 2(C− 1) images of other classes, leading to 4C(C− 1) ≈ 4 million triplets. A

potential advantage of this method is that the gradient is computed in each iteration

from triplets generated using all possible combinations of classes, and therefore,

the gradient might be more informative. However, this sampling strategy does not

allow for fast approximation of the dynamic neighbors, and we would need to access

m = 2,000 images, which is about 7 times more costly than using the described

approach with m = 300.

4.3 Efficient gradient evaluation.

For either choice of the target set Pq, the gradient can be computed without explicitly

iterating over all triplets. In this section we introduce an efficient gradient evaluation

method, which uses sorting of the distances w.r.t. query images.

The sub-gradient of the loss of a triplet is given by:

∇W Lqpn = [[Lqpn > 0]] 2 W
(

xxxqpxxx⊤qp− xxxqnxxx⊤qn

)

, (39)

where xxxqp = xxxq− xxxp, and xxxqn = xxxq− xxxn. By observing that the gradient takes the

form of outer products of the feature vectors, we can write the gradient w.r.t. Lq =

∑p,n Lqpn in matrix form as:

∇W Lq = 2 W XAX⊤, (40)

where X contains the m feature vectors used in an SGD iteration, and A is a coeffi-

cient matrix. This shows that once A is available, the gradient can be computed in

time O(m2), even if a much larger number of triplets is used.

When Pq contains all images of the same class, the gradient per query can be

rewritten as:

∇W Lq =+2W ∑
p

(

∑
n

[[Lqpn > 0]]
)

(xxxpxxx⊤p − xxxqxxx⊤p − xxxpxxx⊤q )

−2W ∑
n

(

∑
p

[[Lqpn > 0]]
)

(xxxnxxx⊤n − xxxqxxx⊤n − xxxnxxx⊤q ). (41)

Which shows that the coefficient matrix A can be computed from the number of

hinge-loss generating triplets in which each p ∈ Pq and each n ∈ Nq for a query q

occurs:
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Algorithm 1 Compute coefficients Aqn and Aqp.

1. For positive images redefine dW (xxxq,xxxp)← dW (xxxq,xxxp)+1 to account for the margin.

2. Sort distances w.r.t. q in ascending order.

3. Cn(i)← ∑
i
j=1 [[ j ∈ Nq]], the number of negative images up to each position.

4. Cp(i)← ∑
m
j=i+1 [[ j ∈ Pq]], the number of positive images after each position.

5. Read-off the number of hinge-loss generating triplets of image p or n:

Aqn =−2 Cp(rnk(q,n)) Aqp = 2 Cn(rnk(q, p)),

where rnk(q, p) indicates the rank of document p for the query q, and similar for rnk(q,n).

Aqn = 2∑
p

[[Lqpn > 0]], Apq =−2∑
n

[[Lqpn > 0]], (42)

Aqq = ∑
p

Aqp−∑
n

Aqn, App = ∑
q

Aqp, Ann = ∑
q

Aqn. (43)

In Algorithm 1 we describe how to efficiently compute the coefficients, which

sorts the distances w.r.t. the query q and then can read of the number of hinge-loss

generating triplets. The same algorithm can be applied when using a small set of

fixed, or dynamic target neighbors. In particular, the sorted list allows to dynami-

cally determine the target neighbors at a negligible additional cost. In this case only

the selected target neighbors obtain non-zero coefficients, and we only accumulate

the number of target neighbors after each position in step 3 of the algorithm.

The cost of this algorithm is O(m logm) per query, and thus O(m2 logm) when

using O(m) query images per iteration. This is significantly faster than explicitly

looping over all O(m3) triplets.

Note that while this algorithm enables fast computation of the sub-gradient of the

loss, the value of the loss itself cannot be determined using this method. However,

this is not a problem when using an SGD approach, as it only requires gradient

evaluations, not function evaluations.

5 Experimental Evaluation

In this section we experimentally validate our models described in the previous sec-

tions. We first describe the dataset and evaluation measures used in our experiments,

followed by the presentation of the experimental results.
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Park bench — A bench in

a public park

Mortar — A bowl-shaped

vessel in which substances

can be ground and mixed

with a pestle

Carousel — A large, rotat-

ing machine with seats for

children to ride or amuse-

ment

Brace — Elastic straps that

hold trousers up (usually

used in the plural)

Crab apple — Small sour

apple; suitable for preserv-

ing; “crabapples make a

tangy jelly”

Leaf beetle — Brightly

colored beetle that feeds on

plant leaves; larvae infest

roots and stems

Violoncello — A large

stringed instrument; seated

player holds it upright

while playing

Tile roof — A roof made of

fired clay tiles

Fig. 6: Example images from the ILSVRC’10 data set, with their class names and

descriptions. The data set contains 1.2M training images of 1,000 different classes.

5.1 Experimental Setup and Baseline Approach

In this section we describe the experimental setup, our image representations and

our baseline methods.

Dataset. In most of our experiments we use the dataset of the ImageNet Large

Scale Visual Recognition 2010 challenge (ILSVRC’10)2, see Figure 6 for a few

examples. This dataset contains 1.2M training images of 1,000 object classes (with

between 660 to 3047 images per class), a validation set of 50K images (50 per class),

and a test set of 150K images (150 per class).

In some of the experiments, we use the ImageNet-10K dataset introduced in [9],

which consists of 10,184 classes from the nodes of the ImageNet hierarchy with

more than 200 images. We follow [39] and use 4.5M images as training set, 50K as

validation set and the rest as test set.

Image representation. We represent each image with a Fisher vector (FV) [36]

computed over densely extracted 128 dimensional SIFT descriptors [28] and 96 di-

mensional local color features [7], both projected with PCA to 64 dimensions. FVs

are extracted and normalized separately for both channels and then combined by

concatenating the two feature vectors. We do not make use of spatial pyramids. In

our experiments we use FVs extracted using a vocabulary of either 16 or 256 Gaus-

sians. For 16 Gaussians, this leads to a 4K dimensional feature vector, which re-

2 See http://www.image-net.org/challenges/LSVRC/2010/index

http://www.image-net.org/challenges/LSVRC/2010/index
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quires about 20GB for the 1.2M training set (using 4-byte floating point arithmetic).

This fits into the RAM of our 32GB servers.

For 256 Gaussians, the FVs are 16 times larger, i.e . 64K dimensional, which

would require 320GB of memory. To fit the data in memory, we compress the feature

vectors using product quantization [17, 21]. In a nutshell, it consists in splitting the

high-dimensional vector into small sub-vectors, and vector quantizing each sub-

vector independently. We compress the dataset to approximately 10GB using 8-

dimensional sub-vectors and 256 centroids per sub-quantizer, which allows storing

each sub-quantizer index in a single byte, combined with a sparse encoding of the

zero sub-vectors, c.f . [39]. In each iteration of SGD learning, we decompress the

features of a limited number of images, and use these (lossy) reconstructions for the

gradient computation.

Evaluation measures. We report the average top-1 and top-5 flat error used

in the ILSVRC’10 challenge. The flat error is one if the ground-truth label does

not correspond to the top-1 label with highest score (or any of the top-5 labels),

and zero otherwise. The motivation for the top-5 error is to allow an algorithm to

identify multiple objects in an image and not being penalized if one of the objects

identified was in fact present but not included in the ground truth of the image which

contains only a single object category per image. Unless specified otherwise, we

report the top-5 flat error on the test set using the 4K dimensional features; we use

the validation set for parameter tuning only.

Baseline approach. For our baseline, we follow the state-of-the-art approach

of [35] and learn weighed one-vs-rest SVMs with SGD, where the number of neg-

ative images in each iteration is sampled proportional to the number of positive

images for that class. The proportion parameter is cross validated on the validation

set. The results of the baseline can be found in Table 3 and Table 6. We see that

the 64K dimensional features lead to significantly better results than the 4K ones,

despite the lossy PQ compression.

In Table 3 the performance using the 64K features is slightly better than the

ILSVRC’10 challenge winners [27] (28.0 vs. 28.2 flat top-5 error), and very close

to the results of [39] (25.7 flat top-5 error), wherein a much higher dimensional

image representation of more than 1M dimensions was used. In Table 6 our baseline

shows state-of-the-art performance on ImageNet-10K when using the 64K features,

obtaining 78.1 vs 81.9 flat top-1 error [35]. We believe this is due to the use of the

color features, in addition to the SIFT features used in [35].

SGD training and early stopping. To learn the projection matrix W , we use

SGD training and sample at each iteration a fixed number of m training images to

estimate the gradient. Following [1] , we use a fixed learning rate and do not include

an explicit regularization term, but rather use the projection dimension d, as well as

the number of iterations as an implicit form of regularization. For all experiments

we use the following early stopping strategy:

• we run SGD training for a large number of iterations (≈ 750K-2M),
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• the performance on the validation set is computed every 50k iterations (for the

k-NN) or every 10k iterations (for the NCM), and

• the metric which yields the lowest top-5 error on the validation set is selected.

In case of a tie, the metric giving the lowest top-1 error is chosen. Similarly, all

hyper-parameters, like the value of k for the k-NN classifiers, are validated in this

way. Unless stated otherwise, training is performed using the ILSVRC’10 training

set, and validation using the described early stopping strategy on the provided 50K

validation set.

It is interesting to notice that while the compared methods (k-NN, NCM, and

SVM) have different computational complexities, the number of images seen by

each algorithm before convergence is rather similar. For example, training of the

SVMs, on the 4K features, converge after T ≈ 100 iterations, and each iteration

takes about 64 negative images per positive image, per class. In the ILSVRC’10

dataset, each class has roughly p = 1,200 positive images, and consist of C = 1,000

classes. Therefore the total number of images seen during training of the SVMs

is TC(65p) = 7.800M images. The NCM classifier requires much more iterations,

T ≈ 500K, but uses at each iteration only m = 1,000 images, and trains only a

single metric. Therefore the total number of images seen during training is roughly

T m = 500M. Finally, the k-NN classifier, requires even more iterations, T ≈ 2M,

but uses only m = 300 images per iteration, the total number of images seen before

convergence is therefore about T m = 600M.

5.2 k-NN metric learning results

We start with an assessment of k-NN classifiers in order to select a baseline for

comparison with the NCM classifier. Given the cost of k-NN classifiers, we focus

our experiments on the 4K dimensional features, and consider the impact of the

different choices for the set of target images Pq (see Section 4), and the projection

dimensionality.

We initialize W as a PCA projection, and determine the number of nearest neigh-

bors to use for classification on the validation set. Typically using 100 to 250 neigh-

bors is optimal, which is rather large for k-NN classification, for example in [44]

k = 3 is used, and indicates that the classification function is rather smooth.

5.2.1 Target selection for k-NN metric learning

In the first experiment we compare the three different options of Section 4 to de-

fine the set of target images Pq, while learning projections to 128 dimensions. For

LMNN and dynamic targets, we experimented with various numbers of targets on

the validation set and found that using 10 to 20 targets yields the best results.

The results in Table 2 show that all methods lead to metrics that are better than

the ℓ2 metric in the original space, or after a PCA projection to 128 dimensions.



Distance-Based Image Classification on Open Ended Data Sets 25

k-NN classifiers

SVM ℓ2 ℓ2 LMNN All Dynamic

Full Full + PCA 10 20 10 20

Top-5 38.2 55.7 57.3 50.6 50.4 44.2 39.7 40.7

Table 2: Comparison of flat error for different k-NN classification methods using

4K dimensional features. For all methods, except those indicated by ‘Full’, the data

is projected to a 128 dimensional space.

Furthermore, we can improve over LMNN by using all within-class images as tar-

gets, or even further by using dynamic targets. The success of the dynamic target

selection can be explained by the fact that among the three alternatives, the learning

objective is the most closely related to the k-NN classification rule. The best perfor-

mance on the flat top-5 error of 39.7 using 10 dynamic targets is, however, slightly

worse than the 38.2 error rate of the SVM baseline.

5.2.2 Impact of projection dimension on k-NN classification

Next, we evaluate the influence of the projection dimensionality d on the perfor-

mance, by varying d between 32 and 1024. We only show results using 10 dynamic

targets, since this performed best among the evaluated k-NN methods. From the re-

sults in Table 3 we see that a projection to 256 dimensions yields the lowest error of

39.0, which still remains somewhat inferior to the SVM baseline.

5.3 Nearest class mean classifier results

We now consider the performance of NCM classifiers and the related methods de-

scribed in Section 3. In Table 3 we show the results for various projection dimen-

sionalities.

We first consider the results for the 4K dimensional features. As observed for

the k-NN classifier, using a learned metric outperforms using the ℓ2 distance (68.0),

which is far worse than using the k-NN classifier (55.7, see Table 2). However, un-

expectedly, with metric learning we observe that our NCM classifier (37.0) outper-

forms the more flexible k-NN classifier (39.0), as well as the SVM baseline (38.2)

when projecting to 256 dimensions or more. Our implementation of WSABIE [46]

scores slightly worse (38.5) than the baseline and our NCM classifier, and does not

generalize to new classes without retraining.

We also compare our NCM classifier to several algorithms which do allow gener-

alization to new classes. First, we consider two other supervised metric learning ap-

proaches, NCM with FDA (which leads to 50.2) and ridge-regression (which leads

to 54.6). We observe that NCMML outperforms both methods significantly. Sec-
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4K dimensional features 64K dimensional features

Projection dim. 32 64 128 256 512 1024 Full 128 256 512 Full

SVM baseline 38.2 28.0

k-NN, dynamic 10 47.2 42.2 39.7 39.0 39.4 42.4

NCM, NCMML 49.1 42.7 39.0 37.4 37.0 37.0 31.7 31.0 30.7

NCM, FDA 65.2 59.4 54.6 52.0 50.8 50.5

NCM, PCA + ℓ2 78.7 74.6 71.7 69.9 68.8 68.2 68.0 63.2

NCM, PCA + inv. cov. 75.5 67.7 60.6 54.5 49.3 46.1 43.8

Ridge-regression, PCA 86.3 80.3 73.9 68.1 62.8 58.9 54.6

WSABIE 51.9 45.1 41.2 39.4 38.7 38.5 32.2 30.1 29.2

Table 3: Flat top-5 error of k-NN and NCM classifiers, as well as baselines, us-

ing the 4K and 64K dimensional features, for various projection dimensions, and

comparison to related methods, see text for details.

ond, we consider two unsupervised variants of the NCM classifier where we use

PCA to reduce the dimensionality. In one case we use the ℓ2 metric after PCA. In

the other, inspired by ridge-regression, we use NCM with the metric W generated by

the inverse of the regularized covariance matrix, such that W⊤W = (Σ +λ I)−1, see

Section 3.2. We tuned the regularization parameter λ on the validation set, as was

also done for ridge-regression. From these results we can conclude that, just like for

k-NN, the ℓ2 metric with or without PCA leads to poor results (68.0) as compared to

a learned metric. Also, the feature whitening implemented by the inverse covariance

metric leads to results (43.8) that are better than using the ℓ2 metric, and also sub-

stantially better than ridge-regression (54.6). The results are however significantly

worse than using our learned metric, in particular when using low-dimensional pro-

jections.

When we use the 64K dimensional features, the results of the NCM classifier

(30.8) are somewhat worse than the SVM baseline (28.0); again the learned metric

is significantly better than using the ℓ2 distance (63.2). WSABIE obtains an error of

29.2, in between the SVM and NCM.

5.3.1 Illustration of metric learned by NCMML.

In Figure 7 we illustrate the difference between the ℓ2 and the Mahalanobis metric

induced by a learned projection from 64K to 512 dimensions. For three reference

classes we show the five nearest classes, based on the distance between class means.

We also show the posterior probabilities on the reference class and its five neighbor

classes according to Eq. (5). The feature vector xxx is set as the mean of the reference

class, i.e . a simulated perfectly typical image of this class. For the ℓ2 metric, we used

our metric learning algorithm to learn a scaling of the ℓ2 metric to minimize Eq. (9).

This does not change the ordering of classes, but ensures that we can compare prob-

abilities computed using both metrics. We find that, as expected, the learned metric
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Fig. 7: The nearest classes for two reference classes using the the ℓ2 distance and

metric learned by NCMML. Class probabilities are given for a simulated image that

equals the mean of the reference class, see text for details.

has more visually and semantically related neighbor classes. Moreover, we see that

using the learned metric most of the probability mass is assigned to the reference

class, whereas the ℓ2 metric leads to rather uncertain classifications.

5.3.2 Non-linear classification using multiple class centroids.

In these experiments we use the non-linear NCMC classifier, introduced in Sec-

tion 3.3, where each class is represented by a set of k centroids. We obtain the k

centroids per class by using the k-means algorithm in the ℓ2 space.

Since the cost of training these classifiers is much higher, we run two sets of

experiments. In Figure 8, we show the performance of using the NCMC classifier

only at test time with k = [2, . . . ,30], while using a metric obtained by the NCM

objective (k = 1). This method is denoted as NCMC-test. In Table 4, we show the

performance of the NCMC classifier, trained with the NCMC objective, using the

4K features. In the same table we compare the results to the NCM method and the

best NCMC-test method.

From the results we observe that a significant performance improvement can be

made by using the non-linear NCMC classifier, especially when using a low number

of projection dimensionalities. When learning the NCMC classifier we can further

improve the performance of the non-linear classification, albeit for a higher training

cost. When using as little as 512 projection dimensions, we obtain a performance of
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Fig. 8: The flat top-5 error of the NCMC-test classifier, which at test time uses

k > 1 on a metric obtained with k = 1, for the 4K features (left) and the 64k (right)

features.

NCM NCMC-test NCMC

Proj. Dim. (k) 5 10 15

128 39.0 36.3 (30) 36.2 35.8 36.1

256 37.4 36.1 (20) 35.0 34.8 35.3

512 37.0 36.2 (20) 34.8 34.6 35.1

Table 4: The flat top-5 error of the NCMC classifier using the 4K features, compared

to the NCM baseline and the best NCMC-test classifier (with k in brackets).

34.6 on the top-5 error, using k = 10 centroids. That is an improvement of about 2.4
absolute points over the NCM classifier (37.0), and 3.6 absolute points over SVM

classification (38.2), c.f . Table 3.

For the 64K features learning for the NCMC objective (with, k = 10 and d = 512)

improves the performance to 29.4, about 1.3 points over the NCM classifier.

5.4 Generalizing to new classes with few samples

Given the encouraging classification accuracy of the NCM classifier observed above

—and its superior efficiency as compared to the k-NN classifier— we now explore

its ability to generalize to novel classes. We also consider its performance as a func-

tion of the number of training images available to estimate the mean of novel classes.

Generalization to classes not seen during training.

In this experiment we use approximately 1M images corresponding to 800 random

classes to learn metrics, and evaluate the generalization performance on 200 held-
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4K dimensional features 64K dimensional features

SVM k-NN NCM SVM NCM

Projection dim. Full 128 256 ℓ2 128 256 512 1024 ℓ2 Full 128 256 512 ℓ2

Trained on all 37.6 39.0 38.4 38.6 36.8 36.4 36.5 27.7 31.7 30.8 30.6

Trained on 800 42.2 42.4 54.2 42.5 40.4 39.9 39.6 66.6 39.3 37.8 37.8 61.9

Table 5: Flat top-5 error for 1,000-way classification among test images of 200

classes not used for metric learning, and control setting with metric learning using

all classes.

4K dimensional features 64K dimensional features Previous Results

Method NCM SVM NCM SVM [9] [39] [35] [26]

Proj. dim. 128 256 512 1024 Full Full 128 256 512 Full Full 21K 128K 128K

Top-1 err. 91.8 90.6 90.5 90.4 95.5 86.0 87.1 86.3 86.1 93.6 78.1 93.6 83.3 80.9 80.8

Top-5 err. 80.7 78.7 78.6 78.6 89.0 72.4 71.7 70.5 70.1 85.4 60.9

Table 6: Flat error rate of the NCM classifier on the ImageNet-10K dataset, us-

ing metrics learned on the ILSVRC’10 dataset, with comparison to the baseline

SVM, the NCM using ℓ2 distance (denoted as full), and previously reported SVM

results [9, 39, 35] and the Deep Learning framework of [26].

out classes. The error is evaluated in a 1,000-way classification task, and computed

over the 30K images in the test set of the held-out classes. The early stopping strat-

egy uses the validation set of the 200 unseen classes. Performance among test im-

ages of the 800 train classes changes only marginally and would obscure the changes

among the test images of the 200 held-out classes.

In Table 5 we show the performance of NCM and k-NN classifiers, and compare

it to the control setting where the metric is trained on all 1,000 classes. The results

show that both classifiers generalize remarkably well to new classes. For compari-

son we also include the results of the SVM baseline, and the k-NN and NCM clas-

sifiers using the ℓ2 distance, evaluated over the 200 held-out classes. In particular

for 1024 dimensional projections of the 4K features, the NCM classifier achieves an

error of 39.6 over classes not seen during training, as compared to 36.5 when using

all classes for training. For the 64K dimensional features the drop in performance

is larger, but still surprisingly good considering that training for the novel classes

consists only in computing their means.

To further demonstrate the generalization ability of the NCM classifier using

learned metrics, we also compare it against the SVM baseline on the ImageNet-10K

dataset. We use projections learned and validated on the ILSVRC’10 dataset, and

only compute the means of the 10K classes. The results in Table 6 show that even

in this extremely challenging setting the NCM classifier performs remarkably well

compared to earlier mentioned SVM-based results of [9, 39, 35] and our baseline, all

of which require training 10K classifiers. We note that, to the best of our knowledge,
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Fig. 9: Flat top-5 error of NCM as a function of the number of images used to

compute the means for test classes. We compare the ML (blue) and MAP (red )

mean estimates, for the 4K (left) and 64K (right) features. We show the results for

1,000-way (top), including baseline when trained on all classes in black, and 200-

way classification (bottom).

our baseline results exceed the previously known state-of-the-art [35, 26] on this

dataset. Training our SVM baseline system took 9 and 280 CPU days respectively

for the 4K and 64K features, while the computation of the means for the NCM

classifier took approximately 3 and 48 CPU minutes respectively. This represents

roughly a 8,500 fold speed-up as compared to the baseline, without counting the

time to learn the projection matrix.

Accuracy as function of sample size of novel classes.

In this experiment we consider the error as a function of the number of images that

are used to compute the means of novel classes. Inspired by [37], we also include

results of a zero-shot learning experiment, where we use the ImageNet hierarchy to

estimate the mean of novel classes from the means of related training classes, see

Section 3.6 for details.
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In Figure 9 we analyze the performance of the NCM classifier trained on the

images of the same 800 classes used above, with a learned projection from 4K and

64K to 512 dimensions. The metric and the parameter m are validated using the

images of the 200 held-out classes of the validation set. We again report the error on

the test images of the held-out classes, both in a 1,000-way classification as above,

and in a 200-way classification as in [37]. We repeat the experiment 10 times, and

show error-bars at three times standard deviation. For the error to stabilize we only

need approximately 100 images to estimate the class means.

The results also show that the prior leads to zero-shot performance of 66.5 (4K

features) and 64.0 (64K features), in the 200-way classification setting. These results

are comparable to the result of 65.2 reported in [37], even though a different set of

200 test-classes were used. Note that they also used different features, however their

baseline performance of 37.6 top-5 error is comparable to our 4K features (38.2).

More importantly, we show that the zero-shot prior can be effectively combined

with the empirical mean to provide a smooth transition from the zero-shot setting

to a setting with many training examples. Inclusion of the zero-shot prior leads to a

significant error reduction in the regime where ten images or less are available.

5.5 Instance level image retrieval

Query-by-example image retrieval can be seen as an image classification problem

where only a single positive sample (the query) is given and negative examples

are not explicitly provided. In this case the class mean simplifies to the query. We

propose to use a metric learned for our NCM classifier on an auxiliary supervised

dataset to retrieve the most similar images for a given query.

Using classifiers to learn a metric for image retrieval was recently considered also

in [16]. They found the Joint Subspace and Classifier Learning (JSCL) method to

be most effective. This basically amounts to jointly learning a set of classifiers and a

projection matrix W using the WSABIE scoring function, Eq. (15), and minimizing

the hinge-loss on class labels. After training, the classifiers are discarded and only

the learned projection matrix W is used to compute distances between query and

database images.

For this experiment we use the same public benchmarks as in [16]. First, the IN-

RIA Holidays data set introduced by [20] consists of 1,491 images of 500 scenes

and objects. In the standard evaluation protocol, one image per scene / object is used

as query to search withing the remaining images. The accuracy is measured as the

mean average precision over the 500 queries (mAP). Second, the University of Ken-

tucky Benchmark dataset (UKB) introduced by [32], which contains of 4 images

for each of the 2,550 objects (10,200 images). We follow the standard evaluation

protocol, where each image is used as query to search in the database. The perfor-

mance is measured by 4×recall@4 averaged over all queries, hence the maximal

score is 4. For both datasets we extract the 4K image features also used in our ear-

lier experiments, which are the same ones as those used in [16]. To compute the
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INRIA Holidays dataset UKB dataset

no projection: 77.4% no projection: 3.19

Dim PCA JSCL NCM NCM* PCA JSCL NCM

32 61.3 67.7 69.3 63.3 2.82 3.04 3.07

64 68.0 73.6 75.4 68.8 3.01 3.23 3.23

128 72.3 76.4 79.6 73.1 3.08 3.31 3.33

256 75.0 78.3 80.2 74.0 3.15 3.36 3.32

512 76.8 78.9 80.6 73.5 3.18 3.36 3.31

Table 7: Instance level image retrieval accuracy on the Holidays dataset, and the

UKB dataset. NCMML is compared to a PCA baseline and the JSCL method [16].

distance between two images, we use the cosine-distance, i.e . the dot-product on

ℓ2-normalized vectors.

In analogy to [16] we use NCMML to train a metric from the ILSVRC’10 data

set, and do the early stopping based on retrieval performance. To avoid tuning on

the test data the cross-validation is performed on the other dataset, i.e . when test-

ing on UKB and we regularize based on Holidays and vice-versa. In Table 7 we

compare the performance of the NCM based metric with that of JSCL, and also

include a baseline PCA method and the performance using the high-dimensional

descriptors without any projection. Finally, for the Holidays dataset we included the

NCM metric while using early-stopping based on classification performance on the

ILSVRC’10 validation data set (NCM-class).

From the results we observe that the NCM metric yields similar performance

gains as the JSCL method on both datasets. In both cases a projection to only 128

dimensions yields an equal or better retrieval performance as using the original 4K

dimensional features. On the Holidays dataset the NCM metric outperforms the

JSCL metric, while on the UKB dataset JSCL slightly outperforms NCM. Both

the NCM and JSCL methods are effective to learn a projection metric for instance

level retrieval, employing class level labels, and outperform the unsupervised PCA

projection.

Note that it is crucial to use retrieval performance for early stopping; without

it the results (see NCM*) are in fact worse than the original descriptors, and com-

parable to using PCA. Thus, the classification objective determines a good “path”

through the space of projection matrices, yet it is crucial to regularize for retrieval

performance, where the selected number of iterations is typically an order of mag-

nitude smaller than for classification. We explain this discrepancy by the fact that

instance level retrieval does not require the suppression of the within class variations

needed for good classification. This observation suggests also that even better met-

rics may be learned by training NCM on a large set of queries with corresponding

matches.
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6 Conclusions

In this chapter we have considered distance-based classifiers for large-scale image

classification. The advantage of distance-based classifiers is that new data (possibly

of new classes) can be integrated at a negligible cost. This advantageous property is

not shared by the one-vs-rest SVM approach that is used in most current state-of-

the art approaches, but is essential when dealing with real-life open-ended datasets

where new images and classes are continuously added over time.

Since the performance of distance-based classifiers is heavily dependent on the

used metric, we employ supervised metric learning techniques to improve classifi-

cation performance. For k-NN classifiers we rely on the large margin nearest neigh-

bor (LMNN) framework, and consider several variants to select the set of target

neighbors. For the NCM classifier we have introduced a new metric learning tech-

nique, which we coined NCMML. It is based on maximizing the log-likelihood of

correct prediction using a soft-min over the distances to class centers to define the

class probabilities of a sample. Moreover, we introduced the NCMC classifier, a

non-linear extension of the NCM classifier, that uses multiple centroids to represent

each class. The used number of centroids offers a complexity trade-off from the lin-

ear NCM classifier to the non-linear and non-parametric k-NN classifier where all

samples are used as a class centroids.

We have experimentally compared the k-NN and NCM classifiers to a strong

baseline, the one-vs-rest SVM approach. Using a high-dimensional Fisher vector

image representation our baseline attains current state-of-the-art results. Surpris-

ingly we found that the NCM classifier outperforms the more flexible k-NN ap-

proach. Moreover, the performance of the NCM classifier is comparable to that of

SVM baseline (slightly better with 4K dimensional features, but somewhat worse

using the 64K dimensional features), while projecting the data to as few as 256 di-

mensions. Furthermore, we find that using multiple centroids per class improves the

performance of the NCM classifier.

Our learned metrics generalize well to unseen classes, as shown by the experi-

ments where the metric is learned on a subset of 800 classes and evaluated on the

200 held out classes. In this case we observe only a modest drop in performance, in

spite of the fact that for the held-out classes “training” consists only in computing

the mean vector of each class. These results are further corroborated by our experi-

ments on the ImageNet-10K dataset, where we obtain competitive performance at a

negligible cost compared to the feature extraction process. We only need to compute

the class means, as opposed to training 10,000 binary one-vs-rest SVM classifiers,

which represents roughly a 8,500 fold speedup.

In addition, we have shown that our NCM classifiers can be used in a zero-shot

setting where no training images are available for novel classes, and that the zero-

shot prior significantly improves performance when combined with a class mean

estimated from a limited amount of training images.

Finally we have shown that NCM provides a unified way to treat classification

and retrieval problems, as query-by-example image retrieval can be seen as a clas-

sification problem where only a single positive sample per class is provided. We
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have evaluated the NCM metric for image retrieval and found performance that is

comparable to previous published metric learning approaches.
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