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The general problem of matching structures is very pervasive in computer vision and image processing. The research presented here tackles the problem of object matching in a very general perspective. It is formulated for the matching of surfaces. It applies to objects having small or large deformation and arbitrary topological changes. The process described hinges on a geodesic distance equation for a family of curves or surfaces embedded in the graph of a cost function. This geometrical approach to object matching has the advantage that the similarity criterion can be used to define the shape of the cost function. Matching paths are computed on the cost manifolds using distance maps. These distance maps are generated by solving a general partial differential equation which is a generalization of the geodesic distance evolution scheme introduced by R. Kimmel, A. Amir, and A. F. Bruckstein (1995, IEEE Trans. Pattern Anal. Mach. Intell. 17, 635-640). An Eulerian level-set formulation is also introduced, leading to a numerical scheme used for solving partial differential equations originating from hyperbolic conservation laws, which has proven to be very robust and stable. © 2002 Elsevier Science (USA)

## 1. INTRODUCTION AND PREVIOUS WORKS

Matching structures is a major area for image processing and it involves a lot of classical applications such as stereo vision, temporal tracking, and matching of different acquisitions. The characterization of a matching function is an ill-posed problem in the sense that there is no unique solution. However, introducing structures properties such as their geometry or the underlying image representation allows the characterization of a unique matching function. Commonly used features are pixel gray level values for stereoscopic matching or optical flow [6], edges for token based approaches [23], and geometric properties of the structures $[24,25]$. The latter properties are more robust since they can deal with situations where there is no consistency of image gray level. Relevant geometrical properties are selected on the basis of their ability to characterize a description of the structures which is invariant to the considered deformation. In the case of rigid or small elastic deformations high curvature points [4, 16] or semi-differential invariants [22] can be considered as an invariant description of the structure. Higher order geometric description such as crest and ridge lines can also be considered in order to characterize volume structures properties [20, 21]. Such methods perform well in the case of small deformation but cannot deal with large deformation and topological change. Such problems occur when we are interested in studying the evolution of a structure whose topology evolves in time [5].

In this paper we present a generalization to higher dimensions of a curve matching process described in [5], and we also generalize a curve evolution process introduced by Kimmel et al. [12]. Curve evolution methods are becoming increasingly used in computer vision. Classical work of Kass et al. [11] has been reformulated in the context of PDE-driven curves and surfaces (Malladi et al. [13], Caselles et al. [3], Gomes et al. [9] etc.). In this work a new normal surface evolution is used to deduce a surface matching process.

The extension of the classical curve evolution process is presented in Section 2. The definition of the geodesic distance evolution equation is presented in Section 2.1. Sections 2.1.1 to 2.1.3 present the problem, introduce the Hodge operator, and introduce the evolution equation. Section 2.1.4 is devoted to deriving the equation of the projection, while Section 2.1.5 presents the level-set formulation. A surface matching is then deduced and described in Section 2.2. Section 2.3 presents a result related to meteorological data.

## 2. SURFACE MATCHING

This section addresses the problem of surface matching. The method proposed is based on a generalization of the algorithm introduced by Cohen et al. in [5] for curves. This scheme has also motivated a generalization of the geodesic curve propagation method [12] into a surface evolution framework that is used for deriving a cost hypersurface $W \subset \mathbb{R}^{4}$ measuring the similarity of the surfaces to be matched. We begin by setting up a geodesic distance evolution scheme for evolving surfaces.

### 2.1. Geodesic Distance

2.1.1. A geodesic distance evolution rule for propagating surfaces on a 3-manifold. Let $X$ be a3-manifold (or hypersurface) in $\mathbb{R}^{4}$. We suppose $X$ compact and pathwise connected. ${ }^{1}$

[^0]From these assumptions, one can derive, using an easy application of the Hopf-Rinow-De Rham Theorem (see [19]) that given any two points $M_{0}$ and $M_{1} \in X$, there exists a path $\gamma:[0,1] \rightarrow X$ connecting $M_{0}$ and $M_{1}\left(\gamma(0)=M_{0}, \gamma(1)=M_{1}\right)$ whose length minimizes the lengths of all paths between the two points. The length of $\gamma$ is called the geodesic distance between $M_{0}$ and $M_{1}$ and will be denoted $d_{X}\left(M_{0}, M_{1}\right)$ in the remainder of the paper. Moreover, the path $\gamma$ is necessarily a geodesic curve on $X$, i.e., a curve such that the second derivative $\mathrm{d}^{2} \gamma / \mathrm{d} u^{2}$ is always perpendicular to $X$ (Where $u$ is the arclength of $\gamma)$. Let $\mathcal{Y} \subset X$ be a surface (2-manifold) "drawn" on $X$. We consider the surfaces $\Xi_{t} \subset X$ whose points are located at geodesic distance $t$ from $\mathcal{Y}$ :

$$
\begin{equation*}
\Xi_{t}=\left\{M \in X \mid d_{X}(M, \mathcal{Y})=t\right\} \tag{1}
\end{equation*}
$$

We are interested in defining a partial differential equation governing the evolution of the surface $\Xi_{t}$ as the parameter $t$ evolves. For this purpose, we will need a notion of cross-product in 4 -space and a method of deriving simple formulae about such a cross-product. These formulae are needed in the demonstration of intermediate propositions. One mathematical tool that can achieve these requirements is given by the Hodge $*$ operator, a notion recalled in the next section.
2.1.2. Exterior algebras and the hodge $*$ operator. The theory is only briefly reviewed here. The reader is referred to [1] for a complete presentation of the subject. Let $\Lambda^{p}\left(\mathbb{R}^{n}\right)$ be the $p$-exterior power of space $\mathbb{R}^{n}$ and $*$ the Hodge operator defined, for every $\lambda \in \Lambda^{p}\left(\mathbb{R}^{n}\right)$ by the equality:

$$
\begin{equation*}
\lambda \wedge \mu=\langle * \lambda, \mu\rangle_{n-p} e_{1} \wedge e_{2} \wedge \cdots \wedge e_{n} \tag{2}
\end{equation*}
$$

In Eq. (2) $\left(e_{1}, \ldots, e_{n}\right)$ is the standard basis of $\mathbb{R}^{n},\langle,\rangle_{p}$ is the usual dot product on $\Lambda^{p}\left(\mathbb{R}^{n}\right)$ defined on generators by

$$
\begin{equation*}
\left\langle u_{1} \wedge \cdots \wedge u_{p}, w_{1} \wedge \cdots \wedge w_{p}\right\rangle_{p}=\operatorname{det}\left(\left\langle u_{i}, w_{j}\right\rangle\right) \tag{3}
\end{equation*}
$$

and $\mu \in \Lambda^{n-p}\left(\mathbb{R}^{n}\right)$. From the property $*(* \lambda)=(-1)^{p(n-p)} \lambda$, one can deduce that, if $u, v$, and $w$ are three linearly independent vectors in $\mathbb{R}^{4}$, the associated image $*(u \wedge v \wedge w) \in$ $\Lambda^{1}\left(\mathbb{R}^{4}\right)=\mathbb{R}^{4}$ satisfies the following properties:

- it is a vector in $\mathbb{R}^{4}$ perpendicular to $u, v$, and $w$.
- The basis $(u, v, w, *(u \wedge v \wedge w))$ is positively oriented.
- Its squared norm: $\|*(u \wedge v \wedge w)\|^{2}$ is equal to $\left|\begin{array}{lll}\langle u, u\rangle & \langle u, v\rangle & \langle u, w\rangle \\ \langle v, u\rangle & \langle v, v\rangle & \langle v, w\rangle \\ \langle w, u\rangle & \langle w, v\rangle & \langle w, w\rangle\end{array}\right|$.

Using the Hodge $*$ operator, we will derive the geodesic distance evolution scheme for the family of surfaces $\alpha(u, v, t)$. This is presented in the following section.
2.1.3. The geodesic distance evolution equation. We will make use of the following fact, proved in [7, p. 183]:

Lemma 2.1. Around any point on a surface one can always find a local orthogonal parameterization.

So let $\alpha(u, v, t)$ be a local orthogonal parameterization of a family of surfaces in $X$, and let $\tau^{\mathbf{u}}=\alpha_{u} /\left\|\alpha_{u}\right\|, \tau^{\mathbf{v}}=\alpha_{v} /\left\|\alpha_{v}\right\|$ denote the two unitary tangent vectors determined by $\alpha$
and $\mathbf{N}$ the normal vector to $X$. We suppose that the family $\alpha(u, v, t)$ satisfies the following partial differential equation:

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}=*\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right) \tag{4}
\end{equation*}
$$

We want to prove that, for each $t, \alpha(u, v, t)$ is a local parameterization of $\Xi_{t}$. Let $\beta(t)$ be the curve in $X$ defined by $\beta(t)=\left.\alpha(u, v, t)\right|_{u=u_{0}, v=v_{0} \text {, fixed }}$. Then:

Lemma 2.2. For any $u_{0}, v_{0}$, the curve $\beta(t)$ is a geodesic in $X$.
Proof. We prove this lemma by showing that $\beta_{t t}$ is perpendicular to $\boldsymbol{\tau}^{\mathbf{u}}, \boldsymbol{\tau}^{\mathbf{v}}$, and $*(\mathbf{N} \wedge$ $\tau^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}$ ). The only possibility that will remain will be that $\beta_{t t}$ is collinear to $\mathbf{N}$ which means that $\beta$ is a geodesic (by definition).

First note that

$$
\beta_{t}=\frac{d \beta}{d t}=\frac{\partial \alpha}{\partial t}=*\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right)
$$

so

$$
\left\|\beta_{t}\right\|^{2}=\left\|*\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right)\right\|^{2}=1-\left\langle\mathbf{N}, \boldsymbol{\tau}^{\mathbf{u}}\right\rangle^{2}-\left\langle\mathbf{N}, \boldsymbol{\tau}^{\mathbf{v}}\right\rangle^{2}=1
$$

since the parameterization is orthogonal. This proves:

$$
\begin{equation*}
\left\langle\beta_{t t}, \beta_{t}\right\rangle=\left\langle\frac{d^{2} \beta}{d t^{2}}, \frac{d \beta}{d t}\right\rangle=\left\langle\frac{d}{d t}\left(*\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right)\right), *\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right)\right\rangle=0 \tag{5}
\end{equation*}
$$

Hence, $\beta_{t t}$ is perpendicular to $*\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right)$.
Now, using methods similar to the one used in the 2D case (see proof of Lemma 1 in [12]), one can show that

$$
\begin{equation*}
\left\langle\beta_{t t}, \boldsymbol{\tau}^{\mathbf{u}}\right\rangle=0, \text { and similarly }\left\langle\beta_{t t}, \boldsymbol{\tau}^{\mathbf{v}}\right\rangle=0 . \tag{6}
\end{equation*}
$$

The curve $\beta(t)$ is a geodesic in $X$.
Lemma 2.3. The evolution of the family of surfaces $\Xi_{t}$ is given by the equation

$$
\begin{equation*}
\frac{\partial \alpha}{\partial t}=*\left(\mathbf{N} \wedge \boldsymbol{\tau}^{\mathbf{u}} \wedge \boldsymbol{\tau}^{\mathbf{v}}\right) \tag{7}
\end{equation*}
$$

The proof of this lemma is not given here, as it is a simple adaptation, using the the general Gauss lemma [19] of the proof given in [12, Lemma 2].

The two preceding lemmas demonstrate that, using the Hodge $*$ operator, it is possible to derive a geodesic distance evolution scheme for a family of surfaces described by local orthogonal parameterizations. In the next section, we compute the normal speed of the projection of $\Xi_{t}$ onto the $(x, y, z)$ hyperplain in $\mathbb{R}^{4}$.
2.1.4. Geodesic distance computation. Equation (7) cannot be solved directly in a general context. We follow the method described in (12) by considering the evolution of the projection. We now make the assumption that $X$ is a graph hypersurface $W$, that is to say $X=W=\{(x, y, z, w(x, y, z))\}$ for a function $w: \mathbb{R}^{3} \rightarrow \mathbb{R}$. Let $\pi: \mathbb{R}^{4} \rightarrow \mathbb{R}^{3}$ be the
canonical projection onto the $(x, y, z)$ hyperplan in $\mathbb{R}^{4}$ and let $S(t)$ be the projection of the image of $\alpha(u, v, t)$ (that is to say, $\Xi_{t}$ ) onto that hyperplan:

$$
\mathcal{C}(t)=\pi \circ \alpha
$$

We denote by $p, q, r$ the following quantities: $p=\frac{\partial w}{\partial x}, q=\frac{\partial w}{\partial y}$, and $r=\frac{\partial w}{\partial z}$. Starting from a result mentioned in [8], we admit that the trace of a propagating surface may be determined only by its normal velocity, as the other components of the velocity influence only the local parameterization. Our goal is then to compute the projected velocity of the evolving surface $F=\left\langle\pi \circ \alpha_{t}, \mathbf{n}\right\rangle, \mathbf{n}=\left(n_{1}, n_{2}, n_{3}\right)$ being the normal to the projected surface $\pi \circ \alpha(u, v, t)$. By using the same assumptions as in the bidimensional case, one can write the propagation of the projected surface $\mathcal{C}(t)$ along its normal by

$$
\begin{equation*}
\frac{\partial C}{\partial t}=F \mathbf{n} \tag{8}
\end{equation*}
$$

where the function $F$ represents the propagation velocity of the surface along its normal. This velocity can be obtained by

$$
F=\left\langle\mathbf{n}, \pi \circ \alpha_{t}\right\rangle
$$

where $\tau^{u}$ and $\tau^{v}$ are the tangential vectors of $\alpha$ defined by

$$
\tau^{\mathbf{u}}=\frac{\alpha_{u}}{\left\|\alpha_{u}\right\|}=\frac{\left(x_{u}, y_{u}, z_{u}, w_{u}\right)}{\sqrt{x_{u}^{2}+y_{u}^{2}+z_{u}^{2}+w_{u}^{2}}} \quad \text { and } \quad \boldsymbol{\tau}^{\mathbf{v}}=\frac{\alpha_{v}}{\left\|\alpha_{v}\right\|}=\frac{\left(x_{v}, y_{v}, z_{v}, w_{v}\right)}{\sqrt{x_{v}^{2}+y_{v}^{2}+z_{v}^{2}+w_{v}^{2}}}
$$

and $\mathbf{N}$ the normal vector to $W$ :

$$
\mathbf{N}=\frac{*\left(W_{x} \wedge W_{y} \wedge W_{z}\right)}{\left\|*\left(W_{x} \wedge W_{y} \wedge W_{z}\right)\right\|}=\frac{(-p,-q,-r, 1)}{\sqrt{1+p^{2}+q^{2}+r^{2}}}
$$

The propagation equation becomes

$$
\alpha_{t}=\frac{1}{K} \times \left\lvert\, \begin{aligned}
& q z_{u} w_{v}-q w_{u} z_{v}-r y_{u} w_{v}+r y_{v} w_{u}+y_{v} z_{u} \\
& -q z_{u} w_{v}+q w_{u} z_{v}+r y_{u} w_{v}+y_{u} z_{v}-r y_{v} w_{u}-y_{v} z_{u} \\
& p y_{u} z_{v}-p y_{v} z_{u}-q x_{u} z_{v}+r x_{u} y_{v}+q x_{v} z_{u}-r x_{v} y_{u} \\
& \text { additional term }
\end{aligned}\right.
$$

with $K=\sqrt{1+p^{2}+q^{2}+r^{2}} \sqrt{x_{u}^{2}+y_{u}^{2}+z_{u}^{2}} \sqrt{x_{v}^{2}+y_{v}^{2}+z_{v}^{2}}$.
Using the fact that the parameterization is orthogonal, one finds:

$$
\begin{equation*}
F=\left\langle\pi \circ \alpha_{t}, \mathbf{n}\right\rangle=\sqrt{a n_{1}^{2}+b n_{2}^{2}+c n_{3}^{2}-d n_{1} n_{2}-e n_{1} n_{3}-f n_{2} n_{3}} \tag{9}
\end{equation*}
$$

with

$$
\begin{array}{llrl}
a & =\frac{1+q^{2}+r^{2}}{1+p^{2}+q^{2}+r^{2}}, & b & =\frac{1+p^{2}+r^{2}}{1+p^{2}+q^{2}+r^{2}},
\end{array} r=\frac{1+p^{2}+q^{2}}{1+p^{2}+q^{2}+r^{2}}, ~=\frac{2 p q}{1+p^{2}+q^{2}+r^{2}}, \quad e=\frac{2 p r}{1+p^{2}+q^{2}+r^{2}}, \quad f=\frac{2 q r}{1+p^{2}+q^{2}+r^{2}} .
$$

Having found the normal equation evolution of the projected surface, we now proceed to set up an Eulerian formulation for $\mathcal{S}(t)$, by writing that projected surface as a level-set $\varphi^{-1}(0)$. We derive such a formulation in the next section.
2.1.5. Level-set formulation. Given a function $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{R}$ such that its zero level-set tracks the projected surface $S(t)=\varphi^{-1}(0)$, one can determine that the function $\varphi$ follows ${ }^{2}$ the propagation equation

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}=\sqrt{a \frac{\partial \varphi^{2}}{\partial x}+b \frac{\partial \varphi^{2}}{\partial y}+c \frac{\partial \varphi^{2}}{\partial z}-d \frac{\partial \varphi}{\partial x} \frac{\partial \varphi}{\partial y}-e \frac{\partial \varphi}{\partial x} \frac{\partial \varphi}{\partial z}-f \frac{\partial \varphi}{\partial y} \frac{\partial \varphi}{\partial z}}, \tag{10}
\end{equation*}
$$

the coefficients $a, b, c, d, e$, and $f$ having the same values as in Eq. (9).
As mentioned in the curve evolution process described in [12] such as Eulerian formulation leads to numerical resolution schemes able to handle problems caused by a time varying coordinate system ( $u, v, t$ ): curvature singularities and topological changes [17]. We describe, in the following section, the numerical resolution method used to solve Eq. (10). Then we use this numerical algorithm to build distance maps.

The numerical implementation is a generalization of the finite difference approximation described in [12, 14] for Hamilton-Jacobi type equations. It consists in an explicit temporal scheme where spatial derivatives are approximated by finite differences using the minmod function [14, 17, 18]. The derivative estimates can be bounded and the variations of the solution can therefore be controlled.

Using this numerical scheme, we can now use the computed function $\varphi$ to generate distance maps on a manifold. In order to use Eq. (10) for computing the geodesic distance map of the surface discribed by a parameterization $\alpha(u, v, 0)$ on the 3-manifold $W$, we have to define an initial estimate $\varphi_{0}$ such that the initial surface is represented through a level-set of $\varphi_{0}$. This initial estimate can be obtained in several ways according to the data. We use a Euclidean distance map [2] in such a way that:

$$
\varphi_{0}(x, y, z)= \begin{cases}-d(x, y, z) & \text { if }(x, y, z) \text { is inside } \varphi_{0}^{-1}(0)  \tag{11}\\ 0 & \text { if }(x, y, z) \in \varphi_{0}^{-1}(0) \\ +d(x, y, z) & \text { if }(x, y, z) \text { is outside } \varphi_{0}^{-1}(0)\end{cases}
$$

Given a graph hypersurface $X=W$ and the initial estimate $\varphi_{0}^{-1}(0)$ on this hypersurface, Eq. (10) characterizes the distance map of the area whose boundary is defined by $\varphi^{-1}(0)$.

### 2.2. Surface Matching

We can now use the previous theory to generalize the curve matching method presented in [5] to a matching process between two arbitrary surfaces $\mathcal{S}$ and $\mathcal{D}$ in $\mathbb{R}^{3}$. The two surfaces $\mathcal{S}$ and $\mathcal{D}$ are represented as 0 -level-sets of two functions $\varphi_{0}$ and $\psi_{0}$. The two functions $\varphi_{0}$ and $\psi_{0}$ are computed from the initial data using the rule presented in (11). Then given these two initial functions $\varphi_{0}$ and $\psi_{0}$, the numerical process presented in Eq. (10) is used to generate two distance maps on the graph surface $W: D_{\mathcal{S}}$ and $D_{\mathcal{D}}$.

[^1]In this section we introduce the definition of the manifold $W$ and how we use the distance maps to solve the surface matching. It is important to understand that the similarity criterion used in the matching process relies completely on the choice of $W$ : each choice of $W$ leads to a different matching result. In the following, we give an example for the definition of $W$.
2.2.1. Definition of a cost hypersurface modeling geometric properties. To take into account the geometrical properties of the surfaces to be matched, we use a graph hypersurface which takes into account the mean curvature of surfaces. This definition uses the curvature information in a small neighborhood of the source and destination areas. Within this neighborhood curvature information is relevant since only small deformation occurs and its curvature measure may be used to strengthen the matching of similar points. We characterize the local properties of the structures through the curvatures variation of the curves: $\Delta \kappa=\kappa_{\mathcal{S}}-\kappa_{\mathcal{D}}$, where $\kappa_{\mathcal{S}}$ and $\kappa_{\mathcal{D}}$ are respectively the mean curvatures of $\mathcal{S}$ and $\mathcal{D}$. In the case of small deformation we want the graph $W$ to reflect the similarity between points having similar curvatures. This property will be down-weight as the distance increases. For that purpose, one can define $\rho$ as

$$
\begin{equation*}
\rho(\Delta \kappa, d)=1-\frac{x^{2}}{1+d^{2} x^{2} / \sigma} \tag{12}
\end{equation*}
$$

where $\sigma$ is a scale parameter and $d$ the Euclidean distance. The use of such a function to measure the similarity of the geometric properties allows reject or down-weight large dissimilarities. A set of robust error functions having the same behavior can be found in [15]. As the dissimilarities grow, the function $\rho$ decreases and the function $\rho$ approaches zero.

The graph hypersurface is then given by the following equation:

$$
\begin{equation*}
W=\left(x, y, z, \min \left(\left|\varphi_{0}\right| \rho\left(\Delta \kappa,\left|\varphi_{0}\right|\right),\left|\psi_{0}\right| \rho\left(\Delta_{\kappa},\left|\psi_{0}\right|\right)\right)\right) \tag{13}
\end{equation*}
$$

$\left|\varphi_{0}\right|$ and $\left|\psi_{0}\right|$ are the Euclidean distance from respectively $\mathcal{S}$ and $\mathcal{D}$. The mean curvature is easily computed from the level-set representation of the surfaces:

$$
\kappa=\frac{\left(\varphi_{y y}+\varphi_{z z}\right) \varphi_{x}^{2}+\left(\varphi_{x x}+\varphi_{z z}\right) \varphi_{y}^{2}+\left(\varphi_{x x}+\varphi_{y y}\right) \varphi_{z}^{2}-2 \varphi_{x} \varphi_{y} \varphi_{x y}-2 \varphi_{x} \varphi_{z} \varphi_{x z}-2 \varphi_{y} \varphi_{z} \varphi_{y z}}{\left(\varphi_{x}^{2}+\varphi_{y}^{2}+\varphi_{z}^{2}\right)^{3 / 2}} .
$$

To smooth irregularities coming from real data or singularities in the graph $W$, we perform a gaussian convolution on the graphs $W$. This guarantees that the partial derivatives $\frac{\partial w}{\partial x}, \frac{\partial w}{\partial y}$, and $\frac{\partial w}{\partial z}$ are always defined.
2.2.2. Similarity measure and matching paths. Let $\mathcal{S}$ and $\mathcal{D}$ be two surfaces drawn on $W$ and identified with "source" and "destination" surface. We want to compute minimal paths, on the manifold $W$, connecting $\mathcal{S}$ and $\mathcal{D}$. Wherever $W$ is considered as a cost hypersurface such a path corresponds to paths of minimal cost between the two structures. Computing such a path amounts to searching for an optimal path among all the paths $p_{X_{\mathcal{S}}}$ starting at $X_{\mathcal{S}} \in \mathcal{S}$ and ending at a point $X_{\mathcal{D}} \in \mathcal{D}$ and minimizing a given cost function $f$. A cost function $f$ can be easily derived using the fact, proven in [12], that the minimal path between $\mathcal{S}$ and $\mathcal{D}$ minimizes the sum of the distance maps. So we consider the cost function given
by

$$
\begin{equation*}
f(x, y, z)=\varphi(x, y, z)+\psi(x, y, z) \tag{14}
\end{equation*}
$$

where $\varphi$ and $\psi$ are the bivariate functions defining the distance maps $D_{\mathcal{S}}$ and $D_{\mathcal{D}}$. Note that the function $f$ may take negative values, as we take into account the interior and exterior of the surfaces. To define the matching paths we use a property of the graph surfaces $D_{\mathcal{S}}$ and $D_{\mathcal{D}}$ which relates the equal distance contour to minimal paths: the minimal paths are orthogonal to equal distance contours. Since the equal distance contours are level sets of the map $D_{\mathcal{S}}+D_{\mathcal{D}}$, a vector tangent to the matching path is defined by the gradient of the cost function:

$$
\nabla f=\nabla \varphi+\nabla \psi
$$

This approach gives a reliable path construction scheme: given a point $X_{\mathcal{S}}$ on the source area, move this point in the opposite direction of the gradient of $f$ until reaching a point on the destination area. The result is the minimal cost path connecting the two areas and starting at $X_{\mathcal{S}}$. This path $p(s)$ is defined by the parameterized curve $p(s)$ such that $p(0)=$ $X_{\mathcal{S}}, p(1)=X_{\mathcal{D}}$ and

$$
\frac{\partial p}{\partial s}=-\nabla(\varphi+\psi),
$$

where $X_{\mathcal{S}} \in \varphi_{0}^{-1}(0)$ is given and $X_{\mathcal{D}} \in \psi_{0}^{-1}(0)$ is unknown. These orbits are obtained by applying a classical Runge-Kutta scheme.

### 2.3. Meteorological Result

Results displayed in the figures come from an experiment led on a Meteosat temporal sequence of an atmospheric depression in the tropics. The Meteosat satellite has a 30 minutes acquisition's frequency. In some situations, this temporal sampling is not sufficient to characterize the structures evolution and a model has to be considered. For example, in the tropics clouds structures aggregate and disaggregate rapidly. Figure 1 shows two frames of such a sequence. These frames come from a sequence provided by LMD (Laboratory of Meteorological Dynamics, Ecole Polytechnique, France), copyright (c) 2001 EUMETSAT. Data acquired in infrared channel measure the temperature. Regarding clouds


FIG. 1. Two consecutive images extracted from the same METEOSAT sequence.


FIG. 2. Matching paths between the two meteorological structures.
observed on these data, it has been proved that cloud temperature is directly linked to the elevation hence leading to a measure of cloud elevation. This example is very interesting since the structure may deform rapidly and it displays large and small deformations at specific locations and changes of topology simultaneously. The matching is performed between the elevation maps of the two cloud structures extracted from Fig. 1. Figure 2 shows the result of the matching method. The leftmost cloud structure of Fig. 1 is clearly depicted with its two components. Above is the cloud structure corresponding to the elevation map of the rightmost image in Fig. 1. The matching paths are depicted in the two views of Fig. 2.

## 3. CONCLUSION

The research presented in this work introduces a new method for answering the problem of matching two objects. It relies on a geodesic distance evolution scheme written in the form of a partial differential equation for computing distance maps. The surface evolution scheme is a generalization of the geodesic curve evolution process presented in [12], leading to an algorithm for computing distance maps in 3-manifolds. The matching paths minimize a cost criterion which can incorporate various properties. The resulting matching algorithm allows us to take into consideration large deformations and topological changes between the source and destination surfaces. Use of the Hodge $*$ operator for deriving the surface propagation rule unveils a generalization of the matching process to any number of dimensions [10]. The level of generality of the matching process presented in this paper should give new insights to many problems in computer vision where the matching of complex structures is relevant.
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[^0]:    ${ }^{1}$ These assumptions do not restrict the validity of the theory presented in this work, as the manifold $X$ will appear as the graph of a cost function, which automatically satisfies these requiremenrs in practice.

[^1]:    ${ }^{2}$ It is important to note that the function $\varphi$ depends not only on $(x, y, z) \in \mathbb{R}{ }^{3}$, but also of the parameter $t$. To simplify the notations, we do not write explicity that dependence on $t$, but it is important to keep it in mind.

