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Abstract

The design and the debugging of large distributed AI systems require ab-

straction tools to build tractable macroscopic descriptions. Data aggregation

can provide such abstractions by partitioning the systems dimensions into

aggregated pieces of information. This process leads to information losses,

so the partitions should be chosen with the greatest caution, but in an accept-

able computational time. While the number of possible partitions grows ex-

ponentially with the size of the system, we propose an algorithm that exploits

exogenous constraints regarding the system semantics to find best partitions

in a linear or polynomial time. We detail two constrained sets of partitions

that are respectively applied to temporal and spatial aggregation of an agent-

based model of international relations. The algorithm succeeds in providing

meaningful high-level abstractions for the system analysis.

Keywords: Data aggregation, multi-agent systems, algorithmic complexity,

spatial and temporal analysis, news analysis.
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1 Introduction

The design, debugging, and optimization of large-scale distributed AI systems need

tools that proceed at high level of description, with insightful abstractions regarding

the system global dynamics. Among abstraction techniques (dimension reduction

in multivariate analysis, generalization in machine learning, subsetting, segmenta-

tion, and so on [3]), this report focuses on data aggregation. It consists in loosing

some information about the agent level to build simpler – yet meaningful – macro-

scopic descriptions. Such a process is not harmless: an unfortunate aggregation

may lead to a critical misunderstanding of the system behavior. Hence, we have to

determine what are the good abstractions and how to properly choose them.

Given a dimension of the system, each partition of its elements determines a

potential aggregation. Yet, the number of partitions of a set grows exponentially

with its size. Finding the partitions that maximize a given measure of quality is a

computationally-expensive problem. In this report, we propose an algorithm that

finds the “best partitions” in a linear or polynomial time, assuming that: (1) parts

of the dimension can be evaluated independently one from each other and (2) all

partitions are not necessarily eligible for aggregation. We show that, by intro-

ducing exogenous constraints into the best-partitions problem, the computational

complexity of the algorithm can be highly reduced. In a multi-agent perspective,

we present and apply two constrained sets of partitions, inherited from the spatial

and temporal semantics of multi-agent systems (MAS).

The state of the art in section 2 shows that the MAS community lacks of tools to

build high-level abstractions. Section 3 formalizes the best-partitions problem and

presents an algorithm that efficiently solves it. Section 4 presents two constrained

sets of admissible partitions, their semantics in MAS analysis, and their associated

complexity. Section 5 introduces information-theoretic quality measures to define

what are the “good” partitions depending on their complexity reduction and their

information loss. Section 6 applies the algorithm and measures for the analysis

of international relations through press media. Temporal and spatial dimensions

are aggregated to build meaningful multi-resolution representations of the dataset.

Section 7 concludes this research report and gives some perspectives.

2 Macroscopic Analysis of Large-scale MAS

This section shows that very few research efforts have been done in the MAS do-

main to evaluate and choose the right aggregations. In a comprehensive survey of

agent-based simulation platforms [14], Railsback et al. evaluate simulation tools

by implementing classical features of MAS modeling and analysis. Unfortunately,
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the abstraction problem is not tackled, thus indicating that such considerations are

seldom if ever taken into account. Indeed, most platforms (Java Swarm, Repast,

MASON, NetLogo and Objective-C Swarm) are confined to the microscopic simu-

lation of agents. Railsback warns against the lake of “a complete tool for statistical

output” in these platforms. The provision of global views on the MAS macroscopic

behavior thus constitutes an on-going research topic. Some tools for large-scale

MAS monitoring however address this issue. For example, in some debugging

systems, abstractions are used to reduce the information complexity of execution

traces. However, they are either limited to the simplification of agents internal

behavior, and do not tackled multi-agent organizational patterns [18], or provided

without any feedback regarding their quality [1]. In the ASGARD monitoring sys-

tem [17], the level of detail is grounded on the distance between the observer and

the agents in a 3D space. Such a visual aggregation is not controlled by the user

and, worst, it does not give feedback regarding the induced information loss.

Some techniques from graph analysis and data clustering build groups of agents

out of their microscopic properties (see for example [16, 13, 7]). Such consider-

ations may meet ours on a theoretical point of view, but the approach presented

in this report supports a very different philosophy: abstractions should be built

regarding some macroscopic semantics. We claim that, to be meaningful, the ag-

gregation process needs to rely on exogenous high-level abstractions defined by the

experts. Hence, our approach should rather be related to researches on multi-level

agent-based models [5]. These works openly tackle the abstraction problem by

designing MAS on several levels of organization according to expert definitions.

Such approaches aim at reducing the computational cost of simulations depending

on the expected level of detail. The algorithm and measures presented in this report

may provide a formal and quantitative framework to such researches.

To conclude, aggregation techniques should be more systematically imple-

mented in order to handle complex MAS. They should use consistent semantics

from the experts and provide tools to choose the best macroscopic descriptions.

3 Solving the Best-partitions Problem

Finding the partition that maximizes a given measure is a complex computational

problem. Indeed, the number of partition of a set grows exponentially with its

size. This section formalizes the best-partitions problem and its computational

complexity (3.1). Then it presents an algorithm that solves the problem without

the need of evaluating each partition independently (3.2). In section 4, we show

that the complexity of the best-partitions problem can be reduced by constraining

the set of meaningful partitions.
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3.1 The Best-partitions Problem

Definition 1. A population Ω is a set of individuals {x1, . . . , xn}. We mark |Ω| = n

the size of the population, P the set of its parts and P the set of its partitions.

The population generically represents a dimension of the MAS that can be

aggregated: agents, simulation steps, events, communications, and so on. Each

part X in P represents an aggregate that summarizes the behavior of its underlying

individuals. Each partition X in P represents a way of using aggregates to build

a macroscopic description of the population, both complete (each individual is at

least in one aggregate) and non-redundant (resp. at most in one aggregate).

Definition 2. A measure of partitions quality m is an application that associates a

value in R to each partition in P.

The measure m represents the quality of the aggregated descriptions induced

by the partitions. It thus gives a criterion to choose the aggregates that will sum-

marize the MAS dimensions, according to an expected quality level.

Definition 3. The best partitions P, according to a measure m, are the partitions

in P that maximizes m:

P = argmax
X∈P

m(X )

Computing P is what we call the best-partitions problem.

The problem complexity is related to the number of partitions. For a population

of size n, it is given by the Bell formula:

|P| = Bn+1 =

n
∑

k=0

(

n

k

)

Bk = O

((

n

ln(n)

)n)

Hence, |P| grows worse than exponentially with the size of Ω. So we need a way

to find best partitions without measuring every possible ones.

3.2 An Algorithm Based on the Sum Property

An interesting algebraic property of quality measures can make the best-partitions

problem tractable, namely the sum property [2].

Definition 4. A measure of partitions quality has the sum property if it is the ad-

ditive extension of a measure on parts:

∀X ∈ P, m(X ) =
∑

X∈X

m(X)
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In other words, a measure has the sum property if it can be defined as the sum

of the measures of its parts. A trivial example of such a measure is the size of

partitions.

m(X ) = |X | =
∑

X∈X

1

In section 5, in order to build meaningful aggregations of MAS, we propose more

relevant quality measures.

The sum property guaranties that the quality of an aggregate does not depend

on the way other individuals are themselves aggregated (in fact, it is a stronger

hypothesis since it assumes that the measure m is also additive).

Definition 5. A partition X is a refinement of a partition Y if every part in X is a

subset of some part in Y . We mark X ≺ Y . Moreover, X is covered by Y if there

is no partition Z such that X ≺ Z ≺ Y . In this case, we mark X ≺: Y .

The covering relation thus expresses the atomic disaggregations that can be

applied to a given partition. Therefore, once we computed the best partitions P(X)
of a given part X , it can be used to find the best partitions among all covering ones.

Moreover, the best refining partitions of a partition X can be recursively found as

the Cartesian product of the best partitions of its parts:

P(X ) = ×
X∈X

P(X)

Besides, each partition of a part X is either a refining partition of a covering

partition of {X}, or the {X} partition itself. Hence, best partitions can also be

recursively founded in the following set of partitions:

{X} ∪





⋃

Y≺:{X}

P(Y)





The following algorithm uses this “refinement and covering structure” to make

the least possible evaluations. It begins by the whole aggregated population and

proceeds step by step by comparing it with the covered partitions, expressing the

possible atomic desegregations one can perform. To evaluate these next partitions,

the algorithm is recursively applied on each of their parts.
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Algorithm. Find the best partitions P wrt to a measure m:

1. Get the partitions in P that are covered by {Ω}:

cov({Ω}) = {X ∈ P\X ≺: {Ω}}

2. For each covered partition X ∈ cov({Ω}):

Recursively find the best partitions P(X) of each part X ∈ X ;

Merge these best partitions to get the best refining partitions of X :

P(X ) = ×
X∈X

P(X)

3. Compare the best refining partitions, and the partition {Ω}, with each

other;

4. Return the ones that maximize m.

3.3 Algorithmic Complexity

The intermediary results of the recursion can be stored so that the algorithm is ap-

plied only once to each part X in P . Regarding the complexity in space, hereafter

marked space(P), the memory size required by the algorithm is then proportional

to the number of parts |P| = 2n. Hence, the space complexity is exponential:

space(P) = Θ(2n)

To determine the complexity in time, hereafter marked time(P), we are in-

terested in the total number of comparisons (step 3 of the algorithm). There are
(

n

m

)

parts of size m in P and each as exactly (2m−1 − 1) covering partitions.

time(P) =

n
∑

k=0

(

n

k

)

(2k−1 − 1)

=
1

2

n
∑

k=0

(

n

k

)

2k1n−k −
n
∑

k=0

(

n

k

)

1k1n−k

=
3n

2
− 2n

Hence:

time(P) = Θ(3n)
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Even if these complexities are much lower than the total number of partitions

|P|, the algorithm as an exponential complexity in space and in time. Therefore,

it cannot be exploited in practice for the whole set of partitions P. Classically,

heuristics may be developed to partially solve the problem in a non-exponential

time. However, we claim that most real-world problems bring into play a kind or

another of exogenous constraints that, by introducing some semantics, can reduce

the complexity of the best-partitions problem.

4 Introducing Semantics in the Best-partitions Problem

In classical clustering problems individuals are considered regardless of any ex-

ogenous topological properties. However, in MAS analysis, the system dimensions

often have a precise semantics. Agents are for example organized in groups, roles,

or tasks. Events, communications, and dynamics rely on the natural order of time.

These semantics are essential for the analysis and, thereby, they should be included

in the aggregation process.

4.1 The Constrained Best-partitions Problem

The set of partitions P corresponds to an unconstrained aggregation. Let Pa be a

subset of admissible partitions. The constrained best-partitions problem consists

in computing:

Pa = argmax
X∈Pa

m(X )

Our algorithm can be applied to every subset Pa of admissible partitions. Its

complexity depends on the “covering structure” of such a set. In particular, the

less a partition admits covered partitions within Pa, i.e. the more the “covering

structure” is constrained, the more the algorithm is tractable.

In the following subsections, we present two sets of admissible partitions that

are essential for MAS analysis: from a hierarchy and from an order. For each, we

indicate:

• |Pa|, the number of admissible partitions;

• space(Pa), the number of underlying parts, to which the memory size needed

by the algorithm is proportional;

• time(Pa), the number of comparisons computed by the algorithm (step 3),

determining its time complexity.
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4.2 Admissible Partitions from a Hierarchy

Agents in MAS can be hierarchically organized: e.g. for decision making [12], for

multi-level simulation [5], from a network analysis point-of-view [7]. Admissible

partitions should be consistent with such organizations by forbidding aggregates

that mix disjoint elements of the hierarchy. In section 6, we apply this organiza-

tional pattern to the spatial aggregation of world countries [4]. Hierarchies used by

geographers to build global statistics about world areas are exploited to compute

geographically consistent aggregations.

Definition 6. A hierarchy H on a population Ω is a subset of P such that ev-

ery parts in H are either disjoint or included in each other. A hierarchical set

of partitions PH is the subset of P containing all partitions which parts are

elements of H.

Fig. 1 represents a hierarchy of 5 individuals {M,U, S, I, C}. More gener-

ally, a hierarchically organized population of n individuals cannot have more than

(2n− 1) parts. Hence:

space(PH) = O(n)

M U S I C

MU SIC

MUSIC

M U S I C

M U S I C

MU SIC

MU SIC

MUSIC

Figure 1: On the left: the nested-box representation of a 5-individuals hierarchy. [Each

box corresponds to an admissible part to build partitions.] On the right: the associated

“covering and refinement structure” followed by the algorithm. [Dashed arrows, from a

partition to one of its parts, represent recursive calls (step 2). Thick arrows, from a part to

a covered partition, represent comparisons (step 3).]
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This complexity corresponds to the largest possible hierarchies (binary trees). For

less complete hierarchies, it can be highly reduced. The “covering structure” of a

hierarchy forms a simple tree (see thick arrows in Fig. 1) where each part has only

one covered partition. Hence:

time(PH) = space(PH) = O(n)

The number of admissible partitions still grows exponentially. Indeed, for each

fork of the tree, the number of admissible partitions within a branch is multiplied

by those of the other branches. An analysis of the series Un = (Un−1)
2 + 1 gives

the following asymptotic behavior:

|PH| = O(cn) where c ≈ 1, 2

As a consequence, in this very constrained case, even if the number of induced

partitions still grows exponentially, the algorithm has a linear complexity in space

and in time.

4.3 Admissible Partitions from an Order

A MAS dimension may also be subject to an order, often when it has a temporal

aspect. In this cases, the partitions should preserve this relation by aggregating

only intervals of individuals. For example, in section 6, such an ordered structure

is exploited to build consistent aggregations of weeks.

Definition 7. Assuming a total order < on Ω, the set of ordered partitions P< is the

subset of P containing all partitions which parts are intervals [x, y] of individuals

(x < y).

For a population of n individuals, there are (n+ 1− k) parts of size k.

space(P<) =

n
∑

k=1

(n+ 1− k) =
1

2
(n+ 1)n

Hence:

space(P<) = Θ(n2)

This corresponds to the number of intervals [x, y] one can build with two degrees

of freedom.

9



Fig. 2 represents the “covering structure” of the admissible partitions for an

ordered population of size 4. It is far more intricate than for a hierarchical set. We

can see that each part of size k as k − 1 covered partitions.

time(P<) =

n
∑

k=1

(n+ 1− k)(k − 1) =
1

6
(n+ 1)n(n− 1)

Hence:

time(P<) = Θ(n3)

In this case equally, the number of admissible partitions grows exponentially with

the size of the population (|P<| = Θ(2n)), but the algorithm still has a polynomial

complexity in space and in time.

1 2 3 4

1 2 2 3 3 4

12 23 34

1 23 2 34 12 3 23 4

123 234

1 234 12 34 123 4

1234

Figure 2: The “covering and refinement structure” of a 4-individuals ordered population.

[As in Fig. 1, dashed arrows represent recursive calls of the algorithm and thick arrows

represent executed comparisons.]
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4.4 Multi-dimensional Partitions

Given two populations Ω1 and Ω2, a set of bidimensional individuals is given by

the Cartesian product Ω1×Ω2. Bidimensional parts are rectangles. Bidimensional

partitions correspond to couples of unidimensional partitions within P1 × P2. A

multi-dimensional set of partitions thus expresses the simultaneous aggregation of

several correlated populations.

Definition 8. Let P1 and P2 be two sets of admissible partitions on two popu-

lations Ω1 and Ω2. The induced multi-dimensional set of admissible partitions

on Ω1 × Ω2 is given by the Cartesian product P1 ×P2.

The number of admissible partitions is multiplied, as well as the number of

admissible parts:

|P1 ×P2| = |P1||P2|

space(P1 ×P2) = space(P1) space(P2)

Each bidimensional part has the covered partitions within its own dimension,

plus those of the other dimension. A simple computation gives:

time(P1 ×P2) = time(P1) space(P2) + time(P2) space(P1)

Therefore, when we simultaneously aggregate hierarchical or ordered dimen-

sions, the algorithm still has a polynomial complexity in space and in time.

5 Quality Measures from Information Theory

This section presents some measures of partitions quality that fit the sum property.

Their interest is discussed in previous works [11, 9]. We do not claim that they are

the only relevant measures, but that they express interesting properties and meet

the MAS analysis purposes.

5.0.1 The Dual Problem of Aggregation

We consider an attribut that takes a real positive value v(x) for each individual x

in Ω (e.g. size or weight of the individual, its events or communications number).

It can be additively extended on parts as follows:

∀X ∈ P, v(X) =
∑

x∈X

v(x)
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Thus, we mark v(Ω) the sum of all the individual values. Given a partition X of

Ω, the set of values {v(X)}X∈X provides a description of the population attribute.

It is microscopic when all the individual values are indicated: {v(x)}x∈Ω, and

fully aggregated when only the sum of all values is indicated: {v(Ω)}. In order

to simplify the system descriptions, aggregation looses information regarding the

individual values. Hence, two aspects of partitions should be evaluated: (1) How

much a given partition reduces the description complexity? (2) How much, by

doing so, it loses precious information about it?

• The gain measure estimates the reduction of complexity between two parti-

tions: gain(X ) = C(X0) − C(X ), where X0 is a partition of reference (for

example the microscopic partition).

• In the same way, the loss measure estimate the information lost by aggregat-

ing X wrt a partition X0.

These two measures can then be combined in an parametrized information

criterion PIC that expresses the trade-off between such the gain ratio and the loss

ratio:

PICα(X ) = α

(

gain(X )

gain({Ω})

)

− (1− α)

(

loss(X )

loss({Ω})

)

where α ∈ [0, 1] is the parameter used to balance the trade-off. For α = 0, max-

imizing the PIC is equivalent to minimizing the loss: the best partition is always

the microscopic one. For α = 1, it is the fully aggregated one. When α varies

between 0 and 1, a whole class of nested partitions arises. The choice of this pa-

rameter is deliberately left to the user, so she can adapt the level description to her

varying requirements: between the expected amount of details and the available

computational resources.

Shannon Entropy as a Measure of Complexity

The Shannon entropy estimates the quantity of information needed to encode a

given description. From Shannon’s formula [15], we get (see [11] for details):

gain(X ) =
∑

X∈X

(

v(X) log2 v(X)−
∑

x∈X

v(x) log2 v(x)

)

The entropy is a classical complexity measure: the higher it is for a given aggregate,

the more information we save.
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Kullback-Leibler Divergence as a Measure of Information Loss

The Kullback-Leibler divergence estimates the information quantity wasted during

the aggregation process. From Kullback’s and Leibler’s formula [8], we get:

loss(X ) =
∑

X∈X

(

∑

x∈X

v(x)× log2

(

v(x)×
|X|

v(P )

)

)

Interestingly, an aggregate which internal distribution is very heterogeneous

has a very high divergence, indicating an important information loss.

6 Application to News Analysis

Our global approach is currently being evaluated as part of a multidisciplinary re-

search project, in collaboration with geographers and media experts [4]. It aims

at designing tools for the visualization and the analysis of international relations

within print media. The concept of event is at stake, in particular regarding its spa-

tial and temporal granularity. Indeed, the description level of news carries a strong

meaning for social scientists. The project aims at defining useful abstractions for

the analysis, in space, in time, and wrt to the thematic dimension.

This section presents early applications of the best-partitions algorithm to il-

lustrate its results and to convince of its interest for the analysis of MAS. We work

with two populations:

• Ωc contains nc = 168 countries (the system agents)

• Ωw contains nw = 90 weeks (the system steps)

We work with 60,000 papers of The Guardian. For each couple of individuals

(c, w) in Ωc×Ωw, we count the number of papers published during the week w that

cite the country c. This gives us the values v(c, w) of an attribute that expresses

the media weight of a country at a given time. These values are interpreted as the

microscopic description of the MAS activity. The following experiments shows

how it can efficiently be aggregated by our approach to help analyzing news.

6.1 Temporal Aggregation

The set of weeks Ωw is naturally ordered by the “arrow of time”. We mark Pw the

corresponding set of ordered partitions. Given a country c ∈ Ωc, the algorithm can

be applied to the corresponding values v(c,Ωw) = {v(c, w)\w ∈ Ωw}. Among
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the |Pw| = 2nw−1 = 6.19× 1026 admissible partitions, the algorithm computes P

in time(Pw) =
1

6
(nw + 1)nw(nw − 1) = 1.21× 105 steps

The following results concern c = Tunisia. The left plot in Fig. 3 gives the

gain and loss ratio of the best partition depending on the value of the α parameter.

It presents the set of best partitions that one can choose depending on the expected

level of details and the corresponding information loss. Fig. 4 explicits the micro-

scopic descriptions (α = 0) and two aggregated descriptions. For α = 0.4, only 13

values are displayed, 9 of them being aggregated values. Some global patterns –

as peaks and homogeneous periods – can instantaneously be spotted. For α = 0.6,

the distribution is roughly approximated by 3 aggregated values. It shows that the

number of citations regarding Tunisia has been globally decreasing over the last

two years. In both cases, the temporal order is preserved by the aggregation.

6.2 Spatial Aggregation

In a geographical analysis context, partitions can be defined according to world

topological or socio-economical properties. We consider WUTS – a hierarchical

organizations of Ωc that defines 5-level nested partitions of world countries [6].

These aggregates are used by geographers to build global statistics about world

areas, from the microscopic level of agents to the full aggregation. We mark Pc

the corresponding hierarchical set of partitions. Given a week w ∈ Ωw, the algo-

rithm can be applied to the corresponding values v(Ωc, w) = {v(c, w)\c ∈ Ωc}.

Among the |Pc| = 3.8 × 1012 admissible partitions, the algorithm computes P

in time(Pc) = 64 comparisons (the number of non-individual aggregates in the

WUTS hierarchy).

The following results concern w = the week from the 7th to the 13th of January,

2013. Fig. 3 presents the gain and the loss of the best partitions depending on the

value of the α parameter. Fig. 5 explicits two of these partitions, for α = 0.4
and α = 0.5. The best-partitions algorithm leads to multi-resolution maps of the

worlds that are coherent with its topological properties. For example, on the second

map, 6 values are represented, 3 of which are aggregated: for Latin American,

Euro-African, and Asian-Pacific countries. These three aggregates do correspond

to commonly used high-level abstractions for geographical analysis.
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Figure 3: The gain and loss ratio (resp. black and gray lines) of best partitions, for temporal

and spatial aggregation (resp. left and right plots). [Dashed vertical lines correspond to the

value of the alpha parameter for aggregations displayed resp. in Fig. 4 and Fig. 5.]
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Figure 4: Temporal aggregation of the Tunisia citations, from the weeks level. [The best-

partitions algorithm computes the aggregations that preserves the natural order of time,

while maximizing our information-theoretic measure.]
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α = 0.4 α = 0.5

Figure 5: Spatial aggregation of a week in January, from the countries level. [The size of

circles correspond to the number of citations regarding world areas.]

7 Conclusion and Perspectives

In this report, we propose an algorithm to efficiently solve the best-partitions prob-

lem on the basis of two essential assumptions: (1) the measure to be optimized has

the sum property [2] and (2) the semantics of aggregated dimensions can be used

to reduce the set of admissible partitions. Given that, the best-partitions algorithm

is able to efficiently build meaningful aggregated descriptions for MAS analysis.

The algorithm is illustrated on a dataset of newspaper articles. The temporal di-

mension is aggregated in a polynomial time and the resulting best-partitions are

consistent with the temporal order. The spatial dimension is aggregated in a linear

time, thanks to a hierarchical organization inherited from geographers. It leads to

multi-resolution maps that are consistent with the geographical constraints.

We are currently exploiting this approach further for performance visualiza-

tion of large-scale distributed systems [10]. This kind of application shows that

the best-partitions algorithm can be scaled up to 1 million agents on the spatial

dimension. To continue this research effort, other interesting constraints for MAS

analysis should be investigated, along with their associated algorithmic complex-

ity. This approach may also be generalized from partitions to all incomplete and/or

redundant sets of parts. This would allow a greater variety of admissible macro-

scopic descriptions.
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