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Conditions aux bords péservant la limite asymptotique pour

les équations cinétiques sur grilles Cartésiennes.

Résumé : Un schéma simple au deuxième order sur grille cartésienne pour les équations ciné-
tique est présenté, avec un soin pariculier pour imposer les conditions de paroi sur des solides
immergés. Cette approche préserve au niveau discret et jusqu’à la paroi la limite asymptotique
vers les équations d’Euler, assurant ainsi une transition non brutale vers le régime hydrody-
namique. Des cas test exacts, numériques et expérimentaux sont simulés afin de montrer la
précision de la méthode.

Mots-clés : Equation de Boltzmann, modèle BGK, grille cartésienne
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1 Introduction

A typical feature of complex gas flows is the presence of both continuum and rarefied regimes in
the same field. The Boltzmann equation is the main tool for modelling rarefied gas regimes [6]:

∂f

∂t
(x, ξ, t) + ξ · ∇xf(x, ξ, t) = Q(f, f) (1)

where f is the distribution function with an initial data given by f0(x, ξ, t = 0), x is the space
variable of dimension d, ξ is the microscopic velocity variable of dimension N and Q(f, f) is a
bilinear operator that models the collisions between particles.

Rarefied flow regimes are characterized by a high Knudsen number (> 10−2) defined as
follows:

Kn =
λ

L

where λ is the mean free path of the particles and L is the characteristic length of the problem.
When the Knudsen number goes to zero, the continuum regime is approached. In this regime the
flow can be modelled thanks to Navier-Stokes equations for small Knudsen numbers, or Euler
equations when Kn→ 0.

The main fields of application of Boltzmann equation are those where the mean free path
becomes large compared to the scales of the phenomenon under consideration. This is typically
the case for space re-entry problems where the density dramatically decreases in the upper layers
of the planetary atmosphere. More recently, applications are also found in nano systems, even
in standard gas conditions, [23].

Directly solving the Boltzmann equation is computationally prohibitive because of high-
dimensionality and of the complexity of the collision operator Q(f, f), see for instance [10].
However, several numerical models exist to get around this difficulty.

One of the most popular model is the Direct Simulation Monte Carlo (DSMC, [4]). This is a
statistical approximation of the Boltzmann equation that is numerically viable for high Knudsen
numbers, but becomes very costly for low Knudsen numbers. For these regimes it also has the
disadvantage of generating noisy results.

The BGK equation [3] is a computationally efficient approximation of the Boltzmann equation
for kinetic regimes at relatively low Knudsen numbers. It is based on a simple model for the
collision term, that is expressed as a relaxation of the distribution function towards an equilibrium
Maxwellian distribution. In this work, we will consider the BGK equation as kinetic model, but
the structure of the boundary condition we propose can be extended to more general kinetic
models.

The BGK model is by construction consistent with the hydrodynamic limit at the continuous
level, i.e., for very small Knudsen numbers the Euler limit is recovered. The numerical schemes
used to solve the BGK model that respect this property are called asymptotic preserving (AP),
after the pioneering work [21]. Many schemes available today can be proven to be AP, see for
instance the deterministic methods of [30]; the Exponential Runge Kutta schemes of [11]; the
Micro-Macro decomposition of [2], the fully implicit scheme in [33], or the Unified Gas-kinetic
scheme of [36]. See also the review in [22]. However the same attention has not been devoted to
the AP enforcement of boundary conditions. Also the task of preserving accuracy up to the wall
is not trivial [15], and moreover the behaviour of kinetic boundary conditions, as the Knudsen
number approaches zero, to our knowledge has not yet been dealt with. In this work we show that
a naive implementation of standard kinetic boundary conditions creates a spurious energy flux at
the boundary, which is inconsistent with the Euler set up. We propose a simple modification that
ensures that the scheme remains AP up to the boundary. In this sense, two contributions are
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4 Bernard & Iollo & Puppo

present in this paper. We start from the consideration that standard specular reflection at solid
walls is a consistent asymptotic preserving boundary condition at the continuous level. However,
we show that at the discrete level specular reflection introduces spurious boundary layers also in
the limit of very small Knudsen numbers. Therefore, we first consider the problem of devising
a numerically consistent boundary condition of the kinetic scheme in the hydrodynamic regime.
Next, we investigate a second-order accurate method to enforce this boundary condition on solid
wall arbitrarily crossing a Cartesian mesh.

The use of Cartesian grids is motivated by the fact that they allow a drastic reduction of
the computational setup for complex unsteady geometries. For body-fitted grids, in the case of
moving geometries, at each time step a new mesh has to be generated. Accurate moving mesh
techniques have been recently developed for diluted gas flows [20], [7]. Nonetheless, body-fitted
schemes for moving and possibly deforming multiple bodies evolving in a rarefied flow do not
seem a computationally viable approach in general. The schemes resulting from Cartesian meth-
ods are easily parallelizable and they can efficiently be mapped to high-performance computer
architectures. They avoid dealing with grid generation and grid adaptation, a prohibitive task
when the boundaries are moving. However, in order to preserve adequate spatial accuracy at
the boundaries arbitrarely crossing, the effort is transferred to the enforcement of the boundary
condition near the body.

Peskin [31] first introduced the immersed boundary method (IBM) to study biological flow
problems governed by the incompressible Navier-Stokes equations. The idea was to add singular
forcing terms in the momentum equation to take into account the effect exerted by the solid
on the fluid. Another class of immersed boundary methods is the so-called Cartesian cut-cell
methods [37], [18]. In this approach, the boundary cells are cut to fit the body. This may lead
to singular cells that are not square any more but polygons. If the size of the polygons becomes
too small or if a polygon is too deformed, a heavy restriction is imposed on the time step and
accuracy. To avoid this, problematic cells are merged to neighbours and new cells are created,
but this task is still a delicate issue in general geometries. Another possibility is to introduce
ghost cells in the solid where fictitious data are computed in order to enforce boundary conditions
at cells interfaces [12], [13]. Then the fluxes are modified to take into account the presence of
the body. This idea has already been developed to second-order accuracy for Euler equations
[17] and elliptic equations [9], [16]. In the present work it is extended to the BGK equation with
a special care on preserving the asymptotic limit towards Euler equations.

2 Governing equations

In the following we will present in some detail the model equations and the discrete integration
scheme for sake of completeness and to fix notation.

2.1 The dimensionless BGK model

The BGK model gives a simple representation of the collision term Q(f, f):

∂f

∂t
(x, ξ, t) + ξ · ∇xf(x, ξ, t) =

1

τ
(Mf (x, ξ, t)− f(x, ξ, t)) (2)

where τ is the relaxation time and Mf is the Maxwellian distribution function, that is obtained
as follows:

Mf(x, ξ, t) =
ρ(x, t)

(2πRT (x, t))N/2
exp

(
− | ξ − U(x, t) |2

2RT (x, t)

)
(3)

Inria
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where R is the universal gas constant, T (x, t), U(x, t) and ρ(x, t) are the macroscopic values of
temperature, velocity and density, respectively. Macroscopic quantities are calculated from the
moments of f defined by:




ρ(x, t)
ρ(x, t)U(x, t)

E(x, t)


 =

∫

RN

f(x, ξ, t)m(ξ)dξ with m(ξ) =




1
ξ

1

2
| ξ |2


 (4)

Here E is the total energy obtained as follows:

E(x, t) =
N

2
ρRT +

1

2
ρ | U(x, t) |2 (5)

We consider a monoatomic gas for which the ratio of specific heats γ can be calculated as:

γ = 1 +
2

N

In the following, N = 3 and therefore γ=5/3.

The relaxation time for the BGK model can be written as:

τ−1 = cρT 1−ν with c =
RT ν0
µ0

where ν is the exponent of the viscosity law of the gas, µ0 is the reference viscosity of the gas at
the reference temperature T0.

Let the following dimensionless parameters:

t̂ =
t

t0
x̂ =

x

L
ξ̂ =

ξ

(RT0)1/2
Û =

U

(RT0)1/2

ρ̂ =
ρ

ρ0
T̂ =

T

T0
f̂ =

f

ρ0/(RT0)N/2
M̂f =

ρ̂

(2πT̂ )N/2
exp

(
− |ξ̂ − Û |2

2T̂

)

then, the dimensionless form of the BGK equation is (hats are dropped for simplicity):

Sh ∂tf + ξ.∇xf =
1

Kn∞

ρT 1−ν(Mf − f) (6)

with

Sh =
L

(RT0)1/2t0
Kn∞ =

λ

L
with λ =

µ0√
RT0ρ0

(7)

where Sh is the so-called Strouhal number usually set to 1 by choosing an adapted time scale
and Kn∞ is the Knudsen number in the reference conditions.

In the following it will be useful to define a local Knudsen number that corresponds to the
relaxation time in dimensionless form:

1

τ
=

1

Knlocal
=

1

Kn∞

ρT 1−ν
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6 Bernard & Iollo & Puppo

2.2 BGK reduced model

Let us consider the dimensionless BGK model with Sh = 1. Thanks to the Chu reduction [8],
in 1D and 2D it is possible to reduce the number of independent variables in velocity space. For
the 1D case, let:

φ(x, ξu, t) =

∫

R2

f(x, ξ, t)dξvdξw

ψ(x, ξu, t) =

∫

R2

1

2
(ξ2v + ξ2w)f(x, ξ, t)dξvdξw

and multiply the full model by m1(ξ) = (1, ξu,
1

2
ξ2u)

T . After integration with respect to ξv and

ξw, we have:




∂tφ(x, ξu, t) + ξu∂xφ(x, ξu, t) =
1

τ
(Mφ(x, ξu, t)− φ(x, ξu, t))

∂tψ(x, ξu, t) + ξu∂xψ(x, ξu, t) =
1

τ
(Mψ(x, ξu, t)− ψ(x, ξu, t))

(8)

where Mφ =
∫
R2 Mfdξvdξw and Mψ =

∫
R2

1

2
(ξ2v + ξ2w)Mfdξvdξw. In the continuous case, these

expressions are:





Mφ(ξ) =
ρ(x, t)√
2πT (x, t)

exp
(
− (ξu − U(x, t))2

2T (x, t)

)

Mψ(ξ) =
(N − 1)T (x, t)

2

ρ(x, t)√
2πT (x, t)

exp
(
− (ξu − U(x, t))2

2T (x, t)

)
=

(N − 1)T (x, t)

2
Mφ

where U(x, t) and T (x, t) are the macroscopic velocity and macroscopic temperature, respectively.

The same procedure can be applied in 2D, integrating over the third component of the velocity.
We obtain:

φ(x, y, ξu, ξv, t) =

∫

R2

f(x, y, ξ, t)dξw

ψ(x, y, ξu, ξv, t) =

∫

R2

1

2
ξ2wf(x, y, ξ, t)dξw

and then: 



∂tφ(X, ξ2, t) + ξ2 · ∇φ(X, ξ2, t) =
1

τ
(Mφ(X, ξ2, t)− φ(X, ξ2, t))

∂tψ(X, ξ2, t) + ξ2 · ∇ψ(X, ξ2, t) =
1

τ
(Mψ(X, ξ2, t)− ψ(X, ξ2, t))

(9)

where ξ2 = (ξu, ξv)
T , Mφ =

∫
R2 Mfdξw and Mψ =

∫
R2

1

2
ξ2wMfdξw . In the continuous case, these

expressions are:





Mφ =
ρ(X, t)

2πT (X, t)
exp

(
− |ξ2 − U(X, t)|2

2T (X, t)

)

Mψ =
(N − 2)T (X, t)

2

ρ(X, t)

2πT (X, t)
exp

(
− |ξ2 − U(X, t)|2

2T (X, t)

)
=

(N − 2)T (X, t)

2
Mφ

Inria
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2.3 The discrete model in velocity space

By construction, the distribution function f and the Maxwellian distribution function Mf satisfy:

∫

R3

Mfm(ξ)dξ =




ρ(x, t)
ρ(x, t)U(x, t)
E(x, t)


 =

∫

R3

fm(ξ)dξ

This is an essential property to ensure conservation of mass, momentum and energy.
In the discrete case, a grid must be introduced in velocity space and integrals are evaluated

by quadrature. Let 〈., .〉 denote the quadrature rule. Based on the work of Cabannes et al. [5] on
entropic Maxwellian states, Mieussens proved in [27] that a discrete Maxwellian can be expressed

as M̃f = exp(α ·m(ξ)), such that:

〈M̃f (ξ),m(ξ)〉 =




ρ
ρU
E




at the discrete level.
The discrete Maxwellian distribution function M̃f can be computed as the solution of a

non-linear system solved with a Newton-Raphson algorithm.
We use a uniform velocity grid symmetric with respect to 0 and such that f is negligible

outside the grid. Hence, the trapezoidal quadrature rule is used because it has spectral accuracy
for smooth and periodic functions on a uniform grid. In 1D:

Gv = (ξi)i=−n..n with ξi = i∆ξ

For multidimensional cases, the same discretization is independently performed in all directions.

3 The numerical method

The numerical method will be described for one equation of the 2D reduced model. The two
equations of the reduced model have the same form. Hence we employ the same scheme for both
equations (on two different distribution functions).

3.1 The space discretization

The physical space Ω is discretized on a Cartesian grid with n×m cells:

Ω =
⋃

i=1..n
j=1..m

Ωi,j =
⋃

i=1..n
j=1..m

[xi−1/2, xi+1/2]× [yj−1/2, yj+1/2]

such that (xi, yj) are the coordinates of the center of cell (i, j) and (xi+1/2, yj) are the coordinates

of the center of the interface between cells (i, j) and (i+1, j). On a space cell Ωi,j =
[
xi−

∆x

2
, xi+

∆x

2

]
×

[
yj −

∆y

2
, yj +

∆y

2

]
, eq.(9) is integrated with a finite volume method:

∂fi,j
∂t

+ ξ ·
∫

∂Ωi,j

fn∂Ωi,j
dσ =

1

τi,j
(Mfi,j − fi,j) (10)

where fi,j =
1

|Ωi,j |
∫
Ωi,j

fdxdy and Mfi,j =
1

|Ωi,j |
∫
Ωi,j

M̃fdxdy.

RR n° 8471



8 Bernard & Iollo & Puppo

Since a uniform Cartesian grid is considered, the equation can be simply rewritten in terms
of fluxes at each numerical interface (between two cells):

∂fi,j
∂t

+
1

∆x
(Fi+ 1

2
,j − Fi− 1

2
,j + Fi,j+ 1

2

− Fi,j− 1

2

) =
1

τ
(Mfi,j − fi,j) (11)

with F
i+

1

2
,j

the numerical flux between cell Ωi,j and cell Ωi+1,j (with a similar notation for the

other fluxes) which is expressed as :

Fi+ 1

2
,j = max(0, ξu)fl +min(0, ξu)fr (12)

with fr and fl the values of f on the two sides of the interface and ξu the first component of the
microscopic velocity. The numerical expression of the distribution functions fl, fr depends on
the reconstruction used at the numerical interface. For a first order reconstruction, fl = fi,j and
fr = fi+1,j . For second order accuracy, a MUSCL reconstruction with slope limiters (MinMod
for example) is employed:





fl = fi,j +
1

2
MinMod(fi+1,j − fi,j , fi,j − fi−1,j)

fr = fi+1,j −
1

2
MinMod(fi+1,j − fi,j , fi+2,j − fi+1,j)

(13)

3.2 The time discretization

The time discretization can be performed for all terms explicitly. But in this case, the time step
will be determined by the space discretization (∆x), the maximum velocity of the velocity grid
and the relaxation time τ . For small Knudsen numbers, the relaxation part becomes very stiff
(τ very small) and imposes a very strong restriction on the time step. Asher et al. [1] first
presented IMEX schemes to cure this issue. Here, the IMEX scheme [24], [29] is chosen. The
relaxation term is treated implicitly while the convective part is non stiff but highly non linear
which means that an explicit scheme is more efficient.

The time integration for a ν-stages IMEX Runge-Kutta scheme reads as follows:

fn+1
i,j = fni,j −∆t

ν∑
k=1

ω̃kξ∇xf
(k)
i,j +

∆t

τ

ν∑
k=1

ωk(M
(k)
fi,j

− f
(k)
i,j )

f
(k)
i,j = fni,j −∆t

k−1∑
l=1

Ãk,lξ∇xf
(l)
i,j +

∆t

τ

k∑
l=1

Ak,l(M
(l)
fi,j

− f
(l)
i,j )

f
(1)
i,j = fni,j +

∆t

τ
A1,1(M

(1)
fi,j

− f
(1)
i,j )

(14)

where A and Ã are ν× ν matrices, with Ãi,s = 0 if s ≥ i and Ai,s = 0 if s > i. These coefficients
are derived from a double Butcher’s tableaux:

Ã

ω̃T

A

ωT

Inria



Accurate AP Boundary Conditions for Kinetic Equations on Cartesian Grids 9

All the quantities until stage k − 1 are known so the equation for stage k becomes:

f
(k)
i,j =

τ

Ak,k∆t+ τ

(
fni,j −∆t

k−1∑

l=1

Ãk,lξ∇xf
(l)
i,j +

∆t

τ

k−1∑

l=1

Ak,l(M
(l)
fi,j

− f
(l)
i,j )+

Ak,k∆t

τ
M

(k)
fi,j

)

where f
(k)
i,j can be then computed explicitly since all the right hand side is known.In fact the

Maxwellian at stage k, M
(k)
fi,j

can be computed using the macroscopic variables at the previous

stages, see [32].

We are interested in first and second order schemes, hence we use the IMEX schemes given
by the following tableaux:

First-order scheme:

0

1

1

1

Second-order scheme:

0 0 0

0 0 0

0 1 0

0 1

2

1

2

1

2
0 0

-1
2

1

2
0

0 1

2

1

2

0 1

2

1

2

4 The level set function

When an immersed solid is considered on a Cartesian grid, one needs to apply the wall boundary
condition on a surface that is arbitrarily crossing the grid. The discretization scheme we employ,
directly uses geometric information delivered by the distance function defined on the Cartesian
grid to reconstruct the solution near the solid boundaries.

To this end, the domain is decomposed in a fluid part and a solid part. In the solid the
values of the physical variables are imposed in each cell since there is no calculation to perform.
Such cells are called penalized cells. To decide whether or not a cell is penalized on a Cartesian
mesh and to improve accuracy at the boundaries, we use the signed distance between a grid
point and the immersed body. This distance is given by a specific level set function. Introduced
by Osher and Sethian [28], the level set function implicitly defines the solid interface Σ in the
computational domain by its zero isoline. It is defined by:

φ(x) =

{
distΣ(x) outside the solid

− distΣ(x) inside the solid
(15)

where distΣ(x) is the minimum distance between the point considered (with coordinates x) and
the solid interface Σ.

Thanks to this function it is possible to compute the unit normal of the distance isoline
through x, pointing towards the fluid as

n(x) =
∇φ(x)
|∇φ(x)| (16)

RR n° 8471



10 Bernard & Iollo & Puppo

For φ = 0, we have the unit normal to the interface, nw(x).
In case of moving geometries, the level set function is convected with the imposed boundary

velocity uφ:

∂tφ+ uφ · ∇φ = 0 (17)

For the numerical test cases, when needed, this equation is solved with a WENO5 [19] discretiza-
tion scheme in space and a standard Runge-Kutta 4 scheme for the integration in time.

Integrating (17) in time does not preserve the distance property of φ. Therefore, a reinitiali-
sation step is performed after each time integration step starting from the boundary (φ = 0). In
our case, this is done via a Fast Marching algorithm [34].

5 Wall boundary conditions

Two kinds of boundary conditions for kinetic models are usually found in the literature: the
diffuse boundary condition and the specular reflection.

The diffuse boundary condition model assumes that the solid is in equilibrium with the fluid
in contact with the wall. The distribution function for the fluid is therefore described by a wall
Maxwellian distribution function, Mw, computed with given temperature and velocity of the
wall.

The specular reflection models a wall at which particles are merely reflected. There is no
mass and energy fluxes through the wall (impermeability condition). The distribution function
fs, corresponding to this boundary condition is a reflection of the distribution function coming
from the fluid.

Both models can be taken into account using an accommodation coefficient α ∈ [0, 1] to create
the boundary (Maxwell) model:

fb = αMw + (1− α)fs (18)

where fb is the distribution function representing the actual wall model. Next, we consider the
discretization of these boundary conditions.

5.1 The diffuse boundary condition

We use this wall model in the formulation of the Euler-AP boundary condition, see section
5.2.2. The diffuse condition is imposed through a Maxwellian distribution function. Boundary
conditions prescribe temperature, velocity and zero mass flux. The wall Maxwellian is first
computed with a density of 1, temperature and velocity of the wall. Then by invoking mass
conservation through the wall, one can recover the density ρw. Indeed, mass conservation near
the wall can be written

Fin + Fout = 0

with F the mass flux with subscript "in" to denote the flux going towards the wall and "out"
the flux going towards the fluid at the physical interface. Then Fout corresponds to the quantity
of mass going towards the fluid with the wall characteristics (density, temperature, velocity) and
with a Maxwellian distribution Mw, called the wall Maxwellian. We have:

∫

ξ·nw<0

ξ · nwfwdξ +
∫

ξ·nw>0

ξ · nwMwdξ = 0

with fw the distribution function near the wall (for example the one in the closest fluid cell), Mw

the wall Maxwellian and nw the normal to the wall pointing towards the fluid. This equation

Inria



Accurate AP Boundary Conditions for Kinetic Equations on Cartesian Grids 11

can also be expressed in terms of the wall macroscopic quantities (velocity Uw, temperature Tw
and density near the wall ρw):

∫

ξ·nw<0

ξ · nwfwdξ + ρw

∫

ξ·nw>0

ξ · nw
1

(2πTw)3/2
exp

(
− | ξ − Uw |2

2Tw

)
dξ = 0

∫

ξ·nw<0

ξ · nwfdξ + ρw

∫

ξ·nw>0

ξ · nwMwdξ = 0

with Mw the wall Maxwellian corresponding to a density of 1. Then, Mw can be computed with
a Newton-Raphson algorithm (discrete Maxwellian).

Then the density ρw can be calculated as :

ρw = −
∫
ξ·nw<0

ξ · nwfdξ∫
ξ·nw>0

ξ · nwMwdξ
(19)

and

Mw = ρwMw

5.2 Impermeability boundary condition

Here the impermeability condition is considered in the sense of Euler equations. Through the
boundary there is no mass flux and no energy flux. We first describe how this boundary condition
is typically imposed by specular reflection of the distribution function. Then a novel Euler-AP
condition method will be introduced for the inviscid limit.

5.2.1 Specular reflection

Each particle hitting the wall is immediately reflected by the wall with the same tangential
velocity and the opposite normal velocity :

ξrefl = ξ − 2((ξ − Uw) · nw)nw

with ξrefl the particle velocity after reflection, ξ the particle velocity before reflection, Uw the
wall velocity and nw the normal to the wall. This holds true for each particle such that ξ ·nw > 0.
For ξ · nw < 0, the distribution function on the boundary is already known and equal to the one
in the fluid cell. The distribution function for the boundary condition has to be computed only
for ξ · nw > 0. The entire distribution function fs enforcing the boundary condition is then:

fs =

{
f for ξ · nw < 0

f(ξrefl) for ξ · nw > 0
(20)

In the reduced model, the same procedure is applied to φ and ψ. This guarantees zero mass and
energy fluxes (here Uw is set to zero for simplicity):

Fmass =

∫

ξ·nw<0

ξ · nwf(ξ)dξ +
∫

ξ·nw>0

ξ · nwf(ξrefl)dξ

=

∫

ξ·nw<0

ξ · nwf(ξ)dξ +
∫

ξ·nw<0

−ξ · nwf(ξ)dξ

= 0RR n° 8471
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Fenergy =

∫

ξ·nw<0

|ξ|2ξ · nwf(ξ)dξ +
∫

ξ·nw>0

|ξ|2ξ · nwf(ξrefl)dξ

=

∫

ξ·nw<0

|ξ|2ξ · nwf(ξ)dξ +
∫

ξ·nw<0

−|ξ|2ξ · nwf(ξ)dξ

= 0

However, because of the discretization of the velocity space, one needs to compute f(ξrefl)
where in general ξrefl does not correspond to a collocation point. In other words, even though ξ is
a grid point, ξrefl is not a velocity grid point except if the wall is parallel to the grid. Therefore
ξrefl must be interpolated. The numerical experiments show that the interpolation must be
higher-order accurate to guarantee zero mass and energy fluxes at the wall to an acceptable
degree of approximation.

In the 1D case, this problem does not arise. It is enough to have a velocity grid symmetric
with respect to ξ = 0. Specular reflection reduces then to choose fs(ξ) = f(−ξ) in order to build
the reflected distribution function.

In 2D, due to interpolation errors, mass and energy fluxes are not identically zero at the
walls. This error leads to a boundary layer in the limit of inviscid gas simulations that should
not exist. As shown in the numerical illustrations, to remove this spurious effect it is possible to
use either a finer velocity grid or a higher-order interpolation, at the price of significantly larger
computational costs.

5.2.2 A new discrete Euler-AP impermeability condition

Let us assume that the distribution function is a Maxwellian (Kn number close to 0). Then, im-
posing the impermeability condition at the wall corresponds to impose a Maxwellian distribution
function at the wall exactly as described in section 5.1. However, in this case the velocity must
have the same tangential component of the fluid next to the boundary with zero wall-normal
component and the temperature must be the same of the fluid. Therefore, in contrast with what
is done in section 5.1, tangential velocity and temperature are extrapolated from the fluid to the
wall.

Eventually, the diluted fluid next to the wall can be considered Maxwellian only in the limit
of the continuum regime. To build a fully asymptotic preserving boundary condition valid in
more rarefied regimes, this model is included in equation (18) with a new coefficient β:

fb = αMw + (1− α)(βfs + (1 − β)fM ) (21)

with β ∈ [0, 1] and such that it is close to zero in the inviscid limit for Kn → 0 and fM is the
distribution function built along the lines described above. If Kn is not close to zero, the classic
specular reflection (β → 1 and fb → αMw + (1 − α)fs) correctly takes over.

To set the value of β we emphasize that fM corresponds to the specular reflection only when
the distribution function in the fluid is close to a Maxwellian. If it is not the case, the specular
reflection is computed with fs (in particular in the rarefied regime). Thus, in our model, β is set
as follows:

β = min
(
1,

||f −Mf ||L2

max(f)tol

)
(22)

with tol a tolerance on the distance in L2 norm between the closest interior domain distribu-

tion function f and its corresponding Maxwellian. Thus, if
||f −Mf ||L2

max(f)
<< tol, the specular

reflection fully corresponds to the Euler-AP boundary condition. In the following, tol = 10−3.
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5.3 Wall boundary condition on Cartesian grid

In this section we describe the scheme to impose the Euler-AP boundary condition of section
5.2.2 to immersed boundaries on Cartesian grids. The diffuse and the specular reflection schemes
are similar. Also, it should be noted that this technique can be easily applied to the case of body
fitted grids.

In the case of a solid immersed in the flow, a fictitious state has to be created in the solid to
compute the transport step numerically between a fluid cell and a cell containing the solid. The
idea is first to compute the equivalent distribution function at the solid interface satisfying the
imposed boundary condition and then create a fictitious state in the neighbour solid cell called
ghost cell that respects the boundary value at a given approximation order. To do so, a few
parameters on the boundary are needed. These parameters are presented in figure 1.

Figure 1: Immersed interface on a Cartesian mesh.

In each grid point, the shortest distance to the boundary φ is known through the levelset
function (eq.15). One can also compute the normal n to the boundary in each grid point thanks
to (16). In the following, we distinguish the interface between two cells and the interface between
the fluid and the solid. The first interface will be called numerical interface (where the numerical
fluxes are computed) while the latter will be called the physical interface (where the boundary
condition is imposed).

The problem reduces to detemine a Maxwellian distribution function on the boundary and
extrapolate or interpolate it to the numerical interface. The method will be described for the
new impermeability condition but the second part of the method (transport at the numerical
interface) can be easily transposed for any condition where the distribution function is known at
the boundary (specular reflection, diffuse condition).

The point A will be used to compute the interpolation at the interface i+1/2, j1. The fluxes
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at interface i1, j − 1/2 will be computed by calculating the wall Maxwellian on point B. Since
the same scheme is used on points A and B, the method will be explained on point A.

5.3.1 First order Euler-AP scheme

To compute the fictitious state at first order, the Maxwellian distribution function at the wall is
built as presented previously in 5.1 with the tangential velocity UA · τi,j1 and temperature TA
taken from the fluid cell and a zero relative normal velocity (UA − Uw) · ni,j1:





TA = Ti,j1

(UA − Uw) · τi,j1 = (Ui,j1 − Uw) · τi,j1
(UA − Uw) · ni,j1 = 0

The density ρA is calculated thanks to the distribution function in cell (i, j1) invoking mass
conservation through the wall as in (19). The Maxwellian built with ρA, UA, TA is then simply
imposed as the state in the first solid cell (i + 1, j1).

5.3.2 Second order Euler-AP scheme

The main idea is now to impose the boundary condition on the physical interface and reconstruct
the conditions at the numerical interface with second-order accuracy.

The impermeability boundary condition is applied at the physical interface by imposing a
Maxwellian distribution function. This distribution function depends on the temperature, the
velocity and the distribution function in the fluid. All these information are extrapolated from
the fluid. To find the position of the wall, the levelset function is used and the distance dA
between the cell center and the wall is known as:

dA =
∆x|φi,j1 |

|φi,j1|+ |φi+1,j1|

where φi,j1 (respectively φi+1,j1) is the distance between the point (i, j1) (respectively (i+1, j1))
and the boundary and ∆x is the space grid step. The normal can also be computed by

nA = ni,j1 +
dA
∆x

(ni+1,j1 − ni,j1)

where ni,j1 (respectively ni+1,j1) is the normal to the boundary in point (i, j1) (respectively
(i+ 1, j1)).

The temperature and the velocity now can be extrapolated with a second order polynomial
using Ti,j1, Ti−1,j1, Ti−2,j1 and Ui,j1, Ui−1,j1, Ui−2,j1. The wall temperature Text is the result
of the extrapolation while the wall velocity Uext is only equal to the tangential part of the
extrapolated velocity such that the impermeability condition ((UA − Uw).nA = 0) is enforced:

{
TA = Text

UA = Uext − ((Uext − Uw) · nA)nA

To extrapolate the distribution function at the boundary in order to compute the density, an
upwind reconstruction is used. For each microscopic velocity ξ such that ξ · nA < 0 f(ξ) is set
as:

fA(ξ) = fn,m(ξ) such that
xA − xn,m

||xA − xn,m|| ·
ξ

||ξ|| = max
(k,l)∈Υi,j1

(
xA − xk,l

||xA − xk,l||
· ξ

||ξ|| )
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with xA the position of the boundary (xA = xi,j1 + dA) and Υi,j1 containing all the fluid
neighbours of cell (i, j1). A graphic illustration is given in figure 2. In this case, the velocity
grid has 8 grid points. The distribution function is required in A for ξ1, ξ6, ξ7, ξ8. Here Υi,j is
represented in blue. One can create fA for ξ · nA < 0 as :





fA(ξ1) = fi,j(ξ1)

fA(ξ6) = fi+1,j+1(ξ6)

fA(ξ7) = fi+1,j+1(ξ7)

fA(ξ8) = fi,j+1(ξ8)

Figure 2: Graphic illustration of the reconstruction for a 8 velocities grid.

It is worth to remark that this reconstruction avoids interpolation but is not formally second-
order accurate. A MUSCL-type reconstruction could be applied instead but an upwind recon-
struction has the advantage of taking into account the main direction of the flux. Indeed, a
reconstruction with slopes chosen as in (13) does not prevent the possibility of selecting a down-
wind reconstruction which might lead to high extrapolation errors.

The part of f for ξ · nA > 0 corresponds to microscopic velocities coming from the wall and
is not required for the computation of the wall Maxwellian fMA

.
Finally, the distribution function used as boundary condition can be computed as follows:

fb =

{
fA for ξ · nA < 0

fMA
for ξ · nA > 0

(23)

Once the distribution for the boundary condition is known at the wall, it has to be interpolated
or extrapolated to the numerical interface with a linear reconstruction to preserve second order.
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One can use the same slope as in the fluid cell and the exact distance between the numerical
(between cells) and physical interface (dA on figure 1):

fi+1/2,j1,r = fb +
dA
∆x

MinMod(fi,j1 − fi−1,j1, fi−1,j1 − fi−2,j1) (24)

The fluxes at the numerical interface can be now computed as usual.

6 Numerical results

The accuracy of the Euler-AP boundary condition is initially tested in 1D for cases where the
reference solution is exact, section 6.1. In 2D, we consider well known test cases both on a body
fitted mesh (section 6.2) and on a Cartesian mesh (section 6.3), in the continuum regime. Second-
order accuracy of the method is illustrated on the Ringleb flow (section 6.4). Furtheremore, we
compare the Euler-AP wall model to numerical results in the literature in the rarefied regime
(section 6.5). Finally, we simulate a nozzle plume with coexisting continuum and rarefied regime
to qualitatively validate the Euler-AP boundary condition against experimental data.

6.1 Reflection of a rarefaction wave and a shock wave

Here, we will test the precision of the new Euler-AP method for typical 1D problems for which
the exact solution is known. In particular, we consider the reflection of a rarefaction wave and a
shock wave on a solid wall for a monoatomic gas at equilibrium. The boundary condition applied
at the wall is the impermeability condition with the Euler-AP method. One can note that the
classical way to implement it (specular reflection) perfectly works here since there is no need to
interpolate in the velocity space. For the rarefaction wave, the exact solution is computed using
Riemann invariants with a velocity v = −0.35 assigned to the left of the rarefaction wave (see
Figure 3, left). To the right, where the gas is steady, the pressure is 1 and the speed of sound is
1. For the shock, the Rankine-Hugoniot conditions and an exact Riemann problem at the wall
are used (see Figure 3, right). The shock wave propagates at Mach 1.2. Kn∞ is set to 10−10.

The domain goes from 0 to 3 and the wave is generated at t = 0 in 0. The wall position is set
to x = 3. In order to compute the error of our scheme with respect to the analytical solution,
the grid points (center of each cell) are shifted with respect to the wall position as follows:

xi,j = xi,j + ψ∆x

with ∆x the space step and ψ a coefficient varying from 0 to 1. When ψ = 0.5, the position of
the wall exactly corresponds to a numerical interface. In this case, the error with respect to the
analytical solution is optimal.

Numerical simulations are performed with 100 space grid points and 50 grid points in veloc-
ity, with an initial data (ts = 0) computed analytically (for Euler equations) at t=1.8 for the
rarefaction wave and t=1 for the shock wave. The simulation is stopped at ts = 3 and ts = 2 re-
spectively, when the wave is completely reflected by the wall. This is equivalent to the analytical
solution at t = 4.8 for the rarefaction wave and t = 3 for the shock wave.

Errors in L1, L2 and L∞-norm for the velocity as a function of ψ (the position of the wall),
have been computed and shown on Figure 4.

We observe that the errors in L1 and L2 norms increase as ψ goes to 0 because the macroscopic
quantities are extrapolated over larger distances. However, they remain close to the optimal error.
For the three norms, the error for ψ = 0 and ψ = 1 is the same because it represents the same
configuration.
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Figure 3: Characteristics for the reflection of a rarefaction wave (left) and a shock wave (right).
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Figure 4: Velocity error for the reflection of a rarefaction wave (left) and a shock wave (right).

6.2 The oblique shock

Here, we will compare the specular reflection described in sect.5.2.1 with the new Euler-AP
method on a 2D exact test case, using a body-fitted grid. A wedge reflect an incoming horizontal
flux at M = 2.324. The grid is body fitted to deal with the single issue of the boundary condition
without the influence of the Cartesian grid scheme. The angle of the wall is 10 degrees. The
initial condition is u = 3, v = 0, p = 1, T = 1 in dimensionless form and Kn∞ = 10−8. The
same condition is imposed at inlet and the impermeability condition is applied on the body. A
shock is created on the body and moves in the fluid. The analytical solution for the angle of the
shock (δ), Mach number, density, pressure and temperature after the shock is known:





δ = 35.2326

M = 1.818

ρ = 1.4987

P = 1.9969

T = 1.3324

Two specular reflections schemes have been tested with different interpolation methods and
compared to the new Euler-AP method. The first one uses a bilinear interpolation. The second
one uses a bicubic interpolation. Results are shown for a grid 100×100 in space and 21×21 in
velocity space (and 81×81 for the bilinear interpolation).

The layer developing close to the wall with the bilinear interpolation (see figure 5) is due to
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Figure 5: Density solution for the oblique shock with bilinear interpolation on 21×21 grid points.

a spurious energy flux across the wall (100 times larger than for the present method, see figure
8). This energy flux is caused by interpolation errors. In fact, when the velocity grid is refined,
the spurious layer tends to decrease as we can see using 81×81 points on the velocity grid (see
figure 6).

The layer is much smaller in the case of a bicubic interpolation (see figure 6.2) because the
spurious energy flux across the wall is much lower and gives results in better accordance with
the theory. Again, it shows that this spurious layer is only a numerical artefact.

The Euler-AP method does not show this kind of layer on the boundary (see figure 8). The
solution is uniform after the shock.

On a horizontal line (y = 0.3), one can compare the different results with respect to the
analytical solution. Figure 9 shows the comparison of the solutions for the pressure and the
temperature given by each method with 21×21 points in velocity. The exact solution (for Euler
equations) is represented with a solid line.

For all methods, the position of the shock is correct but the values for the pressure and the
temperature after the shock are different. The Euler-AP method and the specular reflection with
a bicubic interpolation are clearly more accurate. Zooming on these pictures (see figure 10) we
can see that the results obtained by the Euler-AP method are even more accurate than the ones
obtained with the bicubic interpolation.

Note that these spurious overestimated post-shock values arise from the error in the boundary
condition and propagate in the bulk of the fluid affecting the whole solution.

6.3 The blunt body problem

The Euler-AP boundary condition has been validated on the oblique shock test case for a body
fitted grid. In this section accuracy of the specular reflection with bicubic interpolation and Euler-
AP method are compared on a Cartesian grid. A cylinder is immersed in a flow at M = 3.09
(u = 4, v = 0, p = 1, T = 1 in dimensionless form). The domain is [-0.3,0]×[0,0.45] and the
cylinder radius is 0.1 centred in [0,0].

The impermeability condition is first computed with a purely specular reflection. The velocity
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Figure 6: Density solution for the oblique shock with bilinear interpolation on 81×81 grid points.

Figure 7: Density solution for the oblique shock with a bicubic interpolation with 21×21 velocity
grid points.

grid goes from -10 to 10 in each direction and Kn∞ = 10−8. The boundary conditions at the
border of the domain are free flow on north and east, inlet with the initial condition on west and
specular reflection on south. Since the velocity grid is Cartesian, imposing the specular reflection
on south can be done exactly. The impermeability condition is applied on the body.

The present method and the specular reflection with a bicubic interpolation are tested on a
spatial grid 80×120 and a velocity grid 31×31. Figure 6.3 shows the solution with the Euler-AP
method on the left and the normalized difference in the density between the two methods on the
right.

One can observe that the difference is mostly located on the shock and on the body. The
relative error is about 10% of the solution.

The same test case is solved with Euler equations. BGK simulations are compared to this

RR n° 8471



20 Bernard & Iollo & Puppo

Figure 8: Density for the oblique shock with the present method (21×21).
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Figure 9: Comparison of the specular and Euler-AP conditions for the pressure (right) and the
temperature (left).
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Figure 10: Zoom on post-shock values for the pressure (left) and the temperature (right).
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Figure 11: Left: Solution for the density with the Euler-AP method. Right: map of the difference
between the two methods

Euler solution with emphasis on the boundary. The structure of the error is very close in the two
cases. The largest difference is located on the shock because the solution of the BGK equation is
more diffusive than the one calculated with Euler equations. Thus, the shock is less sharp. On
the cylinder, the error is much smaller. For the bicubic interpolation, the biggest difference is
about 10% while for the present method it is less than 5% of the Euler solution. As in the oblique
shock case, the Euler-AP method is more accurate on the boundary (see top of the cylinder in fig.
12). It correctly preserves the asymptotic properties towards Euler equations even on Cartesian
grid with immersed boundaries.

Figure 12: Error with respect to Euler solution for the Euler-AP method (left) and the bicubic
interpolation (right).
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Moreover the computational time is dramatically different (9 hours for the Euler-AP method
and 19 hours for the bicubic interpolation with 128 processors).
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Figure 13: Computational time for the two methods with respect to the number of velocity grid
points.

A quantitative comparison of the computational time for the two methods is performed on
64 processors and is shown in figure 13. The Euler-AP method is clearly faster than the specular
reflection with a bicubic interpolation. Also, the computational time increases faster for the
bicubic interpolation as the number of velocity grid points increases (linear regression of the two
curves: 1.73 against 1.55 for the present method).

6.4 Ringleb flow

Now that we have validated the boundary condition on body fitted grids and Cartesian grids, we
show that our Cartesian method with this boundary condition is second-order accurate. Ringleb
flow is a 2D steady state test case where the analytical solution can be calculated for Euler
equations and will be used as a reference solution. This is a potential flow and the exact solution
is obtained with the hodograph method [35].

Setting (θ,V) such that u = V cosθ and v = V sinθ, the stream function is given by Ψ =
sinθ

V
.

The streamline equations are:

x =
1

2ρ
(
1

V 2
− 2Ψ2) +

L

2
and y =

sinθcosθ

ρV 2

with (for γ = 5/3, monoatomic gas):

L = ln
( 3V

6 + 2
√
9− 3V 2

)
−

√
9− 3V 2(V 2 − 4)

V 2 − 3
, c2 = 1− γ − 1

2
V 2, ρ = c

2

γ − 1

Inria



Accurate AP Boundary Conditions for Kinetic Equations on Cartesian Grids 23

The computational domain is [-0.5,-0.1]×[-0.6,0] and the flow is solved between 2 streamlines
: Ψ1=0.8 and Ψ2=0.9. Since u ·n = 0 on a streamline (with n the normal to the streamline), any
streamline can be considered as a solid boundary where the Euler impermeability condition is
enforced. The boundary conditions in inlet (y=-0.6) and outlet (y=0) are supersonic and exactly
imposed.

The finest grid used is 128×192 in space and 241×241 in velocity. To compute the space order
of convergence, the solution is calculated on five different grids in space (8×12, 16×24, 32×48,
64×96) but the velocity grid is kept 241×241. Thus, the result is not perturbed by convergence
in velocity space.

Figure 14: Left: Solution on a grid 128×192 for the pressure. Right: Error map for the density
on a grid 128×192.

Figure 14 shows the solution for the pressure on the left and the error map for the density
on the right. The solid black lines are the two streamlines between which the BGK equation is
solved. Outside, the exact Euler solution is shown. The flow is not perturbed by the boundary
condition along the streamlines and the error map on the right shows that the error with respect
to the analytical solution is less than 1%.
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Figure 15: Error in L1 (left) and L∞ norm (right).
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Figure 15 shows the error with respect to the analytical solution for L1 and L∞ norms.
Second order is obtained in L1norm. However, on the finest grid, it is possible to notice a slight
deterioration in accuracy with respect to previous grids which actually show a convergence order
bigger than 2. This phenomenon is probably due to the fact that at this degree of refinement
the space error is of the same order of magnitude of the error in velocity space, where the
reconstruction of the distribution function at the boundary is indeed carried out with first order
accuracy. In L∞ norm the order is smaller (1.5 for the pressure) but it occurs on a tiny subdomain
and it does not spoil the L1 norm order of convergence.

6.5 Flow past a vertical plate

Several test cases have been so far presented to show the accuracy of the Euler-AP boundary
condition in the continuum regime, for body-fitted and Cartesian meshes. We now validate the
Euler-AP wall condition in the rarefied regime.

The flow past a vertical plate was first introduced by Bird [4] to study the formation of vortices
at different Knudsen numbers. This case highlights the rarefied effects for a simple geometry,
with a specular boundary condition applied on the vertical plate. Our results are compared to
the numerical ones obtained by Bird [4] with DSMC and by Chen et al. [7] with AUGKS.

A vertical plate is immersed in a flow at Mach 0.53 of Argon. The undisturbed initial flow
is imposed at inlet (x = −4/3), outlet (x = 2), at the upper boundary (y = 2), U∞ = 0.69
and a temperature of 1 (in dimensionless values). At y = 0, a symmetric boundary condition is
enforced corresponding to the specular reflection. The plate is placed at x = 0 and goes from
y = 0 to y = 1 (height h=1). It has zero thickness and is situated exactly at the interface between
two cells. The Euler-AP condition is imposed on both sides of the plate with our second order
scheme.

The steady state of this problem shows a vortex behind the plate. As mentioned by Bird, the
solution strongly depends on the boundaries of the domain. However, for the same computational
domain and boundary conditions, comparisons can be made with the results obtained by Bird
on the velocity profile along a vertical axis passing through the center of the vortex for different
Knudsen numbers. We note that for this test case, the results are presented with the value of
the Knudsen number in Bird’s sense (KnB). To fit with our model, we actually take Kn∞ =

KnB
5
√
2π
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Figure 16: Left: KnB = 0.044. Right: KnB = 0.088.
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Figure 17: Left: KnB = 0.147. Right: KnB = 0.293.

Figures 16 and 17 show that the velocity profiles obtained with the Euler-AP boundary
condition and a second-order scheme are in good agreement with Bird’s results for different
Knudsen numbers. The results show that the vortex becomes stronger as the Knudsen number
decreases. Small variations of the position of the vortex center definition induce large variations
of the velocity at y = 0. In this case, the value of the parameter β is 0 at the initial state but
goes quickly towards 1 for all boundary points since the Knudsen number is large.

6.6 A nozzle plume

We consider a final qualitative validation against experimental results. A flow expands at the
outlet of a nozzle in a low pressure atmosphere. The spreading jet has been studied for example
by Latvala et al. in [25] and [26]. Experiments were performed for different ambient pressures
to determine the angle of the jet at the outlet of the nozzle.

The area ratio between the throat and the outlet of the nozzle is 4.8. Here, we impose
the total pressure (Ptot = 1) and the total temperature (Ttot = 0.6) at the inlet of the nozzle.
Considering that Mach 1 is reached at the throat, one can determine the Mach number, the
pressure and the temperature at the outlet under the assumption of a one dimensional isentropic
flow. In our case, this gives M=3.7763, T=0.1738 and p=0.0126. This pressure is called the
adaptation pressure Pc. If the ambient pressure Patm is lower than Pc the flow inside the nozzle
is independent of Patm.

We obtain the jet angle by tracking the contact discontinuity between the gas coming from
the nozzle and the gas initially outside the nozzle with a level set function keeping fixed the
point at the extremity of the nozzle (x = 2). At each time step, the level set function is
transported according to the velocity of the fluid with the procedure described in section 4 for
moving boundaries. All the viscous effects (mixing layer) are supposed to be concentrated across
the contact discontinuity represented by the isoline zero of the level set function. The velocity
of the contact discontinuity is computed thanks to a Riemann problem where only the ambient
pressure Patm is imposed.

At initial state, the nozzle is filled with a gas at rest with p = 1 and T = 0.6. Outside of
the nozzle, the gas is also at rest, with p = Patm and T = 0.6. The initial configuration with
the zero isoline of the level set function is shown on figure 18. The dark area above the nozzle is
penalized, no computations are performed unless the level set evolves and includes this region.
The computational domain is [-1,5]×[0,4] and is discretized with 120×80 cells. The velocity space
[-10,10]×[-10,10] is discretized with 101 points in each directions.
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Patm

Nozzle zero isoline

Nozzle outlet

Moving zero isoline

Figure 18: Computational domain at t=0.

The solution for Pc/Patm = 2000 is shown on figures 19, 20, 21 and 22 for different times.
First, the flow goes out of the nozzle and turns back because of the abrupt expansion (t = 1.2
and t = 5). Then, when the flows stabilizes in the nozzle, a shock propagates from the inlet
towards the outlet. On figure 21, at t = 11.1 the shock is at x = 2.7 and establishes the angle of
the jet with the nozzle outlet.

Figure 23 shows the angle δ of the jet at the outlet for different pressure ratio Pc/Patm and
for BGK and compressible Euler models. When this ratio is equal to 1, the angle of the flux at
the outlet should be the same as the angle of the nozzle outlet. The figure shows that in this
configuration, δ is actually larger. This is due to the calculation of Pc through 1D relations.
Thus, the pressure at the boundary of the nozzle at the outlet is not equal to Pc but it is larger.
If this pressure is imposed outside the nozzle, we obtain an angle δ equal to the one of the nozzle
exit (first point on figure 23). These results can be qualitatively compared with the experimental
results obtained by Latvala et al. in [25] where it is shown, for γ = 7/5, that the evolution of
the jet angle is linear with the logarithm of the pressure ratio. The same behaviour is observed
in figure 23 for the BGK model. The compressible Euler model progressively detaches from a
straight line as the rarefaction increases. The quantitative results cannot be directly compared
to experiments since in our case, since γ = 5/3.

For small pressure ratios (< 10) the BGK and compressible Euler models give the same angle.
When the ratio increases, the difference becomes larger and the kinetic model stays very close
to a straight line. For this kind of pressure ratio, the local relaxation time increases outside the
nozzle and becomes too large to consider the fluid at equilibrium. Thus, the continuum model
tends to give a different solution. This emphasizes the necessity of using a kinetic model with
an AP boundary condition since this problem cannot be solved with a continuum model for high
pressure ratio. Also, a solution computed with a specular reflection wall condition in the nozzle
would significantly pollute the simulation because of a net reduction of the efficient section of
the nozzle.
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Figure 19: Mach number and velocity vectors at t=1.2 for Pc/Patm = 2000.
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Figure 20: Mach number and velocity vectors at t=5 for Pc/Patm = 2000.
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Figure 21: Mach number and velocity vectors at t=11 for Pc/Patm = 2000.
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Figure 22: Mach number and velocity vectors at steady state for Pc/Patm = 2000.
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Figure 23: Angle for different pressure ratios calculated with Euler and BGK models.

7 Conclusion

In recent years, the notion of Asymptotic Preserving schemes [14] has been introduced answering
the need for numerical methods that automatically converge to discretizations of appropriate
reduced models, as the Knudsen number changes within the flow. This work shows that such
methods are not AP in presence of interior boundaries, unless a proper treatment of the boundary
condition is introduced at the price of coslty higher order interpolations in the velocity space.
Here we propose an efficient boundary condition which ensures that an AP scheme remains AP up
to the boundary. We illustrate this result by comparing several numerical schemes to model the
impermeability condition for the BGK model with emphasis on asymptotic preserving properties
in the Euler limit. We have also shown how to recover second order accuracy on Cartesian
meshes using this new wall condition and simulated non-trivial rarefied regime test cases. In
future work, we will concentrate on the asymptotic limit of wall models towards Navier-Stokes
equations using an ES-BGK model.
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