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ABSTRACT

In this paper we present a new technique for monaural source

separation in musical mixtures, which uses the knowledge of the mu-

sical score. This information is used to initialize an algorithm which

computes a parametric decomposition of the spectrogram based on

non-negative matrix factorization (NMF). This algorithm provides

time-frequency masks which are used to separate the sources with

Wiener filtering.

Index Terms— audio source separation, music information re-

trieval, machine learning, non-negative matrix factorization.

1. INTRODUCTION

Underdetermined audio source separation has been a major field of

research for the past decades. When applied to musical signals,

the goal is usually to obtain tracks corresponding to isolated in-

struments. Blind source separation was first addressed notably with

non-negative matrix factorization (NMF) [1]. One of the main draw-

backs of this technique is the difficulty to cluster the factorized ele-

ments and associate them with a source. This is certainly a reason

why numerous works introduce additional information to improve

separation results. Different kinds of information have been consid-

ered: in [2], the different spectral shapes of each source are learned

on isolated sounds and are then used to decompose the mixture. In

[3], source signals are used as a side information in a coder/decoder

scheme.

Recently, the use of an aligned MIDI file to guide source separa-

tion was addressed in several works. In [4], stereo source separation

based on spatial cues is improved by the knowledge of the score in

order to accurately separate time-frequency bins with overlap. In

[5], the score of the solo helps to separate it from the accompani-

ment with a classifier approach. In [6], P. Smaragdis proposed a

probabilistic latent component analysis (PLCA) for isolating sounds

in a mixture from the presentation of a humming query. This query

mimics the desired target to be extracted and serves as a prior in the

PLCA decomposition of the mixture. This approach is applied in

[7], replacing the humming query by an aligned MIDI file and a syn-

thesizer: each track of the MIDI file is synthesized and the provided

signals are used as priors in the PLCA decomposition of the mix-

ture. In [8], harmonic filters are generated from the score: in each

analysis frame, the fundamental frequency of each active note in the

MIDI file is finely assessed from the peaks in the spectrum.
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In this paper, we propose a new approach for score informed

source separation, based on a parametric decomposition of the power

spectrogram of the mixture. The information extracted from the

score is used to initialize the algorithm which provides the decom-

position. The algorithm then locally optimizes the parameters (no-

tably the fundamental frequency of each atom at each frame). The

obtained decomposition provides a time-frequency mask for each

source, which permits to separate the sources from the mixture by

Wiener filtering.

The paper is organized as follows. An unusual non-negative

framework which uses time-dependent frequency templates for de-

composing audio spectrograms is first presented in section 2. We

then derive an algorithm for score-informed source separation in

section 3. A comparative evaluation of the performance of this al-

gorithm is provided in section 4 where PLCA-based algorithms [7]

are employed for benchmarking. Finally, we draw some conclusions

and outline future work in section 5.

2. SPECTROGRAM MODEL

The model of power spectrogram is inspired by NMF but uses time-

dependent parametric atoms (as presented in detail in [9]). These

atoms are harmonic and we only consider the separation of a mixture

of harmonic (or quasi-harmonic) instruments thus excluding percus-

sive instruments.

2.1. Non-negative Matrix Factorization

Given an F × T non-negative matrix V and an integer R such that

FR + RT ≪ FT , NMF approximates V by the product V̂ of an

F × R non-negative matrix W and an R × T non-negative matrix

H:

∀f ∈ {1, . . . F}, t ∈ {1, . . . T} [V]ft ≈ [V̂]ft =

R∑

r=1

wfrhrt.

(1)

When V is the magnitude or power spectrogram of a musical

signal, the templates that are redundant in multiple frames are hope-

fully most of the time harmonic templates corresponding to musi-

cal tones. Thus, each column of W should correspond to a note

and each row of H is the time activation associated with that note.

However, this property is not guaranteed and generally, further con-

straints are added [10].

The approximation in (1) is generally quantified with an element-



wise divergence to be minimized with respect to H and W:

C(W,H) = D(V||V̂) =

F∑

f=1

T∑

t=1

d([V]ft, [V̂]ft). (2)

In this paper, the general class of β-divergence (see [9] for its

expression) is considered and it is particularized to the Kullback-

Leibler divergence (case β = 1) in our experiments.

2.2. Model of source spectrograms

As stated previously, the model of the power spectrogram (for each

source of the mixture) considered in this paper is the parametric

model presented in [9]: the spectrogram of a single instrument (a

source) is indexed by an integer k and is decomposed with paramet-

ric frequency atoms. It thus writes:

[V̂k]ft =
R∑

r=1

w
fkrt

0

kfr hkrt. (3)

In our model, the parameterization of the atoms is derived for

each frame t: the fundamental frequency of a selected frequency

template is refined for each frame which is emphasized by the t de-

pendancy of the corresponding symbol fkrt
0 . The whole atom thus

writes w
fkrt

0

kfr where r denotes the index of the atom and f the fre-

quency bin.

Atoms are synthesized in the following way:

w
fkrt

0

kfr =

nh∑

p=1

akpg(f − pf
krt
0 ). (4)

Figure 1 represents such an harmonic atom. The function g corre-

sponds to a single spectral component. Thus g is the squared modu-

lus of the Fourier transform of the analysis window (used to compute

the spectrogram). akp is the amplitude of the pth harmonic for every

atom of source k: in order to limit the number of parameters in the

model, we use the same set of harmonic amplitudes for every atom

of a source. nh is the number of harmonics. Each source has its own

set of harmonic amplitudes and its own time-varying fundamental

frequency. The time-varying fundamental frequency fkrt
0 will be

finely tuned by the algorithm described in section 3.2.

In this model, the following assumptions are made:

• one assumes that the harmonic part is stationary within a sin-

gle frame (then the Fourier transform of an harmonic is the Fourier

transform of the analysis window centered around the frequency of

the harmonic);

• interferences between harmonics are assumed to be weak (this

assumption is valid when the fundamental frequency of the atom

is not too low);

• one assumes that interferences between peaks of negative

frequencies (not taken into account) and positive frequencies are

weak;

• one assumes that the frequency aliasing introduced by the sig-

nal sampling is weak (which allows using the analytical expression

of the continuous Fourier transform of the analysis window).

As the cost function (2) to be minimized is multimodal with re-

spect to the fundamental frequency of each atom, it is impossible to

perform a global minimization of this function. It is thus necessary

to introduce numerous atoms: in the proposed system, we chose to

have an harmonic atom for each semitone of the chromatic scale (i.e.

an atom per MIDI note). Atoms and activations can thus be indexed

with a MIDI note number and the activations of a source can then be

viewed as a piano roll.

Fig. 1. Parametric atom defined in (4).

2.3. Model of the mixture spectrogram

The power spectrogram of the mixture is supposed to be the sum of

the spectrograms of the sources (this is a common assumption with

non-negative decompositions such as NMF which is generally ex-

plained by the approximate statistical independence of the sources).

Thus the model of the mixture spectrogram is: V
mix ≈ V̂

mix =
K∑

k=1

V̂k, where V̂k is the parametric spectrogram of source k (there

are K sources) given in equation (3).

3. SCORE INFORMED SOURCE SEPARATION

The model of parametric spectrogram introduced in the previous sec-

tions is used to decompose the mixture spectrogram by means of a

multiplicative descent algorithm which aims at minimizing (2), ini-

tialized with the information of the score. The score (in this paper

a temporally aligned MIDI file) presumably permits to initialize the

decomposition in a neighborhood of an optimal decomposition. In

this paper, the MIDI file is supposed perfectly aligned with the mix-

ture signal and thus we do not deal with the problem of MIDI align-

ment which can be done automatically [11].

3.1. Initialization with the musical score

The MIDI file provides a piano roll for each source. Each of these

piano rolls has a direct link with the activations of the atoms of the

corresponding sources. Thus, they can be used as an initializing

mask for activations: while a note is active in the piano roll, the ac-

tivation of the corresponding harmonic atom is set to 1. For all other

instants, this activation is set to 0. Since we use a multiplicative al-

gorithm (presented in section 3.2), coefficients initialized to 0 will

remain 0 over iterations. Thus, it is better to slightly enlarge ini-

tialization to 1 before the beginning of a note and after the end of a

note: this is necessary to avoid possible alignment errors and to take

the possibly slow release of a note into account. An illustration of

initializing activation masks is given in figure 2.

3.2. Algorithm

The algorithm resembles those used for standard NMF: the decom-

position is obtained by minimizing a β-divergence between V
mix et



Fig. 2. Activation mask for the 3 instruments of a piece: activations

of each source are initialized with a binary piano roll extracted from

the corresponding MIDI track.

V̂
mix with respect to the parameter of the model i.e. for each source:

• the fundamental frequency of each atom r at each instant t:

fkrt
0 ,

• the set of harmonic amplitudes akp,

• the activation of each note at each instant hkrt.

The minimization is done with multiplicative update rules which

are successively applied to each of the previous parameters. These

rules particularly ensure that the parameters remain non-negative and

become constant if the partial derivative of the cost function with

respect to the considered parameter goes to zero.

These update rules can be straightforwardly derived from the

mono-instrument (a single source) case presented in [9]. Thus we

give them without providing the whole derivation. The update rules

of parameters for each source k are given by:

f
krt
0 ← f

krt
0
Fkrt

Gkrt

,

hkrt ← hkrt

Mkrt

Pkrt

,

akp ← akp

Nkp

Qkp

,

with:

Gkrt =
F∑

f=1

nh∑

p=1

akppP (f − pf
krt
0 )(V̂ mix

ft )β−2(fV̂
mix

ft + pf
krt
0 V

mix
ft ),

Fkrt =
F∑

f=1

nh∑

p=1

akppP (f − pf
krt
0 )(V̂ mix

ft )β−2(pf
krt
0 V̂

mix
ft + fV

mix
ft ),

Pkrt =

F∑

f=1

w
fkrt

0

kfr (V̂ mix
ft )β−1

,

Mkrt =

F∑

f=1

w
fkrt

0

kfr (V̂ mix
ft )β−2

V
mix

ft ,

Qkp =

F∑

f=1

T∑

t=1

R∑

r=1

g(f − pf
krt
0 )hkrt(V̂

mix
ft )β−1

,

Nkp =

F∑

f=1

T∑

t=1

R∑

r=1

g(f − pf
krt
0 )hkrt(V̂

mix
ft )β−2

V
mix

ft ,

where P is a non-negative function (see [9]) defined from the deriva-

tive of the Fourier transform of the analysis frame g as P (f) =

− g′(f)
f

.

4. RESULTS

The performance of the algorithm is assessed by means of experi-

ments done on different synthetic databases, aligned on MIDI files.

It is compared to that of an algorithm based on PLCA [7].

4.1. Description of the database

To our knowledge, no publicly available database exists which pro-

vides real-recorded mixtures of musical signals, real-recorded sepa-

rated source signals and the corresponding aligned MIDI files. We

thus designed an home-made database aiming at realistically render-

ing important characteristics of real musical streams, as the possibly

important overlap of the sources in the time-frequency domain (in

opposition to the randomly built database proposed in [7]), while

providing separated tracks. For each piece, the tracks are summed to

obtain the whole mix. The database is obtained from 12 MIDI files

of royalty-free string quartets of Bach, Beethoven and Boccherini.

These MIDI files are processed to synthesize wave files with 2 differ-

ent methods. The first technique relies on isolated sounds recorded

from real musical instruments with three levels of velocity. Their

onset is synchronized with the Note On message and the sounds

are then faded out at Note Off. The instrument list includes vio-

lin, viola and cello. This first technique will be referred to as “M1”.

The second technique is based on the TiMidity1 software fed with a

common soundfont set (Crisis General Midi 3.02). The latter tech-

nique will be referred to as “M2”. M2 includes a reverberation effect

present in the soundfont whereas M1 does not.

It is worth noting that in this paper, we do not test the degrada-

tion of the performance of the algorithm with respect to alignment

errors. The wave files of the database are downsampled to 11025Hz.

The mixture signals are monophonic. The database (MIDI files,

separated tracks and mixtures) is available at http://perso.enst.fr/
hennequi/database.zip.

4.2. Experiment

The database provides the monophonic mixture and the aligned

MIDI file for each piece. Only the 30 first seconds of each piece are

processed. Mixture signals are separated using the information of

the MIDI file with two algorithms:

• the algorithm that we presented,

• the algorithm based on PLCA presented in [7].

The PLCA-based algorithm requires a training stage where the

MIDI tracks of the different files are synthesized and used as priors

in the decomposition of the mixture. In order to make the compar-

ison fair between algorithms, the synthesizer used to generate the

training separated tracks should differ from the one we use to gener-

ate mixture signals. As sounds in our database are synthesized with

two different methods, we use one for test and the other for train-

ing and vice versa. We also provide the results for the PLCA-based

algorithm with the true sources used as priors (same training sig-

nals and test signals): they can be thought as an upper bound for the

PLCA-algorithm performance, and also as a high-rank reference.

For both algorithms, the mixture signals (and the separated sig-

nal tracks for the PLCA-based algorithm) were transformed into

1http://timidity.sourceforge.net/
2http://www.bismutnetwork.com/10Music/Crisis/Soundfont3.0.php



spectrograms using a short-time Fourier transform with 92ms-long

Hann window, and 75% overlap.

The database provides the original separated sources, which are

used to evaluate and compare the performance of both algorithms

with the BSS EVAL toolbox [12]: performance is assessed with sig-

nal to interference ratio (SIR), signal to artifact ratio (SAR) and sig-

nal to distortion ratio (SDR), all defined in [12]. The parameters

of the PLCA-based algorithm (number of atoms and prior weights)

were optimized (on a single piece) to give the best results possible.

4.3. Results

Results are given in tables 1 and 2. In both tables, the first row cor-

responds to the ratios obtained with our algorithm, the second row

corresponds to the ratios obtained with the PLCA-based algorithm

using different methods to synthesize training signals and test sig-

nals, and the third row corresponds to the ratios obtained with the

PLCA-based algorithm using the true separated signals as training

signals. Table 1 corresponds to the experiment using M1 as syn-

thesizing method for the test signals and table 2 corresponds to the

experiment using M2 as synthesizing method for the test signals.

The given ratios are averaged over all pieces and all sources.

In table 1, the values of the ratios show that our algorithm out-

performs the PLCA-based algorithm by more than 1dB in SAR and

SDR and by 6dB in SIR, on our experimental database. Moreover,

the ratios are not so far from the ones provided by the oracle-like

PLCA-based algorithm. In table 2, the performance importantly de-

teriorates for both algorithms, probably due to the reverberation pro-

duced by M2. Our algorithm has slightly weaker results than the

PLCA-based one.

It is worth noting that:

• the isolated samples of violin and viola from M1 contain im-

portant vibrato although there is only very slight vibrato in the

sounds from M2. As our model explicitly takes vibrato into ac-

count, this phenomenon is more accurately modeled with our al-

gorithm which probably partially explains the results of table 1;

• our approach is less supervised than the PLCA approach since

it does not require to synthesize the tracks. The PLCA perfor-

mance strongly depends on the synthesizer used to generate the

training tracks: for instance the signals synthesized with M2 do

not have the same decay times than the ones from M1 and have

reverberation, probably resulting in incorrect activation priors in

the PLCA.

Thus, our method performs similarly to the PLCA-based method

but has the strength of being less supervised.

SIR SAR SDR

Parametric decomposition algorithm 20.2 7.7 7.2

PLCA-based algo (training set: M2) 14.2 6.3 4.8

PLCA-based algo (training set: M1) 22.8 11.5 11.1

Table 1. Results on the signal synthesized with M1.

SIR SAR SDR

Parametric decomposition 12.6 3.3 2.1

PLCA-based algo (training set: M1) 12.4 4.5 3.1

PLCA-based algo (training set: M2) 20.1 10.6 10.1

Table 2. Results on the signal synthesized with M2.

5. CONCLUSION

In this paper, we presented a new method to perform score informed

source separation on a musical mixture. This method is based on a

parametric model of non-negative spectrogram which uses harmonic

atoms. We designed an evaluation database and our method reached

a performance comparable to that of a PLCA-based algorithm while

not requiring any priors.

As our model is limited to harmonic instruments, future works

will include percussive instruments. Moreover, the spectrogram

model can be further refined by, for instance, including other timbral

parameters such as those proposed in [13]. The supervised learning

of harmonic templates should also be explored.
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