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Beta-divergence as a subclass of Bregman
divergence

Romain Hennequin, Student Member, IEEE, Bertrand David, Member, IEEE,
and Roland Badeau, Senior Member, IEEE

Abstract—In this paper, the β-divergence is shown to be a
particular case of Bregman divergence. This result makes it
possible to straightforwardly apply theorems about Bregman
divergences to β-divergences. This is of interest for numerous
applications since these divergences are widely used, for instance
in non-negative matrix factorization (NMF).

Index Terms—Beta-divergence, Bregman divergence, non-
negative matrix factorization.

I. INTRODUCTION

D
IVERGENCES are distance-like functions, widely used
to assess the similarity between two objects. For instance,

Kullback-Liebler (KL) divergence [13] is used in informa-
tion theory to compare two probability distributions, and the
Itakura-Saito (IS) divergence is used as a measure of the per-
ceptual difference between spectra [11]. Generalized classes
of divergences, for instance Bregman divergences, are used
in pattern classification and clustering [1]. In non-negative
matrix factorization (NMF [14]), divergences are used as cost
functions: NMF approximates an F × T non-negative matrix
V with the product of two non-negative low-rank matrices:

V ≈WH,

where the size of W is F × R and the size of H is R × T

(with R < F and R < T ).
This approximation is generally quantized with a cost

function to be minimized with respect to W and H. This
cost function is often an element-wise divergence between V

and WH [14].
Numerous divergences are used as cost functions in NMF.

Most common divergences probably are the Euclidean (EUC)
distance, the KL divergence (see [14]) and the IS divergence
(see [8]).

Several authors proposed generalized divergences which
encompass these classical divergences:

• Csiszar’s divergence [4], which is a generalization of
Amari’s α-divergence [5]. Both these divergences encom-
pass the KL divergence and its dual.

• Bregman divergence [3], [6], which encompasses the
EUC distance, the KL divergence and the IS divergence.
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• β-divergence, introduced in [7] and studied as a cost
function for NMF in [12] which also encompasses the
EUC distance, the KL divergence and the IS divergence.

NMF is widely used in numerous areas such as image
processing [14], [10], text mining [17], email surveillance [2],
spectroscopy [9] and audio processing [8], [19], [18].

In this paper, we give a proof that the β-divergence is
actually a subclass of Bregman divergence. This result is
supposed to be known in a certain community [15], [16],
but we propose to give a full demonstration of it in the
wide framework of element-wise divergences and we present
application to illustrate its interest. This result indeed permits
to immediately particularize properties derived for Bregman
divergence to β-divergence.

II. DIVERGENCE

In this section, we define the concept of divergence,
element-wise divergence, and the particular case of Bregman
divergence and β-divergence.

A. Definition

Divergences are distance-like functions which measure the
separation between two elements.

Definition 2.1: Let S be a set. A divergence on S is a
function D : S × S → R satisfying:

∀(p, q) ∈ S × S D(p||q) ≥ 0, and D(p||q) = 0 iff p = q.

As a distance, a divergence should be non-negative and
separable. However, a divergence does not necessarily satisfy
the triangle inequality and the symmetry axiom of a distance.
In order to avoid the confusion with distances, the notation
D(p||q) is often used instead of the classical distance notation
D(p, q).

B. Bregman divergence

Definition 2.2: Let S be a convex subset of a Hilbert space
and Φ : S → R a continuously differentiable strictly convex
function. The Bregman divergence [3] DΦ : S × S → R+

(where R+ is the set of non-negative real numbers) is defined
as:

DΦ(x||y) = Φ(x)− Φ(y)− 〈x− y,∇Φ(y)〉 ,

where ∇Φ(y) stands for the gradient of Φ evaluated at y and
〈., .〉 is the standard Hermitian dot product.
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The value of Bregman divergence DΦ(x||y) can be viewed
as the difference between the function Φ(x) and its first order
Taylor series at y. Thus, adding an affine form to Φ does not
change DΦ.

III. ELEMENT-WISE DIVERGENCE

A. Definition

In this section, S = R
N
+ or S = (R+\{0})

N . On such sets,
one can define element-wise divergences: a divergence on R

N
+

(resp. (R+\{0})
N ) is called element-wise if there exists a

divergence d on R+ (resp. R+\{0}) such that:

∀x = (x1, ..., xn),∀y = (y1, ..., yn) D(x||y) =

N
∑

n=1

d(xn|yn).

B. Element-wise Bregman divergence

Element-wise Bregman divergences are a subclass of Breg-
man divergences for which Φ is the sum of N scalar,
continuously differentiable and strictly convex element-wise
functions:

∀x = (x1, x2, . . . , xN ) ∈ S Φ(x) =

N
∑

n=1

φ(xi).

Then DΦ(x||y) =

N
∑

i=1

dφ(xi|yi) where dφ(x|y) = φ(x) −

φ(y)−φ′(y)(x− y) and thus, the divergence is element-wise.
For element-wise Bregman divergences, we can equivalently
denote the divergence DΦ or Dφ.

C. β-divergence

Definition 3.1: Let β ∈ R. The β-divergence on R+\{0}
is defined by:

dβ(x|y) =











x
y
− log(x

y
)− 1 β = 0

x(log x− log y) + (y − x) β = 1
xβ+(β−1)yβ

−βxyβ−1

β(β−1) β ∈ R\{0, 1}.

One should notice that the previous definition of β-divergence
is continuous with respect to β in the sense that:

∀β0 ∈ R, ∀x, y ∈ R+\{0} dβ0
(x, y) = lim

β→β0

dβ(x, y),

particularly for β0 = 0 and β0 = 1.
From this divergence on R+\{0}, one can define an

element-wise β-divergence on (R+\{0})
N :

Dβ(x||y) =

N
∑

n=1

dβ(x|y).

IV. β-DIVERGENCE AS A BREGMAN DIVERGENCE

In this section, we show that the Bregman divergence
encompasses the β-divergence in a natural way.

For β ∈ R, let φβ : R+\{0} → R be the function defined
as:

∀x ∈ R+\{0} φβ(x) =







− log x + x− 1 β = 0
x log x− x + 1 β = 1

xβ

β(β−1) −
x

β−1 + 1
β

otherwise.

As shown in Appendix A, this definition is continuous with
respect to β in the sense that:

∀β0 ∈ R,∀x ∈ R+\{0} lim
β→β0

φβ(x) = φβ0
(x).

For all β ∈ R, φβ is smooth on R+\{0} and its second
derivative is:

φ′′

β(x) = xβ−2. (1)

Thus φβ is strictly convex and one can define the Bregman
divergence Dφβ

associated to φβ :

Dφβ
(x||y) =

N
∑

n=1

φβ(xn)− φβ(yn)− φ′

β(yn)(xn − yn).

Straightforward calculations (see Appendix B) show that for
all β ∈ R, Dφβ

= Dβ is a β-divergence. Thus the Bregman
divergence encompasses β-divergence.

V. APPLICATIONS

In this section, we present examples showing how our result
can particularize properties of the Bregman divergence to
the β-divergence, in order to illustrate its potential fields of
application.

A. Non-negative matrix factorization

The multiplicative update rule of H for minimizing a
Bregman divergence Dφ cost function given in [6] is:

H← H.
WT (φ′′(WH).V)

WT (φ′′(WH).(WH))
.

The product “.”, the fraction bar and φ′′ are element-wise
operations on the corresponding matrices. We can directly
derive the (already well-known [4]) update rule of H for a
β-divergence Dβ cost function using (1):

H← H.
WT ((WH).(β−2).V)

WT ((WH).(β−1))
.

This illustrates the interest of deriving general properties
about the Bregman divergence instead of the β-divergence.
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B. Right type centroid

The right type centroid is used in clustering as a “center”
of a point cloud with respect to an asymmetric divergence: the
right type centroid can thus be thought as an average typical
point of a set.

Definition 5.1: Given a divergence D, the right type cen-
troid of a finite set X = {x1,x2...,xn} ⊂ S is defined as:

cD
right = argmin

c

1

n

n
∑

i=1

D(xi||c).

Theorem 5.1: When D = Dβ is a β divergence, c
Dβ

right is
unique, independent of β and is equal to µ = 1

n

∑n

i=1 xi.
Proof: It was shown in [1] that, when D = DΦ is a

Bregman divergence, c
DΦ

right is unique, independent of Φ and
is equal to µ = 1

n

∑n

i=1 xi. As β-divergence is a subclass of
Bregman divergence, the proof is straightforward. �

VI. CONCLUSION

In this paper, we presented a proof that the general class
of Bregman divergence encompasses the β-divergence in a
natural way. This results permits to straightforwardly apply
theorems about the Bregman divergence to the β-divergence.
As the latter is widely used in methods such as NMF, which
has applications in numerous areas (signal processing, clus-
tering, data mining, spectroscopy), the field of application of
this result is quite wide.
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APPENDIX

A. Continuity of φβ with respect to β

With the little-o notation, one can write as β → 0:

φβ(x) =
eβ log x

β(β − 1)
−

x

β − 1
+

1

β

=
1 + β log x + o(β)

β(β − 1)
−

x

β − 1
+

β − 1

β(β − 1)

=
1 + log x− x

β − 1
+ o(1).

Then:
lim
β→0

φβ(x) = − log x + x− 1.

In a similar way, one can write as β → 1:

φβ(x) =
xe(β−1) log x

β(β − 1)
−

βx

β(β − 1)
+

1

β

=
x(−β + 1 + (β − 1) log x + o(β − 1))

β(β − 1)
+

1

β

=
−x + x log x + 1

β
+ o(1).

Then:
lim
β→1

φβ(x) = x log x− x + 1.

B. Equivalence between the Bregman divergence and the β-

divergence

For β ∈ R\{0, 1}:

dφβ
(x|y) =

xβ

β(β − 1)
−

x

β − 1
−

yβ

β(β − 1)

+
y

β − 1
−

(

yβ−1

β − 1
−

1

β − 1

)

(x− y)

=
1

β(β − 1)
(xβ + (β − 1)yβ − βxyβ−1)

= dβ(x|y).
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It is straightforward to check that the equality dφβ
(x|y) =

dβ(x|y) also holds for β ∈ {0, 1}:

dφ0
(x|y) = − log x + x− (− log y + y)− (−

1

y
+ 1)(x− y)

= − log x + log y + (x− y) +
x

y
− 1− (x− y)

= − log
x

y
+

x

y
− 1

= d0(x|y),

dφ1
(x|y) = x log x− x + 1− (y log y − y + 1)− log y(x− y)

= x(log x− log y) + (y − x)

= d1(x|y).


