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NMF with time-frequency activations to model non
stationary audio events

Romain HennequinStudent Member, IEEERoland BadeauMember, IEEEand Bertrand DavidMember, IEEE

Abstract—Real world sounds often exhibit time-varying spec- to explain the whole data set by a few meaningful elementary
tral shapes, as observed in the spectrogram of a harpsichordt®  objects. Thanks to the non-negativity constraint, NMF ikeab
or that of a transition between two pronounced vowels. Whereas to provide a meaningful representation of the data: appbed

the standard Non-negative Matrix Factorization (NMF) assumes ical t it will h fully d th int
fixed spectral atoms, an extension is proposed where the tempair musical spectrograms It will_hopetully decompose them Into

activations (coefficients of the decomposition on the spectral €lementary notes or impulses. The technique is widely used i
atom basis) become frequency dependent and follow a time- audio signal processing, with a number of applications ssch
varying ARMA modeling. This extension can thus be interpreted gutomatic music transcription [8], [9], [10] and sound smur
with the help of a source/filter paradigm and is referred to as separation [11], [12], [13]

sourceffilter factorization. This factorization leads to an efficient ' ' ' . -
single-atom decomposition for a single audio event with strong However, the standard NMF is shown to be efficient when

spectral variation (but with constant pitch). The new algorithm  the elementary components (notes) of the analyzed sound are

is tested on real audio data and shows promising results. nearly stationary, i.e. when the envelope of the spectra of
I ndex Terms—music information retrieval, non-negative matrix .these Comp_one':‘ts does not change over time. Nevertheless,
factorization, unsupervised machine learning. in several situations, elementary components can be dyrong

non stationary. In this article, we will focus on timbral
variability, i.e. variability of the spectral shape that wan
find in plucked strings sounds or singing voice (sounds of
HE decomposition of audio signals in terms of elementifferent vowels present greatly dissimilar spectral sp
tary atoms has been a large field of research for yearsowever, we will not address pitch variability that is enaeu
As we usually encounter very dissimilar audio events (both fered in vibrato or prosody. In case of a noticeable spectral
their spectral and temporal characteristics), the decsitipo  variability, the standard NMF will likely need several non-
on a single basis (such as the Fourier basis) is generafiganingful atoms to decompose a single event, which often
not sufficient to accurately explain the content of a largeads to a necessary post-processing (to cluster the atiffer
class of signals. Sparse decomposition techniques [1] ysgrts of a single source [14]). To overcome this drawback,
a redundant dictionary of vectors (called atoms) and try ®maragdis [15] proposes a shift-invariant extension of NMF
decompose a signal using few of them (much less than tiewhich time/frequency templates are factorized from the
dimension of the space): thus the signal can be accuratghyginal data: each atom then corresponds to a time-frexyuen
decomposed with few elements. When atoms are designfdsical event able to include spectral variations over time
to fit the signal (for instance harmonic atoms for musicathis method gives good results, but does not permit any
signals [2]), these elements become more meaningful, apgtiation between different occurrences of the same event
then a supervised classification can be performed to clus{gfom), its duration and spectral content evolution beiredi
atoms corresponding to a real event in the signal [3]. Theseln this paper, an extension of NMF is proposed in which
methods are quite powerful and give good results. Howeveémporal activation becomes frequency dependent: it thus
since the dictionary is fixed, it must be designed to fit alan be interpreted with the help of the classical souraarfilt
possible signals, which is not achievable in practice. Rége paradigm as a sourceffilter factorization. Our method ihetu
methods of datéactorizationwere proposed to simultaneouslyautoRegressive Moving Average (ARMA) filters estimated
extract atoms from the signal and provide a decomposition fdm the data, associates a time-varying filter with eachisou
these atoms. These techniques that wefealiorizationmake and learns the sources (atoms) in a totally unsupervised way
use of the natural redundancy of the signal, mimicking humafis method presents some similarity with Durrieu’s work
cognition which utilizes this redundancy to understandiais [16], [17] in which a sourceffilter model is used in a NMF
and audio signals: Principal Component Analysis, Indepahd framework to extract the main melody of musical pieces. This

Component Analysis [4], [5], sparse coding [6] or NMF [7Inodel permits to efficiently take the strong spectral vaoiet
have been introduced both to reduce the dimensionality apflthe human voice into account.

_ _ _ _ However, our approach is quite different since, in oppositi
R. Hennequin, R. Badeau and B. David are with the Instituedan, . . . .
Telecom ParisTech, CNRS LTCI, 46, rue Barrault - 75634 Pagdex 13 - 10 Durrieu’s work, sources are learnt, a time-varying filer
France (email<forename-.<surname @telecom-paristech.fr) associated with each source and the class of filter we use is
The research leading to this paper was supported by theF@H ANR  more standard.

under contract ANR-06-JCJC-0027-01, DESAM, and by the @uBeogram, . . . "
funded by OSEO, French State agency for innovation. In section Il, we introduce the sourceffilter decomposition

Manuscript received December 8, 2009 as an extension of NMF. In section lll, we derive an iterative
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algorithm similar to those used for NMF to compute thithe decomposition leads to spectral templates correspgndi
decomposition. In section IV, we present experiments ¢ single notes or percussive sound®.will then display a
sourceffilter decomposition of the spectrogram of threfedif representation similar to a “piano-roll” (cf. [8]).

ent sounds, and compare this decomposition to the standar@his factorization however does not yield an effective eepr

NMF. Conclusions are drawn in section V. sentation of a sound presenting a noticeable spectral tamolu
For instance a single note of a plucked string instrumenttmos
1. M ODEL of the time shows high frequency components which decrease

faster than low frequency components. This characteristic
not well modeled with a single frequency template. Several
Given anF" x T non-negative matri®y and an integef?  templates are needed which results in a less meaningful
such thatF'kR + RT < FT, NMF approximatesV by the gecomposition: roughly one for low frequency partials and o
product of anF x R non-negative matriW and anRk x T for high frequency partials. The meaning of each template is
non-negative matri: lost (a template no longer corresponds to a musical eveht suc
R as a note).
V~V=WH <i.e. Vi = f/ft = warhrt> Q) To address this issue, we propose an extension of NMF
r=1 where temporal activations become time/frequency adtivat

This approximation is generally quantified by a cost func.he factorization (1) becomes:

A. NMF and extension

tion C(V, W, H) to be minimized with respect to (wrfjV R
ade. A common class of cost functions is designed element- Vi = f/ft = Z werhe(f) 3)
wise: - r=1
C(V,W,H) = Z Z d(Vie| Vie) where the activation coefficients are now frequency depende
F=11t=1 To avoid an increase of the problem dimensionality ihg f)

where d is a scalar divergence (i.e. a function such thf(?:ﬁoc?(;g?;e(nstzc?cr)i fﬂig])er parameterized by means of ARMA

2 _ i i —
¥(a,b) € R* d(alp) ZOand.d(a|b) 0if and only if a = b). Equation (3) can be interpreted with the help of the
Several classes of such divergences have been proposed, for' . -
. . ) sourceffilter paradigm: the spectrum of each frame of the
instance Bregman divergences [18] afdlivergences [19], _. L )

; - . " signal results from the combination of filtered templates
[20]. In this paper, we will focus on the-divergence which (sources)h,.(f) corresponds to the time-varying filter asso
includes usual measures (Euclidean distance, Kullbaekeri rt b ying

divergence and Itakura-Saito divergence). Thdivergence is ciated to the source. The decomposition thus benefits from
defined for@ ¢ R\{0, 1} by: the versatility of the source/filter model proved well sdifer

numerous sound objects.
Blaly) = s @+ (B =1’ ~ ) @)

For 6 = 0 and 8 = 1, the g-divergence is defined by

B. AutoRegressive Moving Average (ARMA) Modeling
h.+(f) is parameterized following the general ARMA

tinuity:
continuity model 2
x x
do(zly) = — —log — — 1 @ .
0( | ) y y j :bgte_zgﬂl,fq
di(zly) = z(logz —logy) + (y — z) BARMA (2 la=0
‘rt (f) - UTt P 2
For these values, thé-divergence respectively corresponds to Zap o~ 12T
Itakura-Saito divergence and Kullback-Leibler divergerend . rt
=

for 5 = 2, it corresponds to the Euclidean distance.
One could notice that the singularities in the definitiopyhere v = % is the normalized frequency associated

of the (-divergence for = 0 and 5 = 1 no longer to frequency indexf € {1,..., F} (as audio signal are real

appear In the partlal derivative wit this partlal derivative valued, we On|y consider frequencies betwegnand the

is useful for designing descent methods in order to minimiagyquist frequency)b?, are the coefficients of the MA part
the cost functionC. The first order partial derivative of theof the filter anda”, those of the AR parto?, is the global

p-divergence wrty is for all 3 € R: gain of the filter: in order to avoid identifiability problems
dds(z|y) s the first coefficient of all filters is imposed to be equalito
oy Y (y — ) For P = Q = 0, hARMA(f) no longer depends ofi and the

_ ) decomposition corresponds to a standard NMF with temporal
When applied to power (squared magnitude) Specmgran&ﬁtivations(y?t.

NMF factorizes data into a matrix (or basis) of frequency Defining a,; = (a%, af)T andb,, = (9, b
. . L Tty Tt Tl rt)*T o Yrt

templates which are thé? columns of W and a matrix e srequency activations can be rewritten as:

H whose R rows are the temporal vectors of activations

corresponding to each template. For a musical signal made of

several notes played by the same instrument, it is hoped that

2 bz;T(Vf)brt

hiTMA(f) = of
rt (f) Ort aEU(Vf)art
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where T'(v) is the (Q + 1) x (Q + 1) Toeplitz matrix with This derivative is written as a difference of two positive
[T(v)]pq = cos(2mv(p — q)) andU(v) is similar toT(v) but terms:

of dimension(P+1) x (P+1). MA only and AR only models N

are included by respectively taking = 0 and@ = 0. It is G _ ZhARJwA(f )Vﬁ—l

worth noting thathA7MA(f) is always non-negative while Wioro Tot 0% fot

there exists no non-negativity constraint bfy or on a?,. and =
The parameterized power spectrogram given in equation (3) N
then becomes: A g2
R waoro = Z hﬁ)lfMA(fO)Vfit Vot
’ 2 by T(vs)bre t=1
Vie=2 wion 50 @
r=1 rt AT Then the update rule afy,,, is:
[1l. ALGORITHM
We choose a generakdivergence cost function: Whory — Wor Fuwgyrg @)
.o 0T0 0 owa .
07o
C(W,A,B,%)=> Y ds(Vyi, Vi)
f=1t=1

. B. Update of temporal activation gain:

W|th [W]f’r = Wgr, [E]Tt = U?t, [A]Ttp = G/ft and [B]th = . Lo i

b7, and the expression af; is given in equation (2). In the sa2me way as fap,, we derive multiplicative update
The partial derivative of the cost function wrt any variabl&ules foray, from the expression of the partial derivative of

6 (6 being any coefficient oW, 3, A or B) is: the cost function with respect tey;.
The partial derivative of the parameterized spectrogram

IC(W,A,B,E) v i20 OVyi defined in equation (4) with respect is:
=g LV Vi ) o
f=1t=1
The expression of the gradient 6fwrt a vectord of several Vi bl T(vf)brot, 5
e . : . — w;,
coefficients of A or B is the same, replacing the partial 3030150 f Oaz;toU(Vf)aroto tot

derivative by a gradien¥y in (5).
This leads to update rules for a multiplicative gradient whered,,, is a Kronecker delta.

descent algorithm similar to those used in [7], [21], [18]. | Then, by substituting this expression into equation (Shwit

such an iterative algorithm, the update rule associatechéo q) _ 2 ., we obtain the partial derivative of the cost function

of the parameters is obtained from the partial derivativéhef yith I'TEUS?'JECI too2 .

cost function wrt this parameter, written as a differencenaf roto

positive terms:2¢ = Gy — Fy

. ] o
The update rule fof is then: IC(W,A,B,S) Wpro , arrtA B-20
Fy do2 - Z 2 roto (f) fto ( fto fto)
0«0 x Gf (6) roto =1 roto
0

This rule ensures thdt remains non-negative, becomes con- This derivative is written as a difference of two positive
stant if the partial derivative is zero and evolves in thg&rms:
opposite direction of the partial derivative (thus in thescent

direction). = Wiro s ARMA ( p\YrB—1
G"guto = Z h (f)v
f=1

2 roto fto
Troto

A. Update of frequency templates:

We derive multiplicative update rules fapy, from the
expression of the partial derivative of the cost functiorthwi M Wirg , ARMA, oxd5B—2
_ 0 -
respect tow, . Fozy = > firato (Vg Vito
The partial derivative of the parameterized spectrogram =1
defined in equation (4) with respect tey,,, is:

and

2
UTotU

Then the update rule af? , is:

N roto
Vi ARMA
awf = hro?Jw (fo)(sfof F0'2
oro 2 2 Toto
. UToto — UTotg (8)
wheredy, s is a Kronecker delta. Goz
Then, by replacing this expression in equation (5) Witk
wr,, We obtain the partial derivative of the cost function with We can notice that whe® = 0 and P = 0 (i.e. there is
respect tow f, ., no filter), the update rules aby, andc?, are the same as the
N ones given in [21] which are the standard NMF rules fgf-a
9C(W,A,B,%) Zh@fMA(fo)Vﬁ#((/f ¢ — Viut) divergence cost function whete;, corresponds to frequency
oW gy, — Jot ’ ’ templates and 2, to temporal activations.
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C. Update of filters where:

The update rules of the coefficients of the filters are derived Z we 1701 bl . T(vf)brot, Uly)
in a similar way, but the updates are not element-wise, but Sroto = 7oVt (a 7T0t0U(z/f)a,nuto)2 !
rather “vector-wise”: we derive an update rule for edgh

and
and for eacha,;.

Update of b,;: The gradient of the parameterized spectro- s, wam - 2V, bTTotoT( £)broto U(vy)
gramVj; wrt by, is 0% 0 (g1, U(vy)args, )?

Both matrlcesS,.OtO and S, , are positive definite under

2
2wf7“0 roto roto

Vb, Vit = Ouot WT(W)bWO mild assumptions.
Aroto 2 \Vf )/ &roto Thus we derive the following update rule for the AR part
Then, by substituting this expression into equation (5)1Wit0]c the filter:

0 = by, we obtain the gradient of the cost function wrt Aroto Srotusrotoamto (10)

brot,:
D. Description of the algorithm
The update rules (7), (8), (9) and (10) are applied suc-
V. ¢ — QZ WOty fto "Vt = Vft°)T(z/f)bT0t0 cessively to all the coefficients diV, all the coefficients of

roto ,,otOU(uf)aTOto 3, all the coefficients ofB and all the coefficients ofA.
B 2 R R/ b Between the updates of each of these matrices (and tensors),
- Uroto ( Toto B Toto) Toto the parameterized spectrogra¥h is recomputed: as for the
WiV ﬁfl standard NMF algorithm, this recomputation between each
where: Rt = Z —T T(vy) date | ¢ th
al , U(vy)an, update is necessary to ensure the convergence. N
’ Identifiability: As for the standard NMF, the decomposition
R’ XF: mefto Vit T(y) (4) V\{hich.min?r_niz'es the cost. function is not'unique. To cope
Toto : aTotoU(Vf)a oto with identifiability issues, we impose constraints W, X, B
=1 T
and A:

' .. are positive definite under * for all » andt, we impose thab,; anda,; (considered

mild assumptions: these matrices are clearly positive semi 25 polynomials) have all their roots inside the unit circle.
definite and it can easily be shown that if there are at leaste for all 7, we impose||w, || =1 for some normy|.||.

Q+1 different indexesf such thatwaOVft £0thenR,,, is e« forallrandt, we imposeby, = 1 anday, = 1.
non-singular (forR;. , , the assumption is very similar). This Thus, at the end of each iteration of our algorithm, we trans-
assumption is always true in practice as long as the frante wibrm b,.; anda, ; by replacing roots outside the unit circle
indext, is not a null vectori(e. with all samples equal t6): by the conjugate of their inverse and accordingly adaptiey t
in this particular case, the decomposition is trivial, ahe t gain, normalize each column &V, divide b,; anda, ; by

Both matricesR,,:, and R

global gainso,., should be equal t0. their first coefficient and updat® in order not to change
Then, we follow the approach given in [22] and derive th&(ft by these modifications. All these transformations have no

following update rule for the MA part of the filter: influence on the values of the parameterized spectrogram.
Another choice of filters normalization has been tested:

broto < Ryos Re s Broto (9) rather than imposing?, = 1 anda?, = 1, we can impose for

all (r,t), >, b, T(vs)b,, = 1 and D¢ al,U(vp)a,, = 1.
As R,,;, andR/ , are both non singulaR, . is well It corresponds to a power normalization and then it is more

defined andb,;, is ‘ensured to never be zero. meaningful. o . _
Update of a,: Our algorithm is detailed in Algorithm 1. In the remainder

The update rules oh,.; are derived in the same way as for? fthe art_icle, we Wi.” re_fer”to this algorithm by the expriess
b,;. The partial gradient of the parameterized spectrog‘?’@m sourceffilter factorization”.
with respect toa,, Is:
E. Dimensionality

ARMA(f) . . . . . . . .
v — 98 roto Since our algorithm is a dimensionality reduction techeiqu
Var'otg Vft =-2 ttoWfro al U(Vf)aToto . . .

a; ., U(vy)ar, like NMF, one should take care of the dimension of the decom-

position provided. The dimension of the original dat&'5. In
Then, by substituting this expression into equation (Shwithe standard NMF wittR atoms, the dimension of the param-
¢ = a.,,, we obtain the partial gradient of the cost functiorterized spectrogram i&im W + dimH = R(F +T) (where
with respect toa,. - dim ® stands for the number of coefficients of matrix or tensor
®). With our algorithm, the dimension of the parameters is:
dimW +dim¥ +dim A +dimB =RF+RT(P+Q+1).

Vay . C(W,A,B, %) =202, (Sl ;. — Sroto) Arote Thus, one should hav&F + RT(P + Q + 1) < FT, i.e.

Argtg
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Algorithm 1 Sourceffilter spectrogram factorization « Computation ofV: O ((P + Q) RFT) operations.
Input: V, R, Q, Pnjte,, 5 « Update of W and=: O (RFT) operations each.
Output: W, 3, B, A « Update ofB: O (RT(FP + P?)) operations.
Init?al!ze W, X vyith non_—negative values « Update ofA: O (RT(FQ + Q?)) operations.
Initialize B, A with flat filters « Normalization/stabilizationO (RT(F + P* + Q%)) op-
for j=110mn,, do erations.
computeV The total complexity of a single iteration of the algorithm i
for all f andr do then O ((P 4+ Q) RFT) operations. With our current imple-
computeFy,, and Gy, mentation in Matlab,100 iterations of our algorithm applied
Zf"' to a 1025 x 550 spectrogram (corresponding to6abs signal
" sampled atf, = 22050Hz with 2048-sample-long windows
and75% overlap) withR = 10 atoms,P = 2 and@Q = 2 last
about 300s (on an InteRCord™2 Duo E8400 @3.00GHz,
with Matlab’s multithreaded math libraries). In compariso

Wer < Werg
end for
computeV
for all » andt do

computeF,> and Gz,

o2 52 Foa, 100 iterations of standard NMF with the same spectrogram,
rt ey the same parameters?(= 10, but P = 0 and @ = 0) on
end for the same computer last abds: our algorithm appears to be

computeV

for all » andt do
computeR,;, R.,, S,: andS/,
b,: — R 'R/, b

/—1
app < Srt Srtart

slower than standard NMF. However, this comparison puts at
a disadvantage our algorithm, which is designed to work with
fewer atoms than standard NMF: in this case our algorithm
deals with many more parameters than NMF. If we compare
execution times with the same number of parameters, the

end for
bring back roots of all filters inside the unit circle
divide the coefficients of all filters by the first one

difference is smaller: for the same spectrografg iterations
of our algorithm withR = 2 atoms,P =2 and @ = 2 (i.e.
with the dimensionality of a standard NMF with = 10) last

normalizeW about60s.
L(ijfdate appropriatel¥ About a third of the computation time is due to the compu-
end for

tation of the roots of all filters (considered as polynomials
during the stabilization process. Some improvements could
be made by considering another regularization method. The
R < Tand R(P +Q +1) < F, so P and Q must be inversion of the matrice®,; andS’, (a bit more thari0% of
small. As in practicef” < T', the condition to be respected isthe total computation time) and the computation the frequen
RP+Q+1)<F. response of all filters (slighly less thar0% of the total
One should notice that our decomposition allows a signitomputation time) are also very costly.
cant reduction of the number of atomsneeded to accurately
fit the data when the parts of the sounds present strong apec&- Practical implementation and choice gf
variations. Then the total dimension of the parametersimdda  \We empirically observed the monotonic decrease of the cost
with our decomposition remains comparable to the one ofunction and the convergence of the algorithm o< 3 < 2
tained with standard NMF as will be shown in section IV. over a large set of tests: this decrease and this convergence
Besides, one should notice that a large number of thee illustrated in particular cases in section IV-D.
coefficients of the filters are useless and therefore do red ne However, the algorithm is unstable far< g < 2: some
to be retained: when the global gain of one of the fikey numerical instabilities appear while poles of the filtersneo
becomes close to zero, these coefficiebis nda,;) become close to the unit circle. These instabilities are very commo
meaningless and then are useless in the decomposition andwhen 3 becomes close 1 (Euclidean distance); however, the
be removed without affecting the values of the parameterizetrong dynamics of audio data is better fitted witebecomes
spectrogram. close to0 as stated in [21]. In order to avoid these instabilities,
Finally, in the decomposition (4), all atoms are associtedwe limit the modulus of poles: the monotonic decrease of the
filters of the same order, but it is also possible to implengentcost function is no longer observed but it permits to avoid no
larger model where filters do not have the same charactevistilesirable behavior of the decomposition (very resonangrord
for all atoms. This larger model is not presented in this pap filters only permit to fit one partial).
for readability reasons. For the examples in the next section, we chgse- 0.5
since the numerical instabilities were almost negligibel a
the results were more accurate than with= 0 (Itakura-Saito

_ _ _ _ divergence).
The computational complexity of one iteration of

sourceffilter factorization depends df, @, R, F and T. IV. EXAMPLES
The computational complexity of each step of the algorithm In this section several experiments are presented to show
is given here: that our algorithm is well adapted to decompose sounds favin

F. Computational complexity
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strong spectral variations. All the spectrograms used @sdgh . o
experiments are power spectrograms obtained from recorde
signals by means of a short time Fourier transform (STFT).

Algorithms (standard NMF and sourceffilter factorization)
were initialized with random values (except for the filters
which were initially flat) and were run until apparent con-
vergence. The algorithms have been rerun with 100 different
initializations in order to maximize the chances to comeselo
to a “good” minimum. Despite these different starting psjnt
the reached solutions were similar in terms of qualitative
aspect of the reconstructed spectrograms.

frequency (Hz)

25 3 25
time (seconds) time (seconds)

(a) Original spectrogram (b) Standard NMFR = 1

frequency (Hz)
&

A. Didgeridoo
1) Description of the excerpttn this section our algorithm O e Geconds) 0O e Gconds) >
is applied to a short didgeridoo excerpt. The didgeridoo is (c) Standard NMFR = 5 (d) Srceffilter factorizationR = 1

an ethnic wind instrument from northern Australia. It makeg_ L original t ¢ the extract of didges 1(a) and
. : : .1 riginal power spectrogram o e extract ol aidgea 1(a) an

a contmuous modulatgd sound produced by the vibrations onstructed spectrograms 1(b). 1(c) and 1(d)

the lips. The modulations result from the mouth and throat

configuration with the help of which the player is able to con-

trol several resonances. Figure 1(a) represents the egeaitt  The spectrogram of the extract is represented in figure 2(a).
of the exgerpt: the sound produ<_:ed is almost harmonic (_Wl;Q; for most of plucked string instruments, high frequency
some noise) and a strong moving resonance appears in fBgials of a harpsichord tone decay faster than low frequen

spectrogram. We can thus consider that this signal is coewtosartials. This phenomenon clearly occurs in the L-shaped

of a single event encompassing spectral variations, antbtryspectrograms of figure 2(a). The sampling rate of the exéerpt
decompose it with a single atonk (= 1). The sampling rate of ¢ _ 441007 -. We chose @048-sample-long Hann window
the excerpt isfs; = 11025H z. We chose a024-sample-long \yith 75% overlap for the STFT.

Hann window with75% overlap for the STFT.

2) Experiment and resultsThe spectrogram of the excerpt
is decomposed with a standard NMF algorithm fer= 1
atom andR = 5 atoms, and with sourcef/filter factorization for
R =1 atom, with an ordeB AR modeling ) =0 andP =
3). Reconstructed spectrograms are respectively repesbent
figures 1(b), 1(c) and 1(d).

Although the didgeridoo is played alone in the analyzed —~ = netseconss’
spectrogram, the standard NMF needs many atoms to ac- (a) Original spectrogram (b) Standard NMFR = 2
curately decompose the power spectrogram. Witlatom,

NMF does not accurately represent the moving resonanc - } 2
(figure 1(b)). With5 atoms, some spectral variations appear § °
(figure 1(c)), but the resonance trajectory remains a bitaamc

Besides, the signal is not decomposed in a meaningful wa
(each atom is a part of the sound which has no perceptue [
meaning) and the dimensionality of the parameters is large 2 ime (secands) "
(FR+ RT = 3290). (c) Standard NMFR = 6 (d) Srceffilter factorizationR = 2

In opposition to the standard NMF, sourcef/filter factoriza- . .

tion permits to accurately represent the spectral vaitgbil Fig. 2. Original power spectrogram of the extract of harpsid 2(a) and
. . . . reconstructed spectrograms 2(b), 2(c) and 2(d)
of the sound (figure 1(d)) with a single atom, keeping the
dimensionality low FR +TR(Q + 1) = 1093): the moving 2) Experiment and resultsThe spectrogram of the excerpt
resonance of the original sound is well tracked, and thd tota : .
i : was decomposed with a standard NMF algorithm foe= 2

error C is smaller than that of the standard NMF with= 5. .

. L - atoms ( atom per note) andR = 6 atoms, and with
In this case, the decomposition is more efficient and relevan . - .

sourceffilter factorization fok = 2 atoms, with an ARMA

than the standard NMF. :
modeling ( = 1 and P = 1). Reconstructed spectrograms
are respectively represented in figures 2(b), 2(c) and 2(d).

The standard NMF needs several atoms per note to accu-

1) Description of the excerpttn this section our algorithm rately decompose the L-shaped power spectrograms: with onl
is applied to a short harpsichord excerpt, composed of t@@toms { per note played), the faster decay of high frequency
different notes 2 and Eb2): first, the C2 is played alone, content does not appear at all (figure 2(b)). Withtoms, the
then theEb2, and at last, both notes are played simultaneousbttenuation of high frequency partials appears (figure)2(c)
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but each atom is a part of a note spectrum and has no rei ..
perceptual meaning. " i
The ARMA modeling included in our algorithm leads to a
good description of the overall spectrogram sh&patoms ( e
per note).are enough' to accurgtely fit the original short time g f-maa fe E%
spectrum: each atom is harmonic (figure 3(a)) and corregponc = = " T T e Coconss)®
to one note while the decay of high frequency partials isrtlea
well described by the ARMA modeling (see time/frequency
activationsh/"4(f) in figure 3(b)). The dimensionality of ) )
the data provided by our algorithnF’@ + TR(Q+ P +1) = 3 o
5704) remains lower than with a standard NMF withatoms i
(FR+RT = 9804) and the global errof between the original
and the reconstructed spectrogram is approximately th@san w—— —=-"=
as the one obtained w_it_h the standard NMF with= 6. %ﬁﬁ%‘ O I R
_ Thus the decqmposmon prowde_d by sourceffilter facterlza (© Standard NMER — 10 (d) Srcefflter factorization? 3
tion seems to give a more meaningful representation of the
given spectrogram than the one obtained with the standia_.rd

NMF.

t\me seconds)
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(a) Original spectrogram (b) Standard NMFR = 3
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4. Original power spectrogram of the extract of eleayiiitar processed
by a wah pedal 4(a) and reconstructed spectrograms 4(b)adA¢cy(d)
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be performed by a human listener. Figure 4(b) represents the
I H power spectrogram reconstructed from the NMF of the origina
3 spectrogram witt3 atoms and figure 4(c) with0 atoms. With
' 3 atoms, NMF is not able to track the resonance of the wah
pedal. With10 atoms, the resonance appears, but the signal
Fig. 3. Sourceffilter decompositio(= 2, Q — 1 and P — 1) of the is not well explained (each atom is a part of a note and then

power spectrogram of the harpsichord excerpt has no perceptual meaning) and the dimensionality is higher
(FR+ RT = 8790).
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(a) Frequency templates (b) Time/frequency activations

With sourceffilter factorization, the strong spectral aari
tions of each note can be accurately represented in the filter
1) Description of the excerpttn this section our algorithm activations taking an orde2 AR modeling = 0 and
is used to decompose a short extract of electric guitar prB- = 2) as shown in figure 4(d). ThefA atoms (one for
cessed by a wah pedal. The wah pedal (or wah-wah pedalp#&ch note) are enough to correctly fit the original spectnogr
a popular guitar effect which consists of a resonant filteg, t Indeed, the global3-divergence error between the original
resonant frequency of which is controlled by means of a foahd the reconstructed spectrogram obtained with souteeffil
pedal. This effect is named by emphasizing the resemblarfaetorization is approximately the same as the one obtained
with the human onomatopoeia "Wah". A single note of electrigith standard NMF withL0 atoms; this3-divergence (obtained
guitar processed by a moving wah pedal presents stromgh sourceffilter factorization) is also approximatelyftthat
spectral variations and therefore cannot be well represenbpbtained with standard NMF witB atoms. Each atom is har-
by a single atom in a standard NMF. monic and corresponds to one note, and the resonance of the
As a wah pedal is well modeled by an AR filter with twowah pedal clearly appears. The dimensionality of the repres
complex conjugates poles, we chose to decompose the exttation obtained with sourceffilter factorization remairmat
with Q@ = 0 and P = 2. The chosen extract representethalf that of NMF with10 atoms:M R + R(Q + 1) N = 4833.
in figure 4(a) is composed of three different notes playethe decomposition provided by our algorithm distinguishes
successively (the first note is played a second time at the emdstationary spectrum representing "average" guitar sound
of the extract). Each note can be viewed as a harmonic pattécontained inW) from the non-stationary effect due to the
which is filtered by a resonant filter, the resonant frequengyah pedal (described by time/frequency activations). Bhe
of which varies betweed00H > and 1200H z: this resonance frequency templates (columns W) obtained are represented
clearly appears in the power spectrogram. The samplingfaten figure 5(a): each template is harmonic with its own funda-
the excerpt isf; = 11025H z. We chose a 024-sample-long mental frequency, thus it corresponds to a note (standaré NM
Hann window with75% overlap for the STFT. with 3 atoms provides similar templates). The time/frequency
2) Experiment and resultsAs the analyzed sound presentsctivations pA%MA(f)) are represented in figure 5(b): the
strong spectral variations, the standard NMF needs mamsonance of the Wah pedal appears clearly where the notes
atoms to accurately decompose the power spectrogram. Thus played. Thus the decomposition provided by our algworith
one atom no longer corresponds to one note, and the deems to give a more meaningful representation of the given
composition does not correspond to the analysis that cowlgectrogram.

C. Guitar with wah pedal
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Fig. 5.  Sourceffilter decompositiorR(= 3 and P = 2) of the power
spectrogram of the Wah processed guitar excerpt

D. Convergence of the algorithm
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The evolution of the cost function over iterations for s@urc 7]

filter/factorization is represented in figure 6 wighdifferent
random initializations, for the decomposition of excerpts-

sented in sections IV-B (harpsichord excerpt) and IV-C (Wallis]
guitar excerpt). The value of thé-divergence is represented
after each iteration. Figures show a monotonic decrease of
the cost function and an apparent convergence. In ﬁguﬂ%l
6(a), all initializations lead to the same final value of the
cost function and the shape of the evolution is very similgr0]

for all initializations. On the other hand, in figure 6(b)] al

initializations do not lead to the same value of the cost

function, showing that multi-initialization is useful.

p-divergence
B—d\vergenge

«

10 2 0 10 20 30 40
number of iterations number of iterations

(a) Harpsichord excerpt (b) Wah guitar excerpt

Fig. 6. Evolution of the cost function over iterations (degmsition of
excerpts in sections IV-B and IV-C)

V. CONCLUSION AND FUTURE WORK
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In this paper, we proposed a new iterative algorithm which 5156]

an extended version of the Non-negative Matrix Factomaati
based on a sourceffilter representation. We showed that

representation is particularly suitable to efficiently andan-

ingfully decompose non stationary sound objects including

noticeable spectral variations.

In the future, this extended decomposition should be farth@®

developed to deal with small pitch variations (like vibiatior

instance using a constant-Q spectrogram like in [23], [24].

Besides, we plan to introduce harmonic constraints in t
basis spectra following [25], [26], [27]. Finally, we plao t

investigate the introduction of continuity constraintdvizeen
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