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Chapter 1

PARAMETRIC LINK MODELS FOR KNOWLEDGE
TRANSFER IN STATISTICAL LEARNING

Beninel F.1, Biernacki C.2, Bouveyron C.3, Jacques J.*? and Lourme A.4
LCREST-ENSAI, Bruz, France
2Université Lille 1 & CNRS & INRIA, Lille, France
3Université Paris 1 Panthéon-Sorbonne, Paris, France
4Université de Pau et des Pays de I’Adour, Pau, France

Abstract

When a statistical model is designed in a prediction purp@seajor assumption
is the absence of evolution in the modeled phenomenon betthedraining and the
prediction stages. Thus, training and future data must Heeisame feature space and
must have the same distribution. Unfortunately, this aggion turns out to be of-
ten false in real-world applications. For instance, bigdagmotivations could lead to
classify individuals from a given species when only indiads from another species
are available for training. In regression, we would somesirase a predictive model
for data having not exactly the same distribution that theing data used for esti-
mating the model. This chapter presents techniques fosfegeing a statistical model
estimated from a&ourcepopulation to aargetpopulation. Three tasks of statistical
learning are considered: Probabilistic classificatiomgpeetric and semi-parametric),
linear regression (including mixture of regressions) andet-based clustering (Gaus-
sian and Student). In each situation, the knowledge traiséarried out by introduc-
ing parametric links between both populations. The use off stansfer techniques
would improve the performance of learning by avoiding mugbemsive data labeling
efforts.

Key Words: Adaptive estimation, link between populations, trandéarning, classifi-
cation, regression, clustering, EM algorithm, applicasio AMS Subject Classification:

62H30, 62J99.
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1. Introduction

Statistical learning [17] is a key tool for many science apgli@ation areas since it allows
to explain and to predict diverse phenomena from the obtenvaf related data. It leads to
a wide variety of methods, depending on the particular gmbht hand. Examples of such
problems are numerous:

e ExamplesE;: In Credit Scoring predict the behavior of borrowers to pay back loan,
on the basis of information known about these customer$fddicine predict the
risk of lung cancer recurrence for a patient treated for a fiasmicer, on the basis
of the type of treatment used for the first cancer and on eirind demographic
measurements for that patient.

e ExamplesE,: In Economicspredict the housing price on the basis of several hous-
ing descriptive variables; IRinance predict the profitability of a financial asset six
months after purchase.

e Examplesks: In Marketing create customers groups according to their purchase his-
tory in order to target a marketing campaign;Biology, identify groups in a sample
of birds described by some biometric features which finadlyeal the presence of
different genders.

In a typical statistical learning problem, a response Weigt € 9 has to be predicted
from a set ofd feature variables (or covariates)= (xi,...,X4) € X. SpacesX and 9
are usually quantitative or categorical. It is also posgstblhave heterogeneity in features
variables (both quantitative and categorical for instianddne analysis always relies on a
training datase$ = (x,y), in which the response and feature variables are observeal fo
set ofn individuals which are respectively denotedy: (x1,...,2n) andy = (y1,...,Yn).
Using$, a predictive model is built in order to predict the respovesgable for a new indi-
vidual, for which the covariates are observed but not the respogsé&his typical situation
is calledsupervisedearning. In particular, ify" is a categorical space, it corresponds to a
discriminant analysisituation; It aims to solve problems which look like Exangig. If
9 is a quantitative space, it corresponds tegressiorsituation and aims to solve problems
similar to Exampleg,. Note also that ify is only partially known inS, it exhibits what is
calledsemi-supervisetkarning.

Another typical statistical learning problem consists iiadgicting the whole responses
y while having never observe them. In this case only the featariables are known,
thus $ = x, and it corresponds to amsupervisedearning situation. [f)" is restricted
to a categorical space (the most frequent case), it consistslusteringpurpose, related
problems being illustrated by ExamplEs.

In this chapter, we focus on statistical modeling for sajves well supervised and
unsupervised learning. Many classical probabilistic méthexist and we will give useful
references, when necessary, throughout the chapter. Theuseader interested for such
references is invited to have a look in related sectionsvbelo

A main assumption in supervised learning is the absenceadfitean in the modeled
phenomenon between the training of the model and the pieuliot the response for a new
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individual. More precisely, the new individual is assumedtise from the same statistical
population than the training one. In unsupervised learritrg also implicitly assumed that

all individuals arise from the same population. Unfortehgtsuch classical hypotheses
may not hold in many realistic situations as reflected bysitad Exampleg; to Es:

e ExamplesE;: In Credit Scoring the statistical scoring model has been trained on a
dataset of customers but is used to predict behavior of nstemers; IrMedicine
the risk of lung cancer recurrence is learned for an Europedient but will be ap-
plied to an Asian patient.

e ExamplesE;: In Economicsa real-estate agency implanted for a long time on the
US East Coast aims to conquer new markets by opening segeratias on the West
Coast but both markets are quite differentHnance expertise in financial asset of
the past year is surely different from the current one.

e ExamplesE;: In Marketing customers to be classified correspond in fact to a pooled
panel of new and older customers;Biology, different subpecies of birds are pooled
together and may consequently have highly different fesatéor the same gender.

In the supervised setting, the question @, ! Is it necessary to recollect new training
data and to build a new statistical learning model or can theipus training data still be
useful?” In the unsupervised setting, the questionQs: “Is it better to perform a unique
clustering on the whole data set or to perform several inogget clusterings on some
identified subsets?”.

QuestionQ; is addressed asansferlearning and a general overview is given in [28].
Transfer learning techniques aim to transfer the knowldelgeed on a source population
Q to a target populatio®@*, in which this knowledge will be used in a prediction purpose
These techniques are divided into two important situatidrige transfer of a modaloes
needor does not neetb observe some response variables in the target domairfirStease
is quoted asnductive transfedearning whereas the second one is quotettassductive
transferlearning. Usually, the classification purpose as describdgkamplesE; can be
solved by either transductive or inductive transfer laagnithis choice depending on the
model at hand (generative or predictive models). Contiaeiwthe regression purpose as
described in ExampleE; can be only solved by inductive transfer learning since only
predictive models are involved. QuestiQa is adressed asnsupervised transfdearning.

It corresponds to simultaneous clustering of several sesrgid, thus, it concerns Examples
E;.

A common expected advantage of all these transfer leareicigntques is a real pre-
dictive benefit since knowledge learned on the source pbtpalas used in addition to the
available information on the target population. HoweJse,dommon challenge is to estab-
lish a “transfer function” between the source and the tgogeulations. In this chapter, we
focus on parametric statistical models. Besides being gootpetitors to nonparametric
models in terms of prediction, these models have the adgardhbeing easily interpreted
by practitioners. Since parametric models will be used,ilitle natural to modelize the
transfer function by some parametric links. Thus, in additio a predictive benefit, the
interpretability of the link parameters will give to praaners useful information on the
evolution and the differences between the source and tpogetiations.
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This chapter is organized as follows. Secfidn 2. preseatster learning for different
discriminant analysis contexts: Gaussian model (contisumvariates), Bernoulli model
(binary covariates) and logistic model (continuous or bir@variates). Sectidnl3. consid-
ers the transfer of regression models for a quantitativeorese variable in two situations:
Usual regression and mixture of regressions. Finally,iSe@] proposes models to clus-
ter simultaneously a source and a target population in tiv@atsbns again: Mixtures of
Gaussian and Student distributions. Each section statfisaygresentation of the classical
statistical model before presenting the correspondingstes techniques, and it concludes
by an application on real data.

A useful notation In the following the notation™*” will refer to the target population.

2. Parametric transfer learning in discriminant analysis

Discriminant analysis is a large methodological field cavggmachine learning techniques
dealing with data where individuals are described by theessah ofd covariates or feature
vectorz and a response categorical variapke )" = {1,...,K} related toK classes, where
y = k if the individual described by belongs to thekth class. In a statistical setting,
the couple(x,y) is assumed to be a realization of a random ve¢rY) where X =
(X1,...,Xd4). Then then-sample$ = (x,y) is assumed to bei.i.d. realizations of X,Y).

The purpose of discriminant analysis is to predict the gromgmbershipy, only on
the basis of the covariatas The discriminant analysis proceeds as follows: Usihgn
allocation rule is built in order to classify non-labeledlividuals. Many books explain in
detail the numerous techniques related to discriminanysisd16,17,25,29], among which
the main are parametric ones, semi-parametric ones, namp#ic ones and borderline-
based ones. In this section, we are interested only by paianf@aussian and Bernoulli
distributions) and semi-parametric (logistic regressimethods.

2.1. Gaussian discriminant analysis
2.1.1. The statistical model

Gaussian discriminant analysis assumes that, condilyotwathe groupy, the feature vari-
ablesz € X = RY arise from a random vectdX distributed according to @-variate Gaus-
sian distribution

XY =k~ Ag(pk, k),

wherepy, € R4 andXy € R9*9 are respectively the associated mean and covariance matrix
The probability density oX conditionally toY = ks

1 1 _
fi(®; px, Xk) = W exp<—§(o — 1) ' I, Yo Hk)) .

The marginal distribution o is then a mixture of Gaussian distributions

K
X ~ f(0;0) = 5 Ticfi(o; 12k, Z),
k=1
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where (14y,...,Tk) are the mixing proportionstg > 0 and zﬁzlrrk =1) and 6 =
{(T%, pk, k) : k=1,...,K} is the whole parameter. When the costs of bad classification
are assumed to be symmetric, tMlaximum A Posterior(MAP) rule consists in assign-
ing a new individualz to the groupy maximizing the membership conditional probabil-
ity ty(x;0):

y = argmaxty(x; ), (N

where

t(@;0) = P(Y = K| X = a;0) = % @

In the general heteroscedastic situation (quadraticidigtant analysis or QDA is esti-
mated by its classical empirical estimates:

1
n—1

Nk R 1

T[k:Fa Mk

Ti, k=

> (@i~ (@i — ),
{iyi=k}
wheren, = card{i : y; = k} is the number of individuals of the training sampl®elonging
to the groupk. In the restricted homoscedastic situatiBp = 3 for all k (linear discrimi-
nant analysis or LDA), the covariance matrix is estimated by

Y=

1 K
n—K

D (@i — fud) (i — fw)’.
K= {ii=k}

2.1.2. The transfer learning and its estimation

Now we assume that the data consist of two samples: A firstddimesamples$ = (x,y),
drawn from a source populatia®, and a second unlabeled-sampleS* = x*, drawn from
a target populatio2*. Our goal is to build a classification rule for the target pgagan
using both samples and.S*. An extension to a partially-labeled target samgtewill be
also presented later. The source labeled sagidecomposed by pairs(z;,y;), assumed
to be i.i.d. realizations of the random coupl¥,Y) of distribution

XY =k~ Ng(pk, k) and Y~ Mi(my,...,Tk),

where M is the one-order multinomial distribution. The target laled samples* is
composed byn* pairsz; i.i.d. realizations ofX* with the following Gaussian mixture
distribution

X* ~ f(00%).

In order to use both samplgsand$S* for the classification of* sample (or of any new
individual = from Q*), the approach developped in [3] consists in establishispehas-
tic relationshipg(RY — RY) between feature vectors of both populations conditiorally
groups,i.e.

XY =k 2 q(X|Y =K) = [@H(X Y =K),..., ¢l (X|Y =K,

whereD means that the equality is in distribution, agb j=1,...,d, is an application
(RY+— R). Two natural assumptions are considered:
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e 7;: The jth componentcg’%(X|Y:k) only depends on thgth component of
XY =k,

e 4 Eachql is CL.
As a consequence of the previous assumptions [10] derivié tieéations
XY =kZDX|Y =k+bx  (k=1,...,K) )

with Dx a d x d real diagonal matrix antlx a d dimensional real vector. Therefore, we
establish the following relations between parameters ®fGhaussian distributions related
to populations) andQ*:

/j,fz = Dypx+ by and Ef; = Dy XDx. (4)

Such relations allow to determine the allocation rules figgyationQ* using parameters of
feature vector distribution for individuals 61. Indeed, if theK pairs (D, bg) are known it

is easy to derive pairgs;, Xy) from (px, k) by plug-in. In what follows we discuss issues
where the pairgDy,by) are unkwown and we propose several scenarios for estimating
them.

Constrained models For identifiability reasons we impose that=0forallk=1,... K.
This assumption is discussed in the seminal article onfeatearning in Gaussian discrim-
inant analysis [3], and validated on the biological appiaaanalysed in this article. The
case without constraints dmy is treated in [22] which provides specific computation ap-
proach for avoiding identifiability problems (see also 8d#l of the present chapter).

In order to define parsimonious and meaningfull models, tcaimis are now imposed
on the parameters of transfeg (k= 1,...,K):

e ModelMi: Dy = l4: TheK distributions are the saméy( identity matrix ofR9*9).
e ModelM,: Dy = aly: Transformations are feature and group independent.

e Model M3: Dy = D: Transformations are only group independent.

e Model My: D = aklg: Transformations are only feature independent.

e Model Ms: Dy is unconstrained,e. it is the most general situation.

Model M1 consists in using allocation rules @ based only onS, i.e. we deal here
with classical discriminant analysis. Modé¥4, and M3 preserve homoscedasticity and
consequently an eventual linearity of the ruleXif = ... = Xk for Q, thenXj =... = X

for Q*. Last modeldvi, andMs may transform linear allocation rules into quadratic ones
on Q* with few parameters to estimate.

For each model, an additional assumption on the mixing ptaps is done: They
are the same in both populations or they have to be estimatdkeitarget population.
Corresponding models are quotedMy and respectivelyiM; (1 < j <5). The number of
free parameters for each model are given in TAble 1.
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M1 Mz Mz Mg Ms mM; T1iMp M3 M4 M5
0 1 d K dK K-1 K d+K-1 ZK-1 dK+K-1

Table 1. Number of estimated parameters for each model.

Parameter estimation A sequential plug-in procedure is used to estimate matrices
D1,...,Dk (and eventuallyr, ..., ). The corresponding estimators will depend on pa-
rameterd of populationQ. When this last is unknown, it is simply replaced by its estien
Estimating allry; and allDy is performed by maximizing the following likelihood, under
the constraints given il4) and under the constraint of drthe previous parsimonious
modelsM; or M; (j = 1,...,5),

L(o) = r! f(a5:0°) ©)

A usual way to maximize the likelihood when the group memiierg" are unknown is to
use an EM algorithm [11] which consists in iterating the twldwing steps:

e E step Estimation of the group membership by its expectation conditional to the
observed data:

Y = argmaxty(x;;0").

e M step: Computation of the parametér maximizing, under the constraints given
in @) and under the constraint of a given parsimonious nso@é} or 1iMl;), the
following completed log-likelihood:

In 15 fi(2i"; )]

M =

le(07) =

K=1 {i:y =k}

The EM algorithm stops when the growth of the likelihood iéw than a fixed threshold.
In order to choose between several constrained models, tBeciBerion Bayesian

Information Criterion [31]) is used:

BIC = —-2In{+|0*|Inn* (6)

where/ is the maximum log-likelihood value arj@*| denotes the number of continuous
model parameters ifi*. The model leading to the minimum BIC value is retained. Note
that the BIC criterion is faster to compute that any crod&tation criterion.

2.1.3. A biological application

Data Data are related to seabirds from Cory’s Shearw@tdanectris diomedeapecies
breeding in the Mediterranean and North Atlantic, wherespneably contrasted oceano-
graphic conditions have led to the existence of marked ®disp differing in size as well
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as coloration and behavior [32]. Subspecieskamealis living in the Atlantic islands (the
Azores, Canaries, etcdjomedealiving in the Mediterranean islands (Balearics, Corsica,
etc.), andedwardsij from the Cape Verde Islands.

A sample ofborealis (n = 206, 45% females) was measured using skins in several
National Museums. Five morphological variables are mesasuCulmen (bill length), tar-
sus, wing and tail lengths, and culmen depth. Similarly,rafga of subspeciediomedea
(n= 38, 58% females) was measured using the same set of vari&iese[1 plots culmen
depth and tarsus length foorealisanddiomedeasamples.

64

621 +  borealis
# diomedea

60

58

56

Tarse

541

52 ¥

50

48

Culmen depth

Figure 1.Borealisanddiomededor variables culmen depth and tarsus length.

In the following, we consider thborealis sample as being the source labeled population,
and thediomedeaas being the target population (non-labeled of partialyeled). In real-
ity, in our data, both samples are sexed but sediofedeawill be only used to measure
quality of results provided by the proposed method.

Results in the non-sexed caseWe consider in this section that allomedeaspecimen
are non-sexed. Linear discriminant analysis model is ssdefor theborealis population.
We apply parameters estimated by tharealis sample using the 10 models to the non-
sexeddiomedeasample. Results, empirical error rate (deduced from the partition of
diomedeaand BIC value, are given for each model in TaHle 2. Moreoswepirical error
rate of the cluster analysis situation is reported at theclslsmn of TabldR. The clustering
procedure (see for instance [9]) consists in estimatinghessian mixture parameters of
the non-sexed samptiomedeawithout using theborealissample.

High error rates are generally obtained with standard idiscant analysis (model#;
and riM;) and with standard cluster analysis, as compared to the tttesfer learn-
ing models. The best model selected by the empirical ertter isariM3 . This model
preserves homoscedasticity, a relevant property sinde distriminant rules selected by
cross-validation criterion separately on each sarspad.S* were homoscedastic (LDA).
Moreover it indicates that the proportion of females is & same in the two samples.
Model selected by the BIC criterion M3 and the error rate is the second best value. So,
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model M1 M> M3 Mgy Msg
error | 42.11 31.58 18.43 28.95 21.06
BIC | -753.49 -502.13 -451.51 -503.74 -457.69
model | 1M, M, TiM3 TiM4 TiM5 clustering
error | 42.11 42.11 15.79 4211 21.06 44.73
BIC | -725.24 -489.43 -453.20 -491.23 -459.51 -

Table 2. Empirical error rate (error) and BIC value (BIC)liee thon-sexed case.

transformation fronborealisto diomedeaseems to be sex-independent but not variable-
independent. It should be noted also that BIC’s valuerddg is very close to the one for
M3.

Results in the partially-sexed case We consider in this section that two labels (therefore
5.26% of the data set) are known in tiemedeasample, thus a pajt of y* is known and

S* = (x*,¥"). Empirical error rate is obtained for the ariori non-sexed birds. The two
labels are choosen at random 30 times and, so, it leads torBéllpesexed samples. The
10 models and cluster analysis (using also this new sexnr#ton, what leads to a semi-
supervised situation) are applied successively to the &iafgsexeddiomedeasamples.
Mean of the error rate and the BIC criterion are displayedahlal3.

model M1 M> M3 Mgy Msg
error | 42.41 31.94 18.70 29.91 18.98
BIC | -753.49 -502.13 -451.56 -503.92 -457.95
model | 1M, M, TiM3 TiM4 TiM5 clustering
error | 42.41 42.69 15.37 42.69 20.93 21.13
BIC | -725.99 -489.95 -453.32 -491.77 -460.74 -

Table 3. Mean on the 30 samples of the empirical error raterjeand the BIC value (BIC)
in the partially-sexed case.

Partial information on sex provides lower error rates in gisdiMs, TMs, Ms and the
clustering method, with the modaMs still being the best. The BIC criterion still selects
the modelM3 (with a low error rate) and theriMz. We note that, except modkls, only
adapted models improve thanks to this new label knowledgeeder, the more complex
the model is, the more the error of classification stronglgrel@ses. This is the case for
clustering: It has a good improvement in this example, cgnfiom the last rank to a level
close toriVis.
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2.2. Discriminant analysis for binary data
2.2.1. The statistical model

We now consider discriminant analysis for binary featuréames, sox = {0,1}9. If
the Gaussian assumption is common for quantitative featar@bles, binary featurg;
is commonly assumed to arise from a random variagléaving, conditionally orY, a
Bernoulli distributionB(a;) of parameten; (0 < akj < 1):

XY =k~ Blog) (j=1.....d). )

Using the assumption of conditional independence of théaespory variables [8, 13], the
probability density function ofX, conditionally ony, is:

d
k(x; ak) I_l 11— GkJ 1 Xj, (8)

where ax = (O, ...,0kd). The mixing proportionsi, and the whole parametét =
{(Tw, o), k=1,...,K} are then defined similarly to the previous Gaussian sitnatitex-
imum likelihood (ML) estimates of alixy; are simply given by the following relative em-

pirical frequencies:

. cardi:y =k x; =1}

The estimation of any is then obtain by the MAP principle given il (3 being plug-in by
its estimate (estimate of the mixing proportimpare the same as in the Gaussian situation).

2.2.2. The transfer learning

Defining a transfer function Feature variables in the target populat@i are assumed
to have the same distribution &$ (7) but with possibly d#ffemparametera; j

XYY" =k~ B(a,).

In a multinormal context, the transfer learning challenge been reached by considering
a linear stochastic relationship between the so@@nd the targeQ*. This link was not
only justified (under very few assumptions) but also int@it[3]. In the binary context,
such an intuitive relationship seems more difficult to ekhibhe idea developed in [21] is
to assume that the binary variables result from the disattin of some latent Gaussian
variables. From a stochastic link between the latent viasadnalogous t@13), the following
link between the parameteny; of Q* anday; of Q is obtained:

C(fzj :CD(5|(J' d)‘l(cxkj)+)\jykj), (9)

where® is the cumulative density function o%((0,1), &; € R™\ {0}, A; € {—1,1} and
Ykj € R. Note that this relationship corresponds to a linear lintaeen theprobit functions
of bothay; anday;.

Conditionally to the fact thatik; are known (they will be estimated in practice), es-
timation of theKd continuous parameters; is thus obtained from estimates of the link
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parametersy, Ykj andA; betweenQ and Q* (plug-in method). However, estimating the
number of parameters for the link map is@and one thus obtains that the model is overpa-
rameterized. This fact should not be surprising since thieetiping Gaussian model is by
far more complex (in terms of the number of parameters) tharBernoulli model. Hence
there is a need to reduce the number of free continuous pteesie [9), and [21] propose
constrained models imposing natural additional congsain the transformation between
both populationg2 andQ*.

Constrained models The parameterdy; (1 <k <K and 1< j < d) will be successively
constrained to be equal to 1 (denoted by 1), to be class- andndion-independend),

to be only class-dependerfi or only dimension-dependend;]. In the same wayyj
can be constrained to be equal toy@constant w.r.t.k and j), yk (constant w.r.t.j) ory;
(constant w.r.tk). Thus, 16 models can be defined and indexed usingdh®ocnotation
summarized in Tablgl 4. For these 16 models, as for the Gausase, the assumption on

0 Y Yi Yk

110 1y 1y; 1wk
d |10 dy Oy O%
0 | 8;0 djy 9y i\«
O | &0 Oy &Yj OkYk

Table 4. Constrained models for binary discriminant analiransfer learning.

the group proportions is also taken into account: For it®aan equal proportion model
is quoteddy yk and a free proportion model is quoterdyk. The number of constrained
models is thus growing to 32. The ML estimation of the param@t is carried out by
the EM algorithm under the link constrairfi] (9) and also w.the considered model on
the link parameters. Even if some of these models can bedanHiable, [21] show that
identifiability will occur in practical situations. Therhé choice between these 32 models
can be performed by the BIC criterion given i (6).

2.2.3. Biological application

In this application birds from the specigsiffinsare considered, and the goal is to pre-
dict their sex [7]. Two groups of subspecies are considefdtk first one is composed
of subspecies living in Pacific Islandssubalaris(Galapagos Islandjpolynesiaj dichrous
(Enderbury and Palau Islands) aggnax— and the second one is composed of subspecies
living in Atlantic Islands —boydi (Cap Verde Islands). Here, the difference between pop-
ulations is the geographical range (Pacific Atlantic Islands). A sample of Pacific birds
(n=171) was measured using skins in several National Museuaws.\ariables are mea-
sured on these birds: Coller, stripe and piping (absencessepce for these three variables)
and under-caudal (self couloured or not). Similarly, a dampAtlantic birds 6= 19) was
measured using the same set of variables. Like in the preweaample, two groups are
present (males and females) and the sex of all the birds isrkno
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Pacific birds are chosen as the source population and Atlands as the target popu-
lation. Choosing Atlantic birds as the target populatiorresponds to a realistic situation
because it could be hazardous to perform a clustering panea sample of such a small
size. This is a typical situation where the proposed metloggocould be expected to
provide a parsimonious and meaningful alternative. Adogrdo the biologist who pro-
vided the data, the morphological variables which are useHis application are not very
discriminative, and then one can not expect that the erterwdl be better than 46 45%.

The 32 transfer learnings models for binary discrimingtemmong which standard dis-
criminant analysis 10, are applied on these data and théésese presented in Tahlé 5.
Clustering is also applied, and the obtained error rate .85%9. The best transfer learning

model 10 Y, Tk 1y; 00 oy 0¥ oy,
error 50.94 43.39 45.28 43.39 50.94 43.39 45.28 45.28
BIC 212 209 216 224 212 209 216 224
model 6k0 6ky 6,<yk 6kyj 5j 0 5j \ 5j Yk 6j yj
error 4528 4528 52.83 4528 4528 52.83 5094 50.94
BIC 210 210 215 226 225 224 227 239

model m10 mly 1y mly; md0 TmOy TOYy TIdY
error 4528 50.94 50.94 4528 45.28 50.94 50.94 45.28
BIC 213 213 220 228 213 213 220 228
model &0 Tm&Y TqK T&Y; THO0 MY TJ¥k T,

error 45.28 45.28 47.16 4528 45.28 52.83 4528 52.83
BIC 214 213 213 229 228 227 224 243

Table 5. Classification error rates (%) and value of the Bi@on for target population
of Atlantic birds with source on Pacific birds population.

model gives an error rate lower than standard discriminaatyais (5094%) or cluster-
ing (49.05%) to classify birds according to their sex. Moreover th€ Briterion leads to
choose the model with the smallest error rate. The relgtpebr classification results (the
minimal error rate is 43%) confirms the assumption of thedgjisit.

2.3. Logistic regression
2.3.1. The statistical model

Contrary to both previous approaches, logistic regres&ea for instance [19, 26]) can be
viewed as a partially parametric method since it models tréyratiofy(x)/ f (x) (k # K')
instead of modeling each single group distributifa(). Here, we study the case where
covariatesr included components which are continuous and/or binary. The gecatat
gorical case (more than two levels for some components) @ easily taken into account
by replacing each > 2 levels covariate by — 1 binary covariates. We consider also that
K groups have to be discriminated. Following the conventiboéarbitrary choice of the
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Kth group as a base group, the logistic model fundamentadiyrass that

fu(x)
fk ()

In = Bok + Bix
whereB3, € R and Bk = (B, .--,Bak)’ € RY (k=1,...,K —1). Equivalently, it can be
written by using the conditional membership probabilitigs:; 3)

tk(x; 3)
tx (z; 8)

whereBo = B, + In(Tk /T ) and B = (Bou, - - -, Bok—1,81, - -, Bk-1)'- It leads to the fol-
lowing “logistic-like” expression of conditional membé&ip probabilities

_ exp(Bok + Bix)
1+ 351 exp(Bon+ Bh)

This expression highlights the predictive focus of this elo®nly useful terms for predict-
ing the group membership (thgx; 3)’s) are modeled whatever be the way the covariates
x are generated. In particular, the logistic assumptioruohes a wide variety of families
of distributions: Multivariate homoscedastic normal disitions, multivariate discrete dis-
tributions following the log-linear model with equal iné&tion terms, joint distributions
of continuous and discrete variables of both but not necdéssadependent, truncated
versions of them. It implies some high flexibility which isghly appreciated by lots of
practitioners in many different fields such Credit Scorikgdicine,etc.

The whole parametgs has to be estimated fromresample$ = (X,y). As previously
noticed, covariates arise from an unspecified mixture distribution Kfgroups. Then,
conditionally tox;j, eachy; is independently drawn from a random vecYofollowing the
K-modal conditional multinomial distribution of order one

In = Bok + Brx

te(z; 3)

Y’X =T~ Ml(tl(a:;ﬁ),. .. ,tK(a:;,B)).

With this sampling scheme, the (conditional) log-likelitubto be maximized is given by

K

(B)=5 5 Int(z;B).

K=1{izyi=k}

No closed-formed solution exists but the log-likelihoodnigeglobally concave it can have
at most one maximum. A numerical optimization algorithm twmbe used and generally
a Newton-Raphson procedure is retained with starting petemd = 0. Note that the ML
estimates do not exist when complete or quasi-completeaémaoccurs.

2.3.2. Transfer learning and its estimation

In case where the sample size is small, the ML estimates ofmtbeéel parameters may
be of poor accuracy. It may not even exist since complete asigeomplete separation
is expected to be more frequent for small sample size. In sitghtions, two standard
solutions occur: Either some restrictions have to be madb@model by constraining the
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model parameters, or the sample size has to be increasedwalyabe difficult in many
real situations (unavailable or too expensive new labekgd)d An original intermediate
solution is to transfer some information from another lagisegression model, estimated
on a source population for which the available data are mareenous, to the previous
logistic regression model. Let l§&the source population with associated sargpte (x,y)
and parameteB. Let beQ* the target population with associated samgle= (x*,y*) and
parameter3d*. Note that, in this regression case, wllhave to be known since some
without its corresponding® value is useless in such predictive models.

Three questions naturally arise from this general ideatdiicifont) with the proposed
associated answers (in normal font):

1. Why both population§ and Q* are not unrelated?A good indicator of possible
relationship between both populations is that (i) covasat andx™ are equal or at
least of same meaning and (ii) response variapleady* are equal or at least of
same meaning.

2. Which information is already available g#? An accurate estimat;é on 3 is easily
available, typically from a samplé of sizen greater tham®.

3. How both parameterg and 3* are linked? A collection of simple, realistic, parsi-
monious and meaningful parametric linkp} between both model parameters has to
be proposed:

B =wB).

One of the simplest linkp is affine. At this step it is fundamental to remind tithincludes
two kinds of parameters: The intercept paramefgkswhich have a translation effect on
covariatesr and the scale parametgsg which have a scaling effect on covariategk =
1,...,K—1). Thus it is meaningful to constraint the affine lipkto model a translation
betweerBo andBj, and to model a scaling betwegh andBy*. Such a mapping is written

Bk =Bok+0 and B = AxBk

wheredx € R and/\¢ is ad x d diagonal matrix. Obviously, this model corresponds only
to a reparameterization of the initidgistic parameter3 into alink parameter(dx,/A\x)
(k=1,...,K—1). However, it is now possible to propose some meaningfdl@arsimo-
nious restrictions on this link. In this aim, we propose tbiofving constraints oridy, Ax)
inspired by the work of [2]:

e Three constraints on the translation

— & = 0: Both logistic models share a common intercept (simplase);
— & = &: Translation between both regressions is group indepénden
— & free: Translation between both regressions is free (mastrgécase).

e Five constraints on the scaliny:

— N\¢ =1: Both logistic models share a common scaling (simplest)case
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— Nk = Al: Scaling between both regressions is covariate and gralgpendent;
— Nk = Al Scaling between both regressions is covariate indepé&nden
— N\ = A\l Scaling between both regressions is group independent;
— N\ free: Scaling between both regressions is free (most gecesa).
All the previous constraints odx and A can be combined and it leads to 15 models

of constraints on the whole link paramet@y,/\x). These models are noted, BAI,
O/\k,. . . Tabld® displays the number of parameters for each af the

Number of N
parameters | Al Akl 7AN N
0 0 1 K-1 d d(K-1)
Ok 1 1 2 K d+1 dK-1)+1
Ok K—1| K |2(K-1) | K+d-1| (d+1)(K-1)

Table 6. Number of free parameters for each of the 15 mod&siy two logistic models.

We can notice some particular models:
e The simplest modellOcorresponds to s¢t = 3*;
e The most compex modéL Ak corresponds to unlinked parametgrand 3*;

e If K =2, models indexed bk are equivalent to group independent models, so only 6
different models exist in this caset,@Al, OA, &I, dAl, OA;

e If d =1, models including\, are equivalent to models includirgy, so only 9
different models exist in this case.

Conditionally to3, estimating3* for a given model is easy. Indeed, since the traditional
log-likelihood ¢(3*) is concave and since all models correspond to linear contstran3*,
the resulting log-likelihood function to be maximized is@iconcave. As a consequence,
there exists again at most one maximum and any optimisatgorithm subject to linear
constraint can be involved.

Selecting a model can be performed either by some standasd-ualidation methods
or by using the BIC criterion [31].

2.3.3. Biological and Marketing applications

The last question that has to be raised about the proposedlsnisd'are the link models
realistic?” Applications are now useful for assessingéissential property. All applications
will share the same following design experiment process:

1. 3 is estimated by maximum likehood fro)

2. We draw from another samplg®, and with replacementR samplessSs. , (r =
1,...,R) of sizeri* € N whereN denotes a set of sample sizes;
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3. B* is then estimated by the ML estimaﬁ%7r for each samples;. , and for each
available model;

4. Foreach estima}é,’g*7r, the error ratey: , is estimated from the corresponding unused
remaining sample™\ S ;

5. Finally, the mean error ragy: = R‘ler:leﬁ*,r is displayed for alln™ values ofN
and for four models of particular interest: Model selectgdBiC, model of lowest
error rate, most complex modai{\x), simplest model (0.

Thus sampless. , will act as many samples™ of different sizes, allowing to study the
effect of i* on each model error rate.

Biology: Continuous covariates and two groups The data set has been already de-
scribed in Subsection211. We retdinrealis subspecies as the data sefn = 206) and
edwardsiisubspecies as the data sét(sizen® = 92). Both samples share both common
biometrical featuresd(= 5) and common group meaning males/female€s=(2). All data
are displayed in Figuild 2(a) through the first two PCA axesrasdlt of the previous design
experiment process, witd = {10,11,12 ... ,40} andR = 300, is displayed in Figuild 2(b).
In this example, both samplesand . S* are so different that the simplest model leads to

o 04 == Model selected by BIC
[O)e. == Model selected by error
@ 8 = = =Most complex model (o)

o 20 8 [ N PO Simplest model (01)

: borealis & male

: borealis & female
*: edwardsii & male
*: edwardsii & femalg

L L L L L L L L L L L L
-40 -30 -20 -10 0 10 20 30 40 50 60 “10 15 20 25 30 35 40

First PCA axis N
(a) (b)

Figure 2. Birds: (a) Data on the first two PCA axes, (b) mearefdrror ratess- for four
models of particular interest.

a very high error rate with subsamplé$ , whatever be the sample sigé. As expected,
the more complex model is poorly efficient for sample values*dout it improves whem™
signicantly increases. The intermediate model retainetiédBIC criterion allows to obtain
not only a lower error rate that these too extreme models|batsnows a better error rate
stability through the values af”

Marketing: Categorical covariates and three groups The IncomeESL data set origi-
nates from an example in the book [17]. The data set is anatXi@m this survey. It
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consists of 8993 instances (obtained from the original detavith 9409 instances, by re-
moving those observations with the annual income missint) &4 categorical (factors
and ordered factors) demographic attributes. It provides fquestionnaires containing
502 questions which were filled out by shopping mall custenirethe San Francisco Bay
area in 1987.

We removed cases with missing values and divide the whole skt into two data
sets according to the gendes$:and.S* respectively correspond to males=¢ 3067) and
females (" = 3809). In each sample, three groups=£ 3) of annual income of house-
hols are considered as the response variable: Low incones (lben $19,999), average
income ($20,000 to $39,999) and high income ($40,000 or Jnofée goal is to pre-
dict the annual income of household from ttle= 12 remaining categorical covariates
of two or more modalities and corresponding to demograptiitbates. Figurdl13(a) dis-
plays the first two MCA axes and result of the previous deskpegment process, with
N = {100,200,300,...,1500; andR = 50, is displayed in Figurd 3(b).

Again, we can see both a nice error rate stability and a loor eate of the intermediate

T T
* S:male & low income

* S :male & high income

* S :male & average income

0
1st corresp!

05 1 15 2
ondance analysis axis

Error

== Model selected by BIC

== Model selected by error i
= = = Most complex model (cxk/\k)

““““ Simplest model (01)

15 L L L L L L 0.34

T T
© s":female & low income (| 04 .
o s female & average income ‘e
o s"female & high income

0 0.5 1 . 15 . 2 25 100 300 500 700 900 1100 1300 1500
1st correspondance analysis axis N

(a) (b)

Figure 3. Birds: (a) Data on the first two MCA axes, (b) mearheferror ratesT for four
models of particular interest.

model retained by the BIC criterion through the valuesof The simplest model is here
more challenging than in the previous biological exampteeincome difference between
males and females exists but is quite moderate. A large sasig@n™ is required for ob-
taining good results for the complex model. Thus, the newetsoact as powerful adaptive
challengers for standard models.

3. Parametric transfer learning in regression

Linear regression and mixture of regressions are two vepylao techniques to establish a
relationship between a quantitative respoyse) = R variable and one or several explana-
tory variablesz. However, as in the classification context, most of the =iom methods
assume the absence of evolution in the modeled phenomemnwadrethe training and the
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prediction stages. This section presents parametricftnanation models which allows
both regression models to deal with evolving populations.

3.1. Linear regression

Linear regression assumes that the response valfablR can be linked to the explanatory
variablesz € RY though the relation:

p
Y= Bivj(z)+e,
=0

where the residuals ~ A((0,02) are independent3 = (Bo,Bs,...,Bp) € RP* are the
regression parameterg(x) = 1 and(W;)1<j<p: RY — Ris a basis of regression functions.
The regression functions can be for instance the identilynomial functions or splines
functions [17]. Let us notice that the usual linear reg@ssiccurs when = pandy)j(x) =

xj for j=1,...,d. This model is equivalent to the distributional assumption

Y‘X =T~ N(g(w7ﬁ)70-2)a

where the regression functi@fz, 3) = zf’:o Bjy;(x) is defined as the conditional expec-
tation E[Y|x]. Notice that the regression function can be also written imarix form as
follows:

Y =BWa) +e, (10)

whereW(z) = (L, Y1(x),..., Pp(x))".
Learning such a model from a training samgle- (x,y) is usually straightforward and
relies on ordinary least square (OLS) estimation.

3.1.1. Transfer learning for linear regression

Let us now assume that the regression paramgtdrave been estimated in a preliminary
study by using a sample of the source populatiof2, and that a new regression model has
to be adjusted on a new sample = (x*,y*), measured on the same explanatory variables
but arising from another populatid2* and for whichn* is assumed to be quite small. The
difference betweef andQ* can be for instance geographical or temporal as described in
examples of this chapter introduction. The new regressiodatifor Q* can be classically
written:

YHIX" =2t~ N(BYW (2),07), (11)

The statistical transformation model aims therefore tongedi link between the regression
parameterg and3*. In order to exhibit a link between both regression fundtjome make
the following important assumptions:

e ;. We first postulate that the number of basis functions andotss functions
themselves are the same for both regression mogels=(p and §j = j, Vj =

1...p).
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e 7,: We also assume that the transformation betwg@n3) and g(e,3*) applies
only on the regression parameters. We therefore defineahsfarmation matrixA
between the regression paramei@randG* such thai3* = AS3.

e 73: We finally assume that the relation between the responsablarand a spe-
cific covariate in the new populatioR* only depends on the relation between the
response variable and the same covariate in the popul@tidrhus, forj =0,...,p,
the regression paramet@f only depends on the regression paramgfefi.e. A is
diagonal).

The transformation can be finally written in term of the regien parameters of both mod-
els as follows:

Bj=AiB;  Vi=0....p (12)

whereA; € R is the j-th diagonal element ok. As previously, it is possible to make further
assumptions on the transformation model to makes it mogrpanious. For instance, we
allow some of the parameteks to be equal to 1 (in this case the regression parampfers
are equal t@;). We also allow some of the parametarsto be equal to a common value,
i.e. Aj = A for given 0< j < d. We list below some of the possible models as declined
in [5].

e ModelMo: By =AoPo andBj = A;Bj, for j =1,..., p. This model is the most complex
model of transformation between the populatié@handQ*. It is equivalent to learn
a new regression model from the samgfe since there is no constraint on the- 1
parameter$j (j =0,..., p), and the number of free parametersAinis consequently
p+ 1 as well.

e Model My: By = Bo andBj = AjB;j for j = 1,...,p. This model assumes that both
regression models have the same inter@gpt

e Model My By = Aofo andfj = ABj for j = 1,...,p. This model assumes that the
intercept of both regression models differ by the scalzeind all the other regression
parameters differ by the same scalar

e Model M3z 5 = ABo andBj = ABj for j =1,...,p. This model assumes that all the
regression parameters of both regression models diffendgame scala.

e Model My: By = Po andBj = ABj for j =1,...,p. This model assumes that both
regression models have the same inter@g&nd all the other regression parameters
differ by the same scalav.

e Model Ms: By = Aofo andf3j = Bj for j = 1,...,p. This model assumes that both
regression models have the same parameters except trezpiter

e Model Mg: B = Bo and Bj = Bj for j =1,...,p. This model assumes that both
populationsQ andQ* have the same regression model.

The numbers of parameters to estimate for these transfiommabdels are presented in Ta-
ble[d. The choice of this family is arbitrary and motivatedtbg will of the authors to treat
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similarly all the covariates in this general discussion.wedwer, in practical applications,
we encourage the practicionners to consider some additi@msformation models specif-
ically designed to his application and motivated by his ipkivowledge on the subject.

Model Mo M1 M- Ms My Msg Meg
Boisassumedtobe | AoBo PBo AoBo ABo Bo AoBo Po
BI* is assumed to be )\iBi )\iBi )\Bi )\Bi 7\[3i Bi Bi
Number of parameters p+1  p 2 1 1 1 0

Table 7. Number of parameters to estimate for the transégnileg models in the linear
regression case.

The estimation of the parametgss$ can be deduced from the estimation of the link param-
eters/\. Least square estimators for the moddisto Ms are derived in [5].

3.1.2. Biological application

A biological dataset is considered here to highlight théitgtmf our approach to deal with
real data. Theellung datasﬂ, collected by P. Hellung-Larsen, reports the growth condi-
tions of Tetrahymenaells. The data arise from two groups of cell cultures: Celth and
without glucose added to the growth medium. For each grdwgaterage cell diameter
(in wm) and the cell concentration (count per ml) were recorddte dell concentrations
of both groups were set to the same value at the beginningeadxperiment and it is ex-
pected that the presence of glucose in the medium affectgrdveth of the cell diameter.
In the sequel, cells with glucose will be considered as thecgpopulationQ (n = 32
observations) whereas cells without glucose will be carsid as the target populati@
(betweem* = 11 to 19 observations).

In order to fit a regression model on the cell group with glecake PRESS criterion
was used to select the most appropriate basis functionsutteethat a 3rd degree polyno-
mial function is the most adapted model for these data amsdsiiecific basis function will
be used for all methods in this experiment. The goal of thgedarent is to compare the
stability and the effectiveness of the usual OLS regressiethod with our adaptive lin-
ear regression models according to the size of2hdraining dataset. For this, 4 different
training datasets are used: Al observations (19 obs.), &ll* observations for which the
concentration is smaller than-410® (17 obs.), smaller than:2 10° (14 obs.) and smaller
than 1x 10° (11 obs.). In order to evaluate the prediction ability of tfiéerent methods,
we compute for these 4 different sizes of training dataset?tRESS criterion [1], which
represents the mean squared prediction error computed mss\alidation scheme. This
criterion is one of the most often used for model selectioregression analysis, and we
encourage its use when it is computationally feasible. [hitemh, the MSE value (Mean
Square Error) on the whol@* dataset is also computed.

Figure[3 illustrates the effect of the training set size om pinediction ability of the
studied regression methods. The panels of Fifglire 4 dispheysurve of the usual OLS
regression methodVp) in addition to the curves of the 5 transfer learning modeisdels

IThe hellung dataset is available in the ISWR packagéfor
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Figure 4. Effect of the learning set size on the predictiofitgtof the studied regression
methods for thénellungdataset. The blue zones correspond to the parts of the altisers
of Q* used for learning the models.

M1 to Ms) for different sizes of the training set (the blue zonesdatk the ranges of the
observations of2* used for training the models). The moddl which is equivalent to
the usual OLS regression method on the populafiis also displayed. The first remark
suggested by these results is that the most complex mode®& (M) andMq, appear to be
very unstable in such a situation where the number of trginimservations is small. Sec-
ondly, the modeM, is more stable but its main assumption (same intercept asgihession
model of Q) seems to be an overly strong constraint and stops it fromdittorrectly the
data. Finally, the modelsl,, M3 and Ms turn out to be very stable and flexible enough
to correctly model the target populati@d* even with very few observations. This visual
interpretation of the experiment is confirmed by the nunatriesults presented in Tablds 8
and®. These tables respectively report the value of the BRE®rion and the MSE asso-
ciated to the studied regression methods for the differgetsof training dataset. Talleé 8
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confirms clearly that the most stable, and therefore apatgprmodel for estimating the
transformation between populatiofsand Q* is the modelMs. Another interesting con-
clusion is that both modelsl, and M3 obtained very low PRESS values as well. These
predictions of the model stability appear to be satisfyimges the comparison of Tablgk 8
and® shows that the model selected by the PRESS criteridmagsan efficient model for
prediction. Indeed, Tabld 9 shows that the most efficientetsoith practice are the models
M, andMs which are the “preferred” models by PRESS. These two modeisider a shift

of the intercept, which confirms the guess that we can havexamiming graphically the
dataset, and moreover by quantifying this shift.

Method whole dataset X <4x10° X<2x10° X<1x1C®
OLS onQ* (M) 0.897 0.364 0.432 0.303
Model M4 3.332 0.283 2.245 0.344
Model M2 0.269 0.294 0.261 0.130
Model M3 0.287 0.271 0.289 0.133
Model M4 0.859 1.003 0.756 0.517
Model M5 0.256 0.259 0.255 0.124

Table 8. Effect of the learning set size on the PRESS criteniothe studied regression
methods for thdnellungdataset. The best values of each column are in bold.

Method whole dataset X <4x10° X<2x10° X<1x1C
OLS onQ* (Mo) 0.195 47718  4.510° 145.846
Model M4 0.524 164.301 2:810° 5.9x10°
Model M2 0.218 0.226 0.304 0.245
Model M3 0.258 0.262 0.259 0.290
Model My 0.791 0.796 1.472 3.046
Model M5 *0.230 *0.233 0.230 *0.246
OLS onQ (Mg) 2.388 2.388 2.388 2.388

Table 9. Effect of the learning set size on the MSE value okthdied regression methods
for the hellungdataset. Best values of each column are in bold and the sidicaie the
selected models by the PRESS criterion.

As it could be expected, the advantage of adaptive linearetsadakes particularly sense
when the number of observations of the target populatiomigdd and this happens fre-
quently in real situations due to censorship or to techrgoalstraints (experimental cost,
scarcity,...).

3.2. Mixture of regressions

The mixture of regressions, introduced by [15] as the switthegression model and also
named clusterwise linear regression model in [18], is a [@wpegression model for mod-
eling complex systems for which the linear regression mdiglelot flexible enough. In

particular, the switching regression model is often useBdonomics for modeling phe-
nomena with different phases. Figlile 5 illustrates suckuatson.
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Figure 5. Modelling of a two-state phenomena with the linegression model (left) and
the regression mixture model (right).

This model assumes that the dependent variélade)” = R can be linked to a covariate
& = (1,z) € RY*1 by one ofK possible regression models:

Y =B W(&)+oke k=1,..,K

with mixing proportionsry, . .., Tk, wheree ~ A[(0,1), Bk = (Bko, -+, Bkd) € {B1,---,8x }
is the regression parameter vectorRf™! and Whereoﬁ € {0%,...,0%} is the residual

variance. The conditional density distributionYofjiven« is therefore:
< 2
f(y1£0) = Y Tfi(y: BP(&), 0%),
K=1

where fi(e; BLW(%),02) is the univariate Gaussian density of me¥(x) and variance
oﬁ. We have also notel = ((m,ﬁk,cﬁ) tk=1,...,K). For such a model, the prediction
of y for a new observed covaria#eis usually carried out in two steps: First the component
membership of the data is estimated by the MAP rule follovtlregsame principle as ifl(1)
and thery is predicted using the selected regression model.

3.2.1. Transfer learning for mixture of regressions

We make the same assumptiofisto 43 as in the linear regression case and we assume
in addition that each mixture is assumed to have the same ewoflbcomponentsi.g.

K* = K). Conditionally to an observatiom of the covariates, we would like to exhibit

a distributional relationship between the dependent blesaof the same mixture compo-
nent from available samples= (x,y) and$* = (x*,y*). Let B and3; (1 < k <K) be
respectively the parameters of the mixture regression feodehe source and the target
populationsQ andQ* respectively. [5] assume that the distributional relagtop consists

of a the following parametric link between the regressiorapeeters of both populations:

Bk = N\eBx, whereA, = diag(Ako, Akt, - -.,Akd) and oy is free,
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where dia@Ako, A1, - - - ,Akd) is the diagonal matrix containin@o, Ax1, - - -, Akd) on its di-
agonal. In order to introduce parsimony some constrairgspat on/\y and o;. Such
defined parsimonious models include many of the situatibas rmay be encountered in
practice:

MM; assumes both populations are the safe= | is the identity matrix ¢ = o),

MM, models assume the link between both populations is coeaaiad mixture com-
ponent independent:
— MMa: Ao = 1,A¢j =Aandog = Ao V1< j<d,
MMz, : Ao = A, Agj =1 andog =0, V1< j<d,
— MMy : Ax = Alg andoy, = Aoy,
MMz : Ao = Ao, Akj = A1 andoy = A0 V1< ] <d,

MM3 models assume the link between both populations is coearidependent:

— MMaa : Ao = 1, Aj = A andog = Ao V1< j <d,
MMap : Ao = Ak, Akj =1 ando; =0 V1< j<d,

— MMz3zc: A = )\kld ando; = )\kO'k,
— MMzq : Ako = Akos Akj = Akt andoy = Aok V1< j<d,

MM, models assume the link between both populations is mixtomgponent inde-
pendent ¢, free):

- MM4a:)\k0:1and)\kj :7\j Vi< j<d,
— MMy, : Ax = A with A a diagonal matrix,

MMs assumeg\i is unconstrained, which leads to estimate the mixture ssgra
model forQ* by using onlyS* (oy, free).

Moreover, the mixing proportions are allowed to be the sameaich population or to be
different. In the latter case, they consequently have tostienated using the sampl¢'.
Corresponding notations for the models are respectimiyvl, when the mixing propor-
tions g, of Q* have to be estimated andiM, when the have not. Tat[el10 gives the number
of parameters to estimate for each model. If the mixing pribmas are different fronf to

Q*, K — 1 parameters to estimate must be added to these values.

Model MM1  MMaoa_c MMZd MM3za_c MMgd MMga MM4b MM5

Param.nb| O 1 2 K 2K d+K d+K+1 K(d+2)

Table 10. Number of parameters to estimate for the tranefgning models in the regres-
sion mixture case.
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Model inference The estimation of the link parameters is carried out by MLhgsa
missing data approactia the EM algorithm [11]. Indeed, we do not know from which
component of the mixture arises each observatigny;) or also each observatidex;,y").
This technique is certainly the most popular approach ffarémce in mixtures of regres-
sions (MCMC approaches can be also used, see [6]). Mordsletaihe EM algorithm for
the link parameter estimation can be found in [6]. Then, lngph, it provides an estimate
6" of 6*.

Prediction rule Once the model parameters have been estimated, the poadfttof
the response variable corresponding to an observatioof X is obtained by a two step
procedure. First, the component membershig’ois estimated by the MAP rule. Theyt, ~
is predicted using thkth regression model of the mixture:

V= BWE).

Model selection In order to select among the differents transfer learningetsothe most
appropriate model of transformation between the popuiatibandQ* , we propose to use
two well-known criteria, already presented: PRESS and RKE.us recall that, for both
criteria, the most adapted model is the one with the smaihéstion value.

3.2.2. Economic-environmental application

In this experiment, the link between G@mission and gross national product (GNP) of
various countries is investigated. The sources of the daf@le official United Nations site
for the Millennium Development Goals Indicataaad theWorld Development Indicators
of the World BankFigure[® plots the C@emission per capitaersusthe logarithm of GNP
per capita for 111 countries, in 1980 (left) and 1999 (right)
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Figure 6. Emission of C@per capitaversusGNP per capita in 1980 (left) and 1999 (right).
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A mixture of second order polynomial regressions seems tmbktecularly well adapted
to fit these data and will be used in the following. Let remdr&ttregression model with
heteroscedasticity could also be appropriated for such, dait these kind of models are
out of the topic of the present work. For the 1980’s data, tvomugs of countries are easily
distinguishable: A first minority group (about 25% of the Wwhheample) is made of coun-
tries for which a grow in the GNP is linked to a high grow of th®{emission, whereas
the second group (about 75%) seems to have more environrpefitecal orientations. As
pointed out by [20], the study of such data could be partityilaseful for countries with
low GNP in order to clarify in which development path they ambarking. This country
discrimination in two groups is more difficult to obtain oretihi999’s data: It seems that
countries which had high CQOemission in 1980 have adopted a more environmental de-
velopment than in the past, and a two-component mixtureessiggn model could be more
difficult to exhibit.

In order to help this distinction, parametric transfer feéag models are used to estimate the
mixture regression model on the 1999’s data. The ten parantetnsfer learning models,
with free component proportiorg;, TIMMo, to MMy, classical mixture of second order
polynomial regressions with two components (MR) and useebsd order polynomial re-
gression (UR) are considered. Different sample size of 889 data are tested: 30%,
50%, 70% and 100% of thé* size fi* = 111). The experiments have been repeated 20
times in order to average the results. Tdhlk 11 summariz=® tresults where MSE cor-
responds to the mean square error. In this application,otaé tumber of available data
in the 1999 population is not sufficiently large to separa@nt into two training and test
samples. For this reason, MSE is computed on the whiogample, even though a part of it
has been used for the training (from 30% for the first expanint@ 100% for the last one).
Consequently, MSE is a significant indicator of predictitdity of the model when 30%
and 50% of the whole dataset are used as training set sinceai@%0% of the samples
used to compute the MSE remain independent from the trastemge. However, MSE is a
less significant indicator of predictive ability for the twast experiments and the PRESS
should be preferred in these situations as indicator ofigiree ability.

TabldT1 first allows to remark that the 1999's data are agtosde of two components
as in the 1980’s data since both PRESS and MSE are better fof2MBmponents) than
UR (1 component) for all sizes* of §*. This first result validates the assumption that
both the reference populatidd and the new populatio®* have the same numb&r = 2
components, and consequently the use of transfer leareahmigques makes sense for this
data. Secondly, AMR models turn out to provide very satigfypredictions for all values
of n* and particularly outperforms the other approaches wifeis relatively small (less
than 77 here). Indeed, both BIC, PRESS and MSE testify tleatrémsfer learning models
provide better predictions than the other studied methdu=sw" is equal to 30%, 50% and
70% of the whole sample. Furthermore, it should be noticattiansfer learning models
provide stable results according to variationsron In particular, the modelsMM, are
those which appear the most efficient on this dataset andrnibéss that the link between
both populationg2 andQ* is mixture component independent.

This application illustrates the interest of combiningommhations on both past (1980)

and present (1999) situations in order to analyse the libkd®n CQ emissions and gross
national product for several countries in 1999, especialien the number of data for the
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30% of the 1999's datan{ = 33) 50% of the 1999's datan{ = 55)
model | BIC PRESS| MSE model | BIC PRESS| MSE
MM, | 13.09 3.38 | 3.40 MMy, | 10.18 411 | 3.44
MMy, | 12.73  3.89 | 3.32 ™My, | 13.54  3.73 | 3.37
MMy | 12.79  5.48 | 3.68 MMy | 13.89  4.25 | 3.45
T™MMyq | 11.54 499 | 3.73 MMy | 22.35 4.38 | 4.80
T™MMs, | 12.14 420 | 3.76 T™MMs, | 12.00 3.84 | 4.49
Mg, | 11.72  4.87 | 4.00 Mg, | 12.00 4.47 | 3.86
M3 | 11.50 5.09 | 3.86 T™Ms. | 17.53  3.97 | 3.28
T™MMsq | 22.83 552 | 3.64 T™MMsq | 25.39  4.77 | 3.67
TMMga | 18.72  5.15 | 4.01 TMMga | 20.65 3.68 | 3.44
MMy, | 22.01  6.21 | 5.04 TMMyp | 2492 557 | 4.19
UR 27.08 7.46 | 7.66 UR 2087 795 | 7.21
MR 32.89 554 | 511 MR 39.69 4.82 | 4.77
70% of the 1999’s datan{ = 77) (n*=111)
model | BIC PRESS| MSE model | BIC PRESS| MSE
MMy, | 1476 3.65 | 3.35 MMy, | 15.51  4.78 | 3.32
MMy, | 1473 391 | 3.39 MMy, | 15.44  3.81 | 3.37
TMMy. | 1453 4.49 | 3.53 TMMye | 15.39 4.84 | 3.47
TMMyq | 1890 430 | 3.72 TMMyq | 20.05  4.45 | 3.59
VM3, | 1884 433 | 3.85 T™MMs, | 20.18  4.29 | 3.79
mMMs, | 18.80  4.40 | 3.85 M3, | 20.03  4.38 | 3.77
TMM3: | 18.81  4.41 | 3.26 TMMs: | 20.05  3.94 | 3.10
T™Msq | 27.05 391 | 3.17 TMMsq | 29.37 4.08 | 3.34
TMMga | 2229  5.25 | 4.00 TMMga | 23.98 421 | 4.13
MMy, | 26.55  4.92 | 4.03 MMy, | 28.58  5.21 | 4.52
UR 22.08 8.00 | 7.10 UR 23.62 7.53 | 6.99
MR 4391 5.06 | 3.33 MR 47.19 3.66 | 2.89

Table 11. MSE on the whole 1999’s sample, PRESS and BICionitéor the 10 parametric
transfer learning modelsi/IM»; to TMMy), usual regression model (UR) and classical
regressions mixture model (MR), for 4 sizes of the 1999’'s @am33, 55, 77 and 111
(whole sample). Lower BIC, PRESS and MSE values for each keasipe are in bold
character.

present situation is not sufficiently large. Moreover, tbmpetition between the parametric
transfer learning models is also informative. Effectiydatyseems that three models are
particularly well adapted to model the link between the 198ata and those of 1999’s
data: TiMIMy,, TMMop, andTiMMy.. The particularity of these models is that they consider
the same transformation for both classes of countries,whigans, conversely to what one
might prima faciehave thought, that all the countries have made an effortdooe their
CO, emissions and not only those which had the higher ones.
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4. Parametric transfer learning in clustering

4.1. The statistical model

Clustering aims to partition a sampfe= x of n observed data int& groups. The standard
model-based clustering procedure assumes that any oldsdgast@r; < S (i=1,...,n) is
i.i.d. drawn from a random vectaK of the K-component mixture of parametric distri-
butions f (e;0) = z{leru(fk(o;ak). We recall thatr, denotes the mixing proportions of
the componenk, ay its parameter an@ = {(T, ax) : k= 1,...,K} the whole mixture
parameter. It can be assumed equivalently thaki(ipas been generated by the compo-
nenty; € {1,...,K} with probability 5, and that (ii) the component of origi is a lost
information. Thus the vectar= (yi,...,Yn) constitutes some hidden data (see [27], p. 7).

The clustering procedure consists on three stages. Hiestparametef has to be
estimated by the ML principle, usually by the mean of an EMbdtgm. Second observed
datax are allocated by the MAP rule to the group corresponding echilghest estimated
conditional probability of membership computed at the Mtireate §: See ) and{2) in
this chapter (see also [27] p. 31). Finally, the BIC critaris commonly used for selecting
some parsimonious model and/or the number of clusters {ge8()).

4.2. Gaussian transfer learning and its estimation

Thereafter we aim to partition, in a Gaussian context, natgles sample, butl n"-samples
Sh=x"(h=1,...,H),withx" = (z,... "), described by a set afcontinuous variables
(sox = RY) into K groups each. Thus, in this section, we are no longer limibetivb
populations, a source on@) and a target one*), but we are in a more general situation
whereH populationsQ?,..., Q" are present. Note that all populations will now play a
symmetric role (instead of previous discriminant analgsid regression situations), so the
concept of “source” and “target” population becomes tgtaltbitrary and unimportant.
In addition, we make the assumptions that (i) the samplese statistical units of same
nature, (i) they are described by identical features aiijdal researched partitiong” =
(Y],....¥f},) share the same meaning.

Such situations are numerous and it is easily to exhibitadngkes through well-known
data sets. For instance the Old Faithful geyser locateddanytilowstone National Park
(Wyoming, USA) is regularly subject to clustering investigns. Figurdd/ displays two
samples of the geyser eruptions differing over ten yearsd@sdribed by the same vari-
ables: Duration and inter-eruption waiting time intervial ninutes). Some structure of
the eruptions is frequently researched within one of thaseptes, but never by using the
whole information that they both provide. Sectidnsl4.3. present also two other
situations, the first one in Biology and the second one inrkieawhere several samples
of identical statistical units described by the same femtuhave to be clustered into same
meaning partitions.

4.2.1. Independent clustering of several populations

Standard Gaussian model-based clustering assumes tlhainhdaddual x,h of the sample
x" (he {1,...,H}) isi.i.d. drawn from a populatio®" modelled by a mixture oK nor-
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Figure 7. Two samples of Old Faithful geyser eruptions difig over 10 years.

mal d-dimensional distributions. In addition, all sampiésare mutually independent. The
componenk his weighted byr; > 0 (3!, ! = 1), centered inu) € R? with covariance
matrix 3f € R4 (symmetric positive-definite) ang" = (yi,...,y?) is the missing re-
sponse variable indicating the component from which edtarises. So the mixtur@" is
entirely parameterized b§" = {(f, uf, =) 1 k=1,...,K}.

The standard independent procedure considers that theagiops Q" (h=1,...,H)
are unrelated and so, that the parame@rsire algebraically free. Then estimating the
whole model parameté = (9%, ...,6") by maximum likelihood, is equivalent to estimat-
ing each paramete®” independently from the others. Indeddd) = SH_, /"(6") where
£(6) is the log-likelihood of9 computed on the whole observed data (x%,...,x"), and
/"(@") is the log-likelihood of¢" computed on the observed dataonly. Then, all par-
titions y" are estimated by performing the MAP rule on observed dthy using the
obtained ML estimate a#".

That first standard method proceeds as if the diverse sartphes classified were un-
related and prohibits any transfer learning between thellpdpns. But let us remind that
(i) the samples share statistical units of same natureh@y are described by the same fea-
tures and (iii) the groups that have to be discovered coms&tsame meaning partition of
each sample. The simultaneous clustering [23] method tegiresent now, formalizes the
previous informations by establishing a link between thpytations, in order to improve
the model fit and the estimated partitions.
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4.2.2. Simultaneous clustering of several populations

Let assume that observations(af,y") are i.i.d. realizations of a random coupl& ", Y").
Forall(h,W) € {1,...,H}2and allk e {1,...,K}, we suppose that there exi&"" € Rdxd
diagonal, regular, positive arhﬁ’h/ e RY such that:

' 2 hi hHY
X\r\](h’:k:Dk X\r\](h:kerk' : (13)

Some arguments for justifying this affine form have beerealyediscussed in Sectign2.1.2.
and can be also find in [23]. Note that the condition tmﬁh' be positive is imposed for
identifiability reasons. This positivity involves that tlerrelation sign of any couple of
conditional variables keeps unchanged through the pdpofat That constraint seems to
be realistic in many experimental situations.

Equivalently to [IB), the following parametric link can b&tablished between popula-
tions. Whatever ark, h, h’, there exist some diagonal positive-definite mam'%h, € Rdxd

and some vectohiﬂ’h/ € RY, such that:
> = DM =0 DM and plf = DMl 4 oM (14)

Property [I}) characterizes henceforward the whole pasarapace 0 and the so-called
simultaneous clustering method is basedfoparameter inference in that so constrained
parameter space.

Let us set: pi"'" = i /7 for all k, h and . Then matricesD!"", vectorsb[" and

scalarspﬂ’h' constitute a whole parametric bond between populationghwilk helpful (i)
for defining some meaningful parsimonious models of sta@h#&mnsformations and (ii)
for estimatingé.

Parsimonious models and estimation Several parsimonious models can be considered
by combining classical assumptions within each mixture oth lmixing proportions and
Gaussian parameternsifapopulationmodels), with meaningful constraints on the link pa-
rametersDE’h,, bE'h/ and pE'h/ (interpopulationmodels).

Intrapopulation models.Inspired by standard Gaussian model-based clusteringcame
envisage several classical parsimonious models of camistizn the Gaussian mixtures:
Their components may be homoscedasﬂ@ € =" or heteroscedastic, their mixing pro-
portions may be equaff = n") or free.

Interpopulation modelsin the most general casE?L"h/ matrices are positive-definite and
diagonal ,bE’h, vectors are unconstrained ap@h, scalars are positive. We can also consider
component independent situations B (D" = D), on 6" (B = ") and/or
onpe™ (g™ = ™).

Let us mention briefly that some combinations of the previoasstraints are not
allowed. For example, the mixing proportions cannot be msslto be homogeneous
within each mixturexi") and free through the populationg{"). All allowed combinations
of intra and interpopulation models are available in [23]he¥ constitute a family of
Gaussian mixture-based simultaneous clustering models.
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Assuming thatH sampless?,...,s" are drawn from théd populationsQ?,...,Q",
estimation of the model parameter by ML is carried out by tiv &gorithm. We refer
to [23] for more detalils.

4.3. Biological application of Gaussian transfer learning

In [32] three seabird subspeciad & 3) of Cory’'s Shearwaters, differing over their geo-
graphical range, are describeBbrealis(sizen! = 206 individuals, 45% female) are living
in the Atlantic Islands (Azores, Canaries, etdipmedea(size n?> = 38 individuals, 58%
female), in Mediterranean Islands (Balearics, Corsica),eandedwardsii(size n® = 92
individuals, 52% female), in Cape Verde Islands. Only the fisst subspecies have been
considered in ApplicatioiZT13. Individuals are desdilie all species by the same five
morphological variablesd(= 5): Culmen (bill length), tarsus, wing and tail lengths, and
culmen depth. We aim to cluster each subspecies.
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o Calonectris diomedea borealis

A Calonectris diomedea diomedea

o Calonectris edwardsii
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Figure 8. Three samples of Cory’s Shearwaters describeddnyical features.

Figure[® displays the birds in the plane of the culmen depththa bill length. Samples
seem clearly to arise from three different populations hsed standard independent Gaus-
sian model-based clusterings should be considered. Blit@fstlaem arise from the same
speciegalonectris diomededhe researched partitions could be expected to have the sam
number of clusters with the same partition meaning in eaofpka In addition, the three
samples are described by the same five morphological featiimes the data set could be
suitable for some simultaneous clustering process. As aeguence, it is quite reason-
able that both simultaneous and independent clusteringpetemThe following paragraphs
compare the results obtained from simultaneous and indeperclustering.
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Selecting the number of clusters Table[I2 displays the best BIC criterion value among
all models for the two clustering strategies. The overafit®C value (4078) is ob-

Cluster Number 1 2 3 4
Simultaneous Clustering 40733 40718 40767 40824
Independent Clustering| 41026 41398 41377 41596

Table 12. Best BIC values obtained in clustering the CoryiséBwaters simultaneously
and independently, with different number of clusters.

tained from simultaneous clustering fidr= 2 groups. This value is widely better than the
best BIC obtained from independent clusterijG = 41026). So BIC clearly prefers
the simultaneous clustering method and rejects, here téinelard independent clustering
method.

Determing the gender of birds Retaining the two cluster solutiorK (= 2) we pro-
pose now to compare the partition estimated in each methdld thie gender partition
of birds (males/females). The error rate associated to & imodel of simultaneous
clustering (BIC= 40718) is 1071% whereas the best model of independent clustering
(BIC = 41398) reaches 180%. Let us add that 101% is also the overall best error rate
observed in both methods. So the best model according toBlwifled by simultaneous
clustering) is also the overall best global classifier. Mwesx, Figurd P and the confusion
tables in Tabl€Z3 (a) and Talflel 13 (b), highlight the follogvpoint: By sexing differently
few birds from the independent clustering, the simultasenethod improves not only the
global error rate, but also the correlation between thenedéd clusters and the bird gen-
ders.

(a) Independent clustering (b) Simultaneous clustering
(BIC=4139.8). (BIC=4071.8).
cluster 1 cluster 2 cluster 1 cluster 2

. male 20 93 ) male 18 95
borealis female 88 5 borealis female 89 4
. male 1 15 . male 2 14
diomedea (1 ae 18 4 | |diomedea . e 18 4
.| male 7 37 .. male 5 39
edwardsil female 43 5 edwardsil female 45 3

Table 13. Confusion tables obtained by comparing the iefeolusters within each sub-
speciesK = 2 groups) to the sex of the birds.

Interpreting the selected model The overall best model (BIE 40718) specifies the
following points. Firstly, the matriceEE are homogeneous dn(every mixture is ho-
moscedastic). So the covariance of any couple of biométwra&bles should be the same
among males and females (in each subspecies). This apserdikes sense and is realistic
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Figure 9. Similarities (in black) and differences (in redtween independent (BIE
41398) and simultaneous clustering (B¥40718), in sexing each Shearwater sample.

for ornithologists. Secondlyg = ) whatever ish € {1,2,3}. There are as many males
than females irborealis diomedeaand edwardsiisubspecies. This is realistic, given the
gender partition of each sample. So, the two previous pair@s accordance with the best
model of independent clustering (BK£41398). In addition, the greater originality of the
model provided by simultaneous clustering (B¥10718) lies in the following point: All
transformation parametepﬂ'h/, bE’h/ and DL"h/ are homogeneous da So, simultaneous
clustering does not only provide the best model (accordirigj€ and according to the error
rate), but this model allows also the following interpretat There exists a mutual stochas-
tic transformation of the males across the subspecie® thésts another transformation of

the females, and these two transformations are identical.

4.4. Robust transfer learning and its estimation

As the Gaussian parameters are sensitive to extreme valoesal mixtures may be un-
suitable for modeling the data when they are suspected kad@aoise or outliers. Alter-
natively, one can assume that the distributionXdf conditionally tonh is no more Gaus-
sian but corresponds toddimensional Student’s distribution with degree of freedom
VE € R}, location parametqnﬂ € RYand (symmetric positive-definite) inner product matrix
e R¥d (see [27], chapter 7). We note in this c&@e= {(1¢, ul, =0 vl :k=1,... K}
and agairg = (6*,...,0").

[24] consider several parsimonious models of unlinkeaixtures: Mixing proportions
nﬂ are either free or homogeneous knas degrees of freedonﬂ and/or inner product
matricesEE. Without any other constraint on the Student’s parameteesmodel at hand
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involves an independent clustering procedure.

However, the mutual affine transformation of the conditigmapulations formalized
by (I3), can also be assumed in this new context of Studemtixtures. This transfor-
mation is justified as in Sectidn4.2. when: (i) The samplesesistatistical units of same
nature (ii) they are described by identical features aidli¢é expected partitions are about
to be identically interpreted. Such an affine mutation ofdbaditionalt-populations im-
plicates that the degrees of freedofhare homogeneous dn vi =,...,= vi! = v. Then

interpopulation models are obtained by considering m%?’ matricesb{!'h/ vectors and/or
pE’h/ scalars are either free or homogeneous.on
Combining the previous constraints on (i) the intrapopateparameters{, vi!, =f and

(ii) the transformation parametepg’h/, bE’h/, DL"h/, leads to a family ot-mixture-based
simultaneous clustering models. As in the Gaussian case sbthe proposed constraints
cannot be matched and one has to refer to [24] in order to flradlalved combinations of
intra and interpopulation models. The estimatiorf@dfy ML requires a Generalized EM
algorithm (see [11]) and details are given again in [24].

Any likelihood-based criterion can help to (i) select a maféndependent clustering,
(ii) select a model of simultaneous clustering and (iii)edtetine the best clustering method
among the two previous ones. The BIC criterion was used frghrpose in Sectidn412.
But BIC reports essentially the adequacy of the model andetiomes at the expense of
the interpretability of the associated partition. In ortteavoid some spurious components
(see [27]) due to the noise within the data, BIC can be reglagehe ICL criterion (see [4])

defined by
H K

ICL=BIC-2Y Y Inty (", M),
h:lk:l{i;‘i =k}

wherey denotes the MAP estimate g andtc(z!';8") is the conditional probability of
membership ofvih to the clustek (it is a straightforward adaptation & (2)). ICL penalizes
the models with strong overlap components, so it providestipas where the clusters
are well-separated and, consequently, easier to interphet model with the smallest ICL
value has to be retained.

4.5. Economic application of robust transfer learning

In [12] Du Jardin and Séverin display several samples of fidiffering over the year
and described by the same econometric variables. On twolsarfipm these financial
data, suspected by the authors to contain outliers, we peoftocompare the simultane-
ous and the independent clustering strategies both basednodures. The first sample
from 2002 consists of 428 firms (212 bankrupt ones) and thensesample from 2003,
of 461 companies (220 bankrupt ones). Both samples areildeddoy four financial ra-
tios: EBITDA/Total Assets, Value Added/Total Sales, Quiétio, Accounts Payable/Total
Sales. FigurE0 represents the two datasets in the cahplzna: [EBITDA/Total Assets,
Quick ratio]. Tabld_T¥ displays the best ICL criterion vahmong all models for simul-
taneous clustering strategy. We notice that ICL retainsreeticlustersi = 3) solution.
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Figure 10. Two samples of companies differing over the year.

K 1 2 3 4 5
Simultaneous —11697 —-11913 -12020 -—-11834 —-11313
Independent | —11546 —11636 —10721 —-11277 —10983

Table 14. Best ICL values, over all models, obtained in siamdous and independent
clustering with different number of clusters.

Table[Th gives the associated confusion table of this oftigpartition in comparison to
the bankruptcy and healthy specifications. We see thata®drClusters 1 and 2 are highly
correlated respectively to failed and no-failed companigsereas Cluster 3 is clearly a
group where failed and no-failed companies are indistsirable.

Cluster 1 Cluster 2 Cluster 3
Healthy 3 94 360
Bankruptcy 56 10 366

Table 15. Confusion table associated to the partition plexviby the best simultaneous
clustering model retained by ICL.

This typology indicates that it is easy to identify very whéalthy and non-healthy
companies (see Figukell1) for a small number of cases (@uktand 2 have respectively
mixing proportions equal to 0.07 and 0.13) whereas it is etqueto be a very hard task for
most of them (Cluster 3 has a mixing proportion of 0.80).



36 Beninelet al.

[EBITDA/Total Assets,Quick Ratio] [EBITDA/Total Assets,Quick Ratio]
25 35
Q
Y Bankruptcy o <><> O o % Bankruptcy <<>> O
¢ Healthy % O 3 O Healthy o
2 - Class of indecision Q@Q» %0(1) + Class of indecision O ()00% O
° 8
RS
15- <> <> &b
& & O
o008
1r ‘ﬁ' . ot
x .
e i
w K
051 ﬂ'\;}

.
BRI RS
* x.L
rE T
L K

R L L ,
-06 -0.4 -0.2 0 0.2 0.4 0.6 08

(a) year2002 (b) year2003

Figure 11. Estimated partition of companies (Healthy, Baptcy, Indecision) for the two
consecutive years (2002, 2003), obtained by a simultarntemisture model-based cluster-
ing methodology.

In addition, by using-parameters of each cluster, it is obviously possible tavdaa
synthetic description of each of them (classical analysisiodel-based clustering so not
reported here) but we focus on the specificity of simultasemustering which provides an
information about the group evolution over the years. Thaimed model (ICL= —12022)
states that every mutation paramepérb{}h', DE’H is homogeneous ok that the degrees
of freedomvy and the inner product matric@ﬂ do not depend ok either, and that the
reference mixing proportionﬂﬁ are free. Then, according to this model: (i) The mixing
proportion of each cluster is invariant between 2002 and320td (ii) other cluster fea-
tures uniformly evolved over the years. More precisely,gbgociated estimated transition
parameters are given by:

D'? = diag(1.120.95,1.20,0.93)
b2 = 10°3(-182,2,-102 1),

thus clusters from 2002 and 2003 appear to vary only throdgh ttvo variables

EBITDA/Total Assets and Quick Ratio. This result is meaihiig These two variables
report respectively the liquidity and the performance & finms, which are known to be
the main features able to predict bankruptcy. Indeed thegdhaf the financial structure is
a consequence of the evolution of these two features.

For comparison, TableL4 displays also the best ICL critevaue among all models
for independent clustering. We notice now tiat= 2 clusters are retained and the asso-
ciated confusion table (Tablg]16) indicates that estimabesters bring poor information
about the company health in comparison to the three comp®setution given by simul-
taneous clustering. In addition, independent clusterimesdhot allow easy interpretation of
the groups evolution over the years. Finally, it is worthimgthat ICL prefers the simulta-
neous solution.
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Cluster 1 Cluster 2
Healthy 228 229
Bankruptcy 289 143

Table 16. Confusion table associated to the partition pexliby the best independent
clustering model retained by ICL.

5. Conclusion

In this chapter, parametric transfer learning and parametrsupervised transfer learning
have been addressed for classification, regression oedhgiproblems when several sam-
ples are involved in the analysis. In each situation, th@g@sed transfer function belongs
to a parametric family what allows to obtain an easy undedste of the functional link
between populations. It corresponds also to a very flexipfgaach since (i) many con-
straints on the parametric link can be proposed from the mdht less restrictive ones and
(i) model selection allows to retain automatically the maygpropriate constraint.

It is worth noting also that proposed strategies are all @asyplement by practitioners
since they are finally quite close to standard methods. §tegéaking, they correspond to
particular simple, but meaningful, constraints on clagsicodels.

Face to the huge amount of available data today and espeicialnear future, transfer
learning may also work as a powerful and generic data restuttiol. Indeed, it allows to
identify links between populations and, as a consequehisea iway to obtain equivalence
classes for them.

Finally, some challenges have still to be addressed by thesging field. For instance,
it would be useful to extend the proposed methods to high iineal data sets or to other
classical techniques. In addition, it would interestingueaken some assumptions as the
exact variable concordance between variables, properighvigicurrently required.
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