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Abstract

The paper is reviewing the tools to handle high-order sliding mode design and
robustness. The main ingredient is homogeneity which can be checked using an
algebraic test and which helps us in obtaining one of the most desired property in
sliding mode control that is finite-time stability. This paper stresses some recently
obtained results about homogeneity for differential inclusions and robustness with
respect to perturbations in the context of input-to-state stability. Lastly within
this framework, most of the popular high-order sliding mode control schemas are
analyzed.

1. Introduction and related works

Sliding mode control has a long standing history starting from the early 20th
century with the paper of G. Nikolskii [1]: the notion of “sliding mode” was in-
troduced in the context of relay control systems. Indeed, the state dependent relay
control may switch at high frequency (theoretically infinite) inducing a constraint
motion on a manifold (called the sliding mode [2]). Later in the fifties-sixties an
intensive research on sliding mode control steps ahead with the bang-bang control
problems (just to mention a few works : B. Hamel in France [3] or Y.Z. Tzypkin
[4] (and references therein) and S.V. Emelyanov [5] in USSR).

The sliding mode control design is a procedure with two stages :

• Sliding surface synthesis, which will provide the desired performances;

1This work was partially supported by ANR Grant CHASLIM (ANR-11-BS03-0007).
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• Control design (discontinuous or not) ensuring that all motions will slide
along the designed sliding manifold.

The obtained controls make the motions to be composed of two parts: the hitting
(or reaching) phase and the sliding phase.

Such a sliding mode control exhibits interesting features for engineers: a rel-
ative simplicity of design, equivalent control motion (as long as sliding condi-
tions are maintained), invariance to process characteristics and external perturba-
tions, wide variety of application domains such as regulation, trajectory control
[6], model following [7], observation [8] etc. Although the subject has already
been treated in many papers [9, 10], surveys [11], or books [12, 13, 2], it still
remains the object of many studies (theoretical or related to various applications).

The first generation of sliding modes (1960-1990) are called classical sliding
modes or first order sliding modes and they possess the following characteristics:

Pros • system order reduction on sliding surface;

• finite-time convergence;

• robustness with respect to parameter variations and/or matching dis-
turbances (if the control amplitude can be large enough).

Cons • chattering;

• noise sensitivity;

• do not reject unmatched disturbances.

V.I. Utkin [2] and co-workers had a tremendous impact on its development.
Later, the evolution of the sliding mode control theory and its applications

required a more detailed specification of the sliding motion, which may have dif-
ferent order of “smoothness” (chattering removal). The modern control theory
calls this extended concept the high-order sliding mode that it was first introduced
by A. Levant in 1985 (see references in [14]).

From the very beginning, one of the most important properties of the sliding
mode is the finite-time convergence of motions toward the sliding manifold. Mak-
ing a scalar variable converging to zero in a finite time is quite obvious (see for
example [15, 16, 17, 18]) whereas extending this qualitative property to a higher
order vector variable becomes very challenging. The later has been intensively
studied in the nineties with the introduction of higher order sliding mode concepts
([14] and references therein). This finite-time convergence property was inten-
sively used within ordinary differential framework [17]. Since then, many papers
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were devoted to the finite-time convergence [19, 20, 21, 22, 23, 24]. This prop-
erty was exploited in [25, 26, 20, 27, 28], with application to controller design in
[29, 30, 31, 28] or to observer design in [32, 33, 34, 35, 24]. The output feedback
design is treated in [36, 37, 38].

Until now, the main framework used to obtain FTS (finite-time stability) prop-
erty, relies upon the notion of homogeneity. Indeed local attractiveness of a ho-
mogeneous system with negative degree implies the global FTS (see [29, 30, 39]).
Homogeneity is an intrinsic property of an object, which remains consistent with
respect to some scaling: level sets (resp. solutions) are preserved for homoge-
neous functions (resp. vector fields). Homogeneity has a long standing history
that can be broken into three steps:

• Standard homogeneitygoes back to L. Euler. In the sixties it was used
to investigate stability properties (see [40, 41, 16, 42, 18]). A particular
attention was paid to polynomial systems [43].

• Weighted homogeneitywas introduced by V.I. Zubov [44] in late 1950s and
independently by H. Hermes [45, 46] in the nineties when looking at a local
approximation of nonlinear systems: asymptotic controllability is shown
to be inherited by the original nonlinear system if this property holds for
the homogeneous approximation [46, 47, 48]. With this property, many re-
sults were obtained for stability/stabilization [49, 50, 51, 52, 53, 54, 55, 56,
57, 58], or output feedback [59]. Let us recall the result obtained by V.I.
Zubov in [44] and L. Rosier in [60]: if a homogeneous system is globally
asymptotically stable (with a continuous vector field), then there exists a
homogeneous proper Lyapunov function. This notion was also used in dif-
ferent contexts: polynomial systems [61] and switched systems [22], self-
triggered systems [62], control and analysis of oscillations [63, 64]. Exten-
sions were provided to vector fields which are homogeneous with respect
to a general linear Euler vector field with degrees of homogeneity that are
functions of the state [65] and to homogeneity in the bi-limit [44, 59], which
makes homogeneous approximation valid both at the origin and at infinity.
Those tools were useful for nonlinear observer and output feedback design.
Extensions to local homogeneity have been proposed recently [59, 63].

• Geometric homogeneity:The weighted homogeneity is based on the dila-
tion definition, which depends on the coordinates. There exist vector fields,
which are homogeneous in some coordinates, but not using other coordi-
nates. Moreover, since homogeneity is a kind of symmetry, it should be
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invariant under a change of coordinates. This motivates for a geometric, co-
ordinate free definition of homogeneity. The very first geometric definitions
appear by V.V. Khomenuk [66] in 1960s, then some extensions were given
independently by M. Kawski [55, 67, 68] and L. Rosier [69] in 1990s. The
paper [20] gives a counterpart to [60] in this context, and [62] has used it
for self-triggered systems.

In the context of sliding-mode control and differential inclusions, some few papers
were devoted to treatment of FTS by homogeneity [70, 22].

This paper aims at reviewing the main tools to handle higher order sliding
mode design and its robustness via homogeneity (the advantage of the latter is that
it can be checked applying some algebraic operations only): a particular attention
will be paid to the finite-time stability. After some notations (Section 2), Section
3 will give background on the class of systems under consideration within the
sliding mode context (Ordinary differential equations and Differential inclusions).
Then, we will introduce the main ingredients:

• Homogeneity concepts and results (Section 4),

• Finite-Time Stability concepts and results (Section 5): in particular this sec-
tion stresses some recently obtained results on robustness of FTS for DI with
respect to perturbations in the context of input-to-state stability.

Lastly their consequences for sliding-mode control analysis via the homogeneity
will be given in Section 6.

2. Notations

• R+ = {x ∈ R : x ≥ 0}, whereR is the set of real numbers.

• ‖.‖ denotes the Euclidian norm.

• B(x0, ε) = {x ∈ Rn : ‖x − x0‖ ≤ ε} is the closed ball inRn with the
center atx0 ∈ Rn and the radiusε > 0.

• diag(µi) denotes the diagonal matrix with elementsµ1, ..., µn ∈ R.

• For a Lebesgue measurable functiond : R+ → Rp define the norm||d||(t0,t1) =
ess supt∈(t0,t1)‖d(t)‖, then ||d||∞ = ||d||(0,+∞) and the set of functionsd
with the property||d||∞ < +∞ we will further denote asL∞ (the set of
essentially bounded measurable functions).
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• Let A, B be two compacts subsets ofRn using‖x‖A = infy∈A ‖x− y‖ one
can define the Hausdorff distance

‖A−B‖H = max{sup
y∈B

‖y‖A, sup
x∈A

‖x‖B}.

• For P ⊂ Rn the notationconv(P ) is used for the closed convex hull ofP ,
i.e the minimal closed convex set containingP .

• A continuous functionα : R+ → R+ belongs to the classK if α(0) = 0
and the function is strictly increasing. The functionα : R+ → R+ belongs
to the classK∞ if α ∈ K and it is increasing to infinity. The function
r ∈ CL if it is continuous and locally Lipschitz in some neighbourhood of
the origin excluding the origin. A continuous functionβ : R+ × R+ → R+

belongs to the classGKL if β(s, t) ∈ K∞ for each fixedt ∈ R+, β is a
strictly decreasing function of its second argumentt ∈ R+ for any fixed
first arguments ∈ R+ andβ(s, T ) = 0 for each fixeds ∈ R+ for some
0 ≤ T < +∞.

• For any real numberα ≥ 0 and for all realx we set

dxcα = sign(x)|x|α. (1)

• For anyx ∈ Rn the upper directional derivativeDV (x) of a locally Lips-
chitz continuous functionV : Rn → R+ is defined as follows

DV (x)v = lim sup
y → x
t → 0+

V (y + tv)− V (y)

t
,

wherelim sup denotes the upper limit andv ∈ Rn.

• The setCk contains continuous functions, which have continuous deriva-
tives at least up to the orderk, wherek is a positive natural number .

• For a functions : Rn → R and the vector-valued functionf : Rn → Rn the
Lie derivatives of the orderk are denoted byLk

fs and defined recursively by

L0
fs(x) = s(x), Li

fs(x) =

(
∂

∂x
Li−1

f s(x)

)
f(x).

For shortness we defineLfs(x) = L1
fs(x).
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3. Preliminaries

3.1. Class of systems under consideration

In the following we will consider:

ODE Ordinary Differential Equation (ODE) of the form

ẋ(t) = f(x(t), d(t)), t ∈ R+, (2)

wherex is the state which belongs to an open nonempty setX ⊂ Rn con-
taining the origin,d(t) ∈ Rp is the disturbance input, which can be a con-
stant vector of uncertain parameters or a function of timed ∈ L∞. In some
cases, we will also assume thatd(t) ∈ D ⊂ Rp. The assumptions related to
the vector fieldf will be given later.

DI Differential Inclusion (DI) of the form

ẋ(t) ∈ F (x(t), d(t)), t ∈ R+, (3)

wherex, d have the same meaning as above for ODE andF : Rn+p ⇒ Rn

is a set-valued map, which satisfies some conditions given below.

In the rest of the paper, the solutions of these systems starting at timet = 0
from initial statex0 ∈ X will be denoted byΦt(x0): the considered system will
be mentioned if necessary and omitted if it is clear from the context.

We consider only the autonomous systems (2) and (3), since the non-autonomous
can be reduced to autonomous one by an artificial variablexn+1 = t and an addi-
tional equatioṅxn+1 = 1 with some minor modifications for stability analysis.

3.2. Ordinary Differential Equations

Let us briefly recall some results about existence of solution(s) for the case
d = 0. When speaking about solutions, one has to specify the problem associated
to solutions of ODE. Aninitial condition problem or Cauchy Problemoccurs
when for a given initial statex0 and a given initial timet0 ∈ R+ it is required
to find a time function defined on a time interval containingt0 which satisfies
the ODE (or an integral form in the Lebesgue sense) such that its value att0 is x0.
When the data of initial condition is replaced by the data at given times, one speak
about aboundary problem. For solutions one can simply look at functions which
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are at least absolutely continuous2 with respect to time. The Cauchy problem
may not have a solution, and sometimes may have many solutions. Indeed, the
systemdx

dt
= |x|

1
2 , x ∈ R, has an infinite number of solutions starting from zero

(x(t0) = 0), defined by:

ε ∈ R+, φε : R → R,

t 7→ φε(t) =

{
0 if t0 ≤ t ≤ t0 + ε,

(t−t0−ε)2

4
if t0 + ε ≤ t.

(4)

Thus, concerning existence of solutions, one can distinguish the four cases A–
D according to the smoothness of the functionf in (2). Some of these cases are
also ensuring uniqueness of solutions.

Case A (Peano, 1886)If the functionf is continuous with respect to both argu-
ments andd is a continuous function oft, then there exists a continuously
differentiable solution of (2) (this is the class ofC1 solutions).

Case B (Carath́eodory, 1918) If the function f is continuous with respect to
both arguments andd is essentially bounded measurable function, then there
exist absolutely continuous solutions of (2).

Case C (Coddington & Levinson, 1955)If the functionf(x, d) is locally Lips-
chitz with respect tox, continuous ind, then there exists a unique maximal
solution (see below for a definition) of (2), which is absolutely continuous.

Case D (Winter, 1945) If the continuous functionf has a norm which is bounded
by an affine function, i.e∀(x, d) ∈ (X × D) (possibly almost everywhere):
‖f(x, d)‖ ≤ c1 ‖x‖ + c2 ‖d‖ with c1 andc2 being nonnegative constants,
then any solution to the Cauchy Problem exists onX .

When dealing with ODE, it will be assumed implicitly in the rest of the paper
that they do possess unique maximal solutions in forward time onX ⊂ Rn, that is
to say: for allx0 ∈ X , Φt

0(x0) defined on[0, TΦ0 [ is a maximal solution, if for any
other solutionΦt

1(x0) defined on[0, TΦ1 [, TΦ1 ≤ TΦ0 andΦt
0(x0) = Φt

1(x0) for all
t ∈ [0, TΦ1 [.

2φ : [α, β] 7→ Rn is absolutely continuous if ∀ε > 0,∃δ(ε) > 0 :
∀ {]αi, βi[}i∈{1..n} , ]αi, βi[⊂ [α, β],

∑n
i=1(βi − αi) ≤ δ(ε) ⇒

∑n
i=1 ‖φ(βi)− φ(αi)‖ ≤ ε.
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3.3. Differential Inclusion

Let us consider the following Cauchy Problem:

ẋ = − x

|x|
if x 6= 0, x(0) = 0,

which does not have a solution in the classical sense sinceẋ(0) is not defined.
However, replacing the right-hand side with the multi-valued functionF (x) ={
− x
|x|

}
if x 6= 0, F (0) = [−1, 1], one can show thatx(t) = 0 satisfies the

relation dx
dt
∈ F (x) for all t. Similarly, the Cauchy Problem associated to the

initial conditionx(0) = x0 admits a solution.
In a more general framework, in order to deal with an ODE having a discon-

tinuous right-hand side, let us introduce the following model:

dx

dt
= f(x), x ∈ X\N , (5)

wherex has the same meaning as above,f(x) is defined and continuous onX\N ,
andN is a set of zero Lebesgue measure. Such models appear in variable structure
systems, systems with adaptive control, power electronic systems with switching
devices, mechanical systems with friction, etc. It is worth to replace it with the
following differential inclusion:

dx

dt
∈ F (x), (6)

whereF is a set-valued map, which construction will be given later, defined for
x ∈ X\N asF (x) = {f(x)} and taking multi-values at each point inN . This
differential inclusion construction should capture the behaviors of (5).

Remark 3.1. The control systemdx
dt

= f(x, u), x ∈ X , u ∈ U sometimes can be
reduced to the differential inclusiondx

dt
∈ F (x,U). This property is often used

when dealing with some time-optimal control analysis.

Remark 3.2. Later we will see how to handle ODE with discontinuous right-hand
side in the presence of perturbationd and/or controlu. The main question is how
to construct the corresponding right-hand side? An answer is given below.

When addressing the Cauchy Problem for such a DI, we are looking for a
functionφ such thatdφ

dt
∈ F (φ(t), d(t)) almost everywhere (a.e.) on some set and

satisfyingφ(t0) = x0. Thus we will use the following
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Definition 3.3. [71] A solution of (6) passing throughx0 at t0, is any absolutely
continuous functionφ defined on a non empty intervalI(t0,x0) ⊂ R+ containing
t0:

φ : I ⊂ R+ → X ⊂ Rn,

t 7→ φ(t; t0, x0),

simply denoted asφ(t), satisfyingdφ
dt
∈ F (φ(t)) a.e. onI(t0,x0) and such that

φ(t0) = x0.

Remark 3.4. If φ(t) is an absolutely continuousfunction, then there exists a
Lebesgue integrable functionχ which is the derivative ofφ a.e. : φ(t) = φ(t0) +∫ t

t0
χ(ν)dν and if dφ

dt
∈
a.e.

F (φ(t)), thenχ(ν) ∈
a.e.

F (φ(ν)). Reverse is true only

under some specific regularity hypothesis on the multi-valued map (for example,
if F is compact, convex and upper semi-continuous3).

Theorem 3.5. [71] Assume that the multi-valued functionF is non-empty, com-
pact, convex and upper semi-continuous on the ballB(x0, a) ⊂ dom(F ). If for
someK > 0 and for all x ∈ B(x0, a) we have‖F (x)− {0}‖H ≤ K, then there
exist at least one solution defined at least on the interval:[t0 − a/K, t0 + a/K].

Theorem 3.6. [71] Let F : Rn ⇒ Rn be non-empty, compact, convex and upper
semi-continuous.

• Then for anyx0 ∈ Rn and anyt0 ∈ R there exists at least one solution to
the Cauchy Problem defined on an open interval containing the initial time;

• If there exist two positives constantsc1 andc2 such that for allx ∈ Rn we
have‖F (x)− {0}‖H ≤ c1 ‖x‖ + c2, then there exists at least one solution
to the Cauchy Problem defined onR.

Remark 3.7. The second condition can be replaced by the existence of two locally
integrable functionsc1(t) andc2(t) satisfying a similar inequality.

Let us stress, that in the two above mentioned existence results, a central con-
dition is played by the convexity ofF . However, the following relaxation theorem

3Let E1 andE2 be two topological Hausdorff spaces, a set-valued mapF : E1 ⇒ E2 is upper
semi-continuousat x ∈ dom(F ) if, for any neighbourhoodV ⊂ E2 of F (x), there exists a
neighbourhoodW of x such thatF (W ) ⊂ V .
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shows that ifF isLipschitz, i.e∃L > 0 : ‖F (x)−F (y)‖H ≤ L‖x−y‖,∀x, y ∈ X ,
then the set of solutions of the DI (6) is dense in the set of solutions of the follow-
ing convexified DI:

dx

dt
∈ conv(F (x)), (7)

this is that all solutions of (7) can be approximated by solutions from (6) with any
given accuracy (as small as desired).

Theorem 3.8.[71] Let F : Rn ⇒ Rn be non-empty, compact and Lipschitz on the
ball B(x0, a). Then any solutionΦt(x0) of (7) is defined on some intervalI(t0,x0)

and for any givenε > 0, there exist a solutionΨt(x0) of (6) defined on the same
intervalI(t0,x0) such that‖Ψt(x0)− Φt(x0)‖ ≤ ε, ∀t ∈ I(t0,x0).

Fillipov regularization procedure:In many practical situations,f(x) (the right-
hand side of (5)) is defined onX\N . If f is continuous onX\N , then it is useful
to consider the following multi-valued function:

F (x) =
⋂
ε>0

conv(f(B(x, ε) \ N )), (8)

which has all the good required properties for solution existence (non-empty, com-
pact, convex and upper semi-continuous) and satisfies for allt and allx ∈ X\N :
F (x) = {f(x)}. Within the framework of variable structure systems (for example
when dealing with sliding mode control), the functionf is not defined on a mani-
fold S = {x ∈ X : s(x) = 0} (wheres is a smooth mapping fromRn to R such
that ∂s

∂x
6= 0 for x ∈ S) :

f(x) =

{
f+(x), if s(x) > 0,
f−(x), if s(x) < 0,

(9)

wheref+ andf− are continuous functions, which can be continuously prolonged
to S. Thus, we have to consider (8), which is obtained as follows:

F (x) =

{
{f(x)}, if s(x) 6= 0,
conv {f+(x), f−(x)} , if s(x) = 0.

(10)

In that case, definingPrnormal to be the projection on the normal to the manifold
s(x) = 0 oriented fromX− to X+, and the projection of the vector fieldsf+(x)
andf−(x) as:

f+
n (x) = Pr

normal
lim

s→0+
f+(x), (11)

f−n (x) = Pr
normal

lim
s→0−

f−(x), (12)
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we obtain the following well known result of A.F. Filippov about uniqueness of
solution.

Theorem 3.9. [71] Let us consider system (5), withX = X+ ∪ X− ∪ S and
N = S. Assume that there existsk ∈ R+, for all x ∈ X+ ∪ X− such that:∣∣∣∣ ∂fi

∂xj

∣∣∣∣ ≤ k, (i, j = 1 . . . n).

Let s be a twice differentiable function, such thatf+
n andf−n are continuous with

respect tox, for x ∈ S. Let h = f+
n − f−n be continuously differentiable. If, in

any point of the manifoldS, at least one of the following inequalitiesf+
n < 0 or

f−n > 0 holds, then, for any initial condition in the setX , there exists a unique
(forward) solution of (5), which depends uniquely on the initial conditions.

In general, for DI, the uniqueness of solutions is meaningless: in the previous
theorem 3.9 “a unique (forward) solution” means that if two solutions at time
t0 have the same value then it will be the same for allt ≥ t0 for which they
are defined. Such a result (similar to other previously given theorems) has an
immediate consequence: indeed when we have simultaneouslyf+

n < 0 andf−n >
0 then the solution to (5), forx ∈ S is given by:{

x ∈ S,
ẋ = f0(x),

(13)

with f0(x) ∈ conv {f+(x), f−(x)} ∩ TxS whereTxS is the tangent space toS at
x. Finally the sliding dynamics is given by:

dx

dt
=

[
〈 ∂s

∂x
, f−〉

〈 ∂s
∂x

, f− − f+〉

]
f+ −

[
〈 ∂s

∂x
, f+〉

〈 ∂s
∂x

, f− − f+〉

]
f−. (14)

Indeed, the convexified vector field isf0(x) = αf+(x)+(1−α)f−(x) and satisfies

f0 ∈ TxS ⇐⇒ 〈 ∂s
∂x

, f0〉 = 0, which leads toα =
〈 ∂s

∂x
,f−(t,x)〉

〈 ∂s
∂x

,(f−(t,x)−f+(t,x))〉 .

Let us mention that, close to the manifolds = 0, the following holds:

f+
n (x) < 0 and f−n (x) > 0 ⇔ sṡ < 0. (15)

This last condition is known as thesliding condition[2].
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Systems with perturbations:In the case of perturbed systems with discontinuous
right-hand side of the form:

dx(t)

dt
= f(x(t), d(t)), x ∈ X , (16)

wheref is defined and continuous except on a set of zero measure, it is necessary
to replace it with adifferential inclusion. Its construction is similar to the one in-
troduced before and will depend on the perturbation’s knowledge. For example, if
f(x, d) := f(x)+d and the perturbation is bounded|d| ≤ a(x) (componentwise)
then Filipov’s construction leads to (6) withF (x) = {f(x)} + [−a(x), +a(x)],
where the notation[−a(x), +a(x)] has to be understood componentwise.
Systems with control:Another interesting situation is when the system under con-
sideration has a control variableu, that is a system of the form:

dx(t)

dt
= f(x(t), u(x(t))), x ∈ X , (17)

for which the control is switching betweenu+(x), if s(x) > 0 and u−(x), if
s(x) < 0 wheres is a fixed mapping defining the sliding manifoldS. Then one
can use Filipov’s construction or the equivalent control method introduced by V.
Utkin. The equivalent control is basically ensuring the invariance of the manifold
S (as soon as this manifold is locally attractive: the vector field is pointing toward
the sliding manifold). Thus we should haveṡ = 0. In other words, the motion on
the sliding manifold is obtained by considering the following ODE:

ẋ(t) = f(x(t), ueq(t)), x ∈ S,

whereueq is the equivalent control obtained by solving the algebraic relationṡ =
0, which is ∂s

∂x
f(x, ueq) = 0. However, these two methods may leads to different

notions of solutions which may not coincide unlessf satisfies some assumptions
(see [2] for more details about equivalent control method). Let us briefly review
these notions on two simple examples.

Example 3.10.Consider the system

ẋ1 = 0.4x2 + ux1,

ẋ2 = −0.6x1 + 4u3x1,

s(x) = x1 + x2,

u = −sign(s(x)x1),
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wherex1, x2, u ∈ R. First, let us check that close to the sliding manifold, the
sliding conditionsṡ < 0 is satisfied:ṡ = 0.4x2 + ux1 − 0.6x1 + 4u3x1. Which
reduces toṡ ' x1(−1 + u + 4u3) becausex1 + x2 ' 0 (close to the sliding
manifold). Thus we havesṡ ' −sx1 − 5|sx1| which is negative. The equivalent
control method gives:ueq = 1

2
since it should satisfẏs = 0 = (−1 + u + 4u3)x1

(note that the only real root of−1 + u + 4u3 = 0 is 1
2
). Thus the equivalent

dynamics (on the sliding manifold) iṡx1 = 0.1x1, x1 + x2 = 0: the origin is
locally unstable. But, application of the Filippov’s method gives the following
equivalent dynamics:

ẋ = αf+(x) + (1− α)f−(x),

α =

[
〈ds, f−(x)〉

〈ds, (f−(x)− f+(x))〉

]
,

wheref+ = (0.4x2 − x1,−0.6x1 − 4x1)
T , f− = (0.4x2 + x1,−0.6x1 + 4x1)

T ,
which becomef+ = (−1.4x1,−4.6x1)

T , f− = (0.6x1, 3.4x1)
T (close to the slid-

ing manifold). One obtainα = 4
10

leading toẋ1 = −0.2x1, x1 + x2 = 0: the
origin is locally asymptotically stable.

Example 3.11.Consider the sliding mode system of the form

ẋ1 = u + 0.5,

ẋ2 = (3|u| − 2)x2,

u = −sign(x1),

wherex1, x2, u ∈ R. Obviously, the equivalent control approach provides the
stable sliding mode mode dynamic:ẋ2 = (3|ueq| − 2)x2 = −0.5x2 with ueq =
−0.5. However, Filippov’s procedure gives its instability with

f(x) = αf+(x) + (1− α)f−(x) = (0, x2)
T ,

wheref+(x) = (−0.5, x2)
T , f−(x) = (1.5, x2)

T andα = 3/4.

However, the sliding dynamics obtained by using the equivalent control method
agree with Filippov’s dynamics in the case of affine control systems:

ẋ = f0(x) + G(x)u(x), x ∈ Rn, t > 0,

wheref0 : Rn → Rn is continuous,G : Rn → Rn×m is continuous,u : Rn → Rm

is discontinuous control,∂s
∂x

G(x) is non singular close to the sliding manifold
S = {x ∈ Rn : s(x) = 0}, s : Rn → Rm.
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The reader may find additional materials on differential inclusions in [72, 73,
2, 13, 74, 71] .

4. Homogeneity

Homogeneity is the property whereby objects such as functions or vector fields
scale in a consistent fashion with respect to a scaling operation called a dilation.
The first rise of homogeneity consists in homogeneous polynomials. The sym-
metry properties of these polynomials were first studied by Euler and then more
deeply during the nineteenth century, in view of projective geometry, algebraic
geometry or in number theory. The Euler’s homogeneous function theorem was
the first result linking homogeneity with analysis. Following this idea, the theory
of homogeneous functions uses the symmetry properties of the function, as for the
homogeneous polynomials. In control theory, homogeneity appeared with Lasalle
and Hahn in the 40’s. This first wave of homogeneity is called theclassical ho-
mogeneity.

The main issue with the classical homogeneity was its very restrictive field
of use. For instance, consider the functionx + y2. Sincex is at the power1
while y is at the power2, the quadratic part will grow two times faster than the
linear one, preventing this function to be homogeneous in the classical sense.
But if one scalesx two times faster thany, this obstruction is removed. Hence, a
generalization of the classical homogeneity was proposed by V.I. Zubov in 50s and
developed by H. Hermes in the 90’s using different weights, leading toweighted
homogeneity. Nowadays, this is the most popular definition of homogeneity.

The weighted homogeneity has permitted to extend many results at a broader
class of objects. Nevertheless, this definition was still inconsistent with respect to
a change of coordinates. M. Kawski in [51] (and L. Rosier independently in [69])
studied a geometric, coordinate-free setting, in which the symmetry defined by the
dilation was captured into a vector field. This concept was originally introduced in
60s by V.V. Khomenuk [66]. The main purposes of homogeneity were generalized
in the coordinate-free way, allowing more objects to be called homogeneous. This
geometric homogeneityis the last step of today’s homogeneity and is still an active
research field.

4.1. Classical homogeneity

Definition 4.1. Let n andm be two positive integers. A mappingf : Rn → Rm

is said to be homogeneous (in the classical sense) with degreek ∈ R iff ∀λ > 0 :

14



f(λx) = λkf(x).

Let us mention some examples of homogeneous mappings.

• The function(x1, x2) 7→ x3
1+x3

2

x2
1+x2

2
is homogeneous with degree 1 and continu-

ous, but it is not linear.

• The function defined by:

(x1, x2) 7→

{
x
1/2
1 +x

1/2
2

x1+x2
if x1 + x2 6= 0

0 else
,

is homogeneous with degree−1
2

and not continuous.

When we takem = n in the definition 4.1, we get vector fields. Let us denote
by Φt(x) a solution ofẋ = f(x) at timet with Φ0(x) = x (heref(x) comes from
(2) with d = 0).

• Let A ∈ Rn×n andf(x) = Ax. Thenf is homogeneous with degree1 and
we haveΦt(x) = exp(At)x thusΦt(λx) = λΦt(x).

• Let x be a scalar. The systeṁx = −sign(x) is homogeneous with degree
0 and we haveΦt(x) = sign(x) (|x| − t) for t ∈ [0, |x|] andΦt(x) = 0 for
t > |x|, thusΦt(λx) = λΦ

t
λ (x).

Proposition 4.2. [42, 18] Assume that the vector fieldf : Rn → Rn is homoge-
neous with degreek and admits a unique solution in forward time for each initial
conditionx. We haveλΦλk−1t(x) = Φt(λx).

There exists another necessary and sufficient condition for homogeneity.vb

Proposition 4.3 (Euler’s Theorem on Homogenous Functions).Let f : Rn →
Rm be a differentiable mapping. Thenf is homogeneous with degreek iff for all
i ∈ {1, . . . ,m}

n∑
j=1

xj
∂fi

∂xj

(x) = kfi(x), ∀x ∈ Rn.

Let us mention that the regularity of a homogeneous mappingf is related to
its degree:

15



• if k < 0 thenf is discontinuous at the origin;

• if 0 < k < 1 then the Lipschitz condition is not satisfied byf at0.

These conditions are necessary but not sufficient.
We will now be interested in homogeneous systems, e.g. systemsẋ = f(x)

where the vector fieldf is homogeneous. Taking advantage of the symmetry of
the solutions, as seen in the Proposition 4.2, we can now state stability results.

Theorem 4.4. [42, 18] If the origin is a locally attractive4 equilibrium of a ho-
mogeneous system, then the origin is globally asymptotically stable.

Theorem 4.5. [42] Consider a homogeneous systemẋ = f(x) with a continuous
f . Then the origin is globally asymptotically stable iff there exists a homogeneous
and continuous functionV , of classC1 on Rn \ {0}, s.t. V and−V̇ are positive
definite.

Corollary 4.6. [18] Let f1, . . . , fp be continuous homogeneous vector fields with
degreek1 < k2 < . . . < kp and denotef = f1 + · · ·+ fp. Assume moreover that
f(0) = 0. If the origin is globally asymptotically stable underf1 then the origin
is locally asymptotically stable underf .

See the book [18] for more details.

4.2. Weighted homogeneity

A generalized weight is a vectorr = (r1, . . . , rn) with ri > 0. The dilation
associated to the generalized weightr is the action of the groupR+ \ {0} on Rn

given by:
Λr : R+ \ {0} × Rn −→ Rn,

(λ, x) 7−→ diag(λri)x.

For simplicity and shortness we omit the variableλ when we write the dilation
function, namely, let us denoteΛrz := Λr(λ, z), wherez ∈ Rn andλ > 0.

Definition 4.7. [44, 45] Letr be a generalized weight.

• A functionf is said to ber-homogeneous with degreem iff for all x ∈ Rn

and allλ > 0 we haveλ−mf(Λrx) = f(x);

4In this paper we deal with the standard notions of attractivity, stability and asymptotic stability,
see, for example, [18], [75].
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• A vector fieldf is said to ber-homogeneous with degreem iff for all x ∈ Rn

and allλ > 0 we haveλ−mΛ−1
r f(Λrx) = f(x);

• A systeṁx = f(x) is homogeneous ifff is so.

Considering functions, the classical homogeneity is in the scope of this defini-
tion. Indeed, takingr = (1, 1, . . . , 1), the Definition 4.7 boils down to Definition
4.1. A mappingg : R → R is a homogeneous function (in the classical sense)
of degreem ∈ R iff g is a (1)-homogeneous function of degreem, or iff g is a
(1)-homogeneous vector field of degreem− 1. Let us remark also that a function
or a vector field isr-homogeneous with degreem iff it is (αr)-homogeneous with
degreeαm for all α > 0.

Example 4.8.Let us see some examples of weighted homogeneous objects.

• The functionf : x → x1 + x2
2 is (2,1)-homogeneous of degree2;

• Letα1, . . . , αn be strictly positive. Consider then-integrator:
ẋ1 = x2,
...

...
ẋn−1 = xn,
ẋn =

∑
i kibxieαi .

The system is homogeneous of degreem w.r.t. r = (r1, . . . , rn) iff the fol-
lowing relations hold:{

ri = rn + (i− n)m, ∀i ∈ {1, . . . , n},
riαi = rn + m, ∀i ∈ {1, . . . , n}.

As we have noticed previously, the weights and the degree are defined up
to a multiplicative constant. Since the weights are strictly positive, we can
fix rn = 1. We easily see that this assumption forcesm to be greater than
−1. For the sake of simplicity, we restrict ourselves tom ∈ [−1, 0]. The
equations become:{

ri = 1 + (i− n)m, ∀i ∈ {1, . . . n},
αi = 1+m

1+(i−n)m
, ∀i ∈ {1, . . . n}.

If m = −1, then the vector field defining the system is discontinuous on
each coordinate axis. Ifm = 0, then we recover a chain of integrators of
nth-order with a linear state feedback.

17



Let us check the properties of classical homogeneity from Section 4.1 trans-
lated into the framework of weighted homogeneity.

Proposition 4.9. [44] Assume that the vector fieldf : Rn → Rn isr-homogeneous
with degreek and admits a unique solution in forward time for each initial condi-
tion and denoteΦt(x) this solution at timet ≥ 0 with initial conditionx. We have
ΛrΦ

λkt(x) = Φt(Λrx).

The Proposition 4.9 corresponds to the Proposition 4.2 given for classical ho-
mogeneity.

Obviously, a vector fieldf : Rn → Rn is r-homogeneous of degreek iff each
functionfi : Rn → R is r-homogeneous of degreek + ri.

Let us see now the Euler theorem.

Proposition 4.10. [44] Let f : Rn → Rn be a differentiable vector field. Thenf
is r-homogeneous with degreek iff for all i ∈ {1, . . . , n}

n∑
j=1

rjxj
∂fi

∂xj

(x) = (k + ri)fi(x), ∀x ∈ Rn.

The theorems 4.4 and 4.5 remain true in the weighted homogeneity framework
[44]. Let us set other results, which are fundamental in the study of finite-time
stability (see Section 5 for the definition of this property).

Theorem 4.11. [25] Let f : Rn → Rn be a homogeneous vector field of degree
k < 0. If f is locally attractive, thenf is globally finite-time stable (FTS).

Corollary 4.12. [25] Let f1, . . . , fp be continuous homogeneous vector fields with
degreesk1 < k2 < . . . < kp and denotef = f1 + · · ·+ fp. Assume moreover that
f(0) = 0. If the origin is globally asymptotically stable underf1 then the origin
is locally asymptotically stable underf . Moreover, if the origin is FTS underf1

then the origin is FTS underf .

4.3. Geometric homogeneity and other extensions

Consider the system

(
ẋ1

ẋ2

)
= f

(
x1

x2

)
with the following vector field:

f

(
x1

x2

)
=

(
x1 + x2 − x2

1

x2 + x2
1 + 2x1x2 − 2x3

1

)
.
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According to the previous definitions, it is not homogeneous. But settingz =

x2 − x2
1, we get

(
ẋ1

ż

)
= f̃

(
x1

z

)
with

f̃

(
x1

z

)
=

(
x1 + z

z

)
,

and in this form, the vector field is homogeneous. Since homogeneity is a kind
of symmetry, it should be invariant under a change of coordinates. This motivates
for a geometric, coordinate-free definition of homogeneity [66, 51, 69].

Definition 4.13. A vector fieldν : Rn → Rn is said to be Euler ifν is C1, com-
plete5 and−ν is globally asymptotically stable. We will denoteΥ the flow of
ν.

Definition 4.14. Let ν be an Euler vector field. A functionf is said to beν-
homogeneous of degreem iff for all s ∈ R and allx ∈ Rn we have:

e−msf(Υs(x)) = f(x). (18)

A vector fieldf is said to beν-homogeneous of degreem iff for all s ∈ R and
all x ∈ Rn we have:

e−ms
(

∂
∂x

Υs(x)
)−1

f(Υs(x)) = f(x). (19)

Let us consider the generalized weightr = (r1, . . . , rn), with ri > 0. In a fixed
basis, setν(x) = r1x1

∂
∂x1

+ . . . + rnxn
∂

∂xn
. This vector field is clearly Euler. We

easily compute the flowΥs(x) = diag(eris)x. Let f be a vector field. According
to (19)f is ν-homogeneous of degreem iff for all s ∈ R we have:

e−msdiag(e−ris)f(diag(eris)x) = f(x). (20)

Settingλ = es, (20) is equivalent to Definition 4.7:

λ−mΛ−1
r f(Λrx) = f(x). (21)

Thus we recover the weighted homogeneity, which appears to be a particular case
of the geometric homogeneity in a fixed basis.

Similarly to classical and weighted homogeneity, there exist equivalent con-
ditions for a vector field or a function to be homogeneous assuming regularity
properties.

5A vector field iscompleteif its flow curves exist for all time.
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Theorem 4.15. [51] Let ν be an Euler vector field and letf be aC1 vector field.
The three following assertions are equivalent:

• f is ν-homogeneous of degreem;

• for all s, t ∈ R we haveΦt ◦Υs = Υs ◦Φemst whereΦt(x) denotes the flow
of f ;

• [ν, f ] := ∂f
∂x

ν − ∂ν
∂x

f = mf .

Letv be aC1 function. Thenv is ν-homogeneous of degreem iff Lνv = mv.

This theorem is the equivalent for geometrical homogeneity of propositions
4.9 and 4.10.

All the stability results that have been presented for weighted homogeneity
still hold for geometrical homogeneity: Theorems 4.4, 4.5, 4.11 and 4.12 remain
true in this setting.

Another extension of homogeneity is the concept of homogeneous approxi-
mation. We will only present homogeneous approximation at0 and at∞ [59].

Definition 4.16. [59] Let r0 be a generalized weight,d0 ∈ R andf0 be a function
(resp. a vector field). A function (resp. a vector field)f is said to be homogeneous
in the0-limit with associated triple(r0, d0, f0) if

lim
λ→0

sup
x∈K

‖λ−d0f(Λr0x)− f0(x)‖ = 0,

(resp. iflimλ→0 supx∈K ‖λ−d0Λ−1
r0

f(Λr0x)−f0(x)‖ = 0), for all compact subsets
K of Rn \ 0.

Definition 4.17. [59] Let r∞ be a generalized weight,d∞ ∈ R and f∞ be a
function (resp. a vector field). A function (resp. a vector field)f is said to be
homogeneous in the∞-limit with associated triple(r∞, d∞, f∞) if

lim
λ→+∞

sup
x∈K

‖λ−d∞f(Λr∞x)− f∞(x)‖ = 0,

(resp. if limλ→+∞ supx∈K ‖λ−d∞Λ−1
r∞f(Λr∞x) − f∞(x)‖ = 0), for all compact

subsetsK of Rn \ 0.

Definition 4.18. [59] A function or a vector field is said to be homogeneous in the
bi-limit if it is homogeneous in the0−limit and in the∞-limit simultaneously.
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Let us show how these definitions are used.

Theorem 4.19. [59] Let f be a vector field which is homogeneous in the0-limit
with associated triple(r0, d0, f0). Assume thatf0 is globally asymptotically sta-
ble. Thenf is locally asymptotically stable.

Let f be a vector field which is homogeneous in the∞-limit with associated
triple (r∞, d∞, f∞). Assume thatf∞ is GAS. Then there exists an invariant com-
pact subset containing the origin which is globally asymptotically stable for the
systemẋ = f(x).

4.4. Homogeneity and differential inclusions

When handling discontinuous right-hand side, we usually apply the differen-
tial inclusion theory. In this context, it is natural to wonder whether homogeneity
can be extended in a useful way. We propose here a definition which is a natural
extension of Definition 4.14, and we show that basic properties of homogeneity
are preserved in this generalized context. Some related results were obtained in
[22], [76].

In this subsection,r is a generalized weight. We consider the autonomous
differential inclusion defined by the set-valued mapF :

ẋ ∈ F (x), (22)

whereF is coming from (3) withd = 0.

Definition 4.20. [76] A set-valued mapF : Rn ⇒ Rn is r–homogeneous with
degreem ∈ R if for all x ∈ Rn and for allλ > 0 we have:

λ−mΛ−1
r F (Λrx) = F (x).

The system (22) isr–homogeneous of degreem if the set-valued mapF is homo-
geneous of degreem.

Proposition 4.21. [76, 77] Let F : Rn ⇒ Rn be a set-valuedr-homogeneous
mapping with degreem. Then for allx ∈ Rn and any solutionΦt(x) of the
system (22) with initial conditionx and all λ > 0, the absolute continuous curve
t 7→ Λr(λ)Φλmt(x) is a solution of the system (22) with initial conditionΛr(λ)x.

This proposition is the extension of Proposition 4.9.
Similarly to the usual setting, a lot of properties can be extended from the

sphere to everywhere outside the origin.
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Proposition 4.22. [77] Let F be ar-homogeneous set-valued map with degree
m. ThenF (x) is compact for allx ∈ Rn \ {0} iff F (x) is compact for allx ∈ S.
The same property hold for convexity or upper semi-continuity.

In many situations, the set-valued mapF comes from the Filippov regulariza-
tion procedure of a discontinuous vector fieldf . Suppose that we have a vector
field f , which is homogeneous in the sense of Definition 4.7. If we apply the
regularization procedure, is the homogeneity property preserved? The answer is
positive.

Proposition 4.23. [77] Let f be a vector field andF be the associated set-valued
map. Supposef is r-homogeneous of degreem. ThenF is r-homogeneous of
degreem.

In the sequel we will say thatF satisfies thestandard assumptionsif F is upper
semi-continuous, and for allx ∈ Rn, F (x) is not empty, compact and convex.

The following theorem asserts that a strongly globally asymptotically stable
system admits a homogeneous Lyapunov function. This result is a generalization
of Theorem 4.5.

Theorem 4.24. [77] Let F be ar-homogeneous set-valued map with degreem,
satisfying the standard assumptions. Then the following statements are equiva-
lent:

• The system (22) is strongly6 globally asymptotically stable.

• For all k > max(−m, 0), there exists a pair(V, W ) of continuous functions,
such that:

1. V ∈ C∞(Rn), V is positive definite and homogeneous with degreek;
2. W ∈ C∞(Rn \ {0}), W is strictly positive outside of the origin and

homogeneous of degreek + m;
3. maxv∈F (x) DV (x)v ≤ −W (x) for all x 6= 0.

From this theorem, one can deduce some useful results about finite-time sta-
bility that will be discussed in Section 5.

6Because of non-uniqueness of solutions of DI, we need a careful recast of the definitions of
convergence, stability and even equilibrium. The revised definitions have to be split into two parts:
if one solution has a given property, we will say that this property is weak; if all the solutions have
this property, we will say that this property is strong.
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Corollary 4.25. [77] Let F be a r-homogeneous set-valued map with degree
m < 0, satisfying the standard assumptions. Assume also thatF is strongly glob-
ally asymptotically stable. ThenF is strongly globally FTS and the settling-time
function is continuous at zero and locally bounded.

It has been shown in [20] that under the assumptions of homogeneity (with
negative degree), continuity of the right-hand side and forward unicity of solu-
tions, the settling-time function is continuous. Let us emphasize that these as-
sumptions cannot be removed in our context, since the settling-time function is
not continuous in general. See for example [78] or the following example.

Example 4.26 (A counterexample to the second statement of Theorem 1 from
[76]). Consider the system defined onR2 by:

ẋ = −(sign(x1) + 2)
x

‖x‖
.

This system is clearly strongly globally FTS and homogeneous with a negative
degree. A simple computation shows that the settling-time function is:

T (x) =

{
‖x‖ x1 ≥ 0
‖x‖
3

x1 < 0
,

which is discontinuous onx1 = 0.

5. Finite Time Stability

Note that initially the concept of “finite-time stability” has been introduced
for investigation of behaviour of dynamical systems on finite intervals of time in
[79, 80, 81], see also a recent survey [82]. That property is close to the prac-
tical stability on finite-time intervals (i.e. boundedness of solutions on bounded
intervals of time). Another context for this notion has been proposed in 60s by E.
Roxin [15] and developed in [30, 17], where a particular attention is paid to the
time of convergence for trajectories to a steady state. In this paper we follow the
latter concept only, see also a more complete survey in [83].

We are also interested in a particular case of the finite-time stability concept
called “fixed-time stability” [84], which deals with the systems whose solutions
have a common finite upper bound for time of convergence to the origin for all
initial conditions. An example of such a system is given in the next section.
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5.1. Preliminary remarks

To illustrate the features of finite-time stable systems consider an example.
Let α ∈ ]0, 1[, then the system

ẋ = −dxcα, x ∈ R, (23)

for any initial conditionx0 ∈ R andt ≥ 0 has the solution:

Φt(x0) =

{
s(t, x0) if 0 ≤ t ≤ T (x0)
0 if t > T (x0)

, (24)

with s(τ, x) = sign(x)
(
|x|1−α − τ(1− α)

) 1
1−α andT (x) = |x|1−α

1−α
, thus the so-

lutions reach the origin in the finite timeT (x0). For this example we can notice
that:

• Finite Time Stability (FTS) is equivalent to aninfinite eigenvalue assigna-
tion for the closed-loop system at the origin, therefore the right-hand side of
the ordinary differential equationcannot be locally Lipschitz at the origin;

• there exists thesettling time functionT (x0) that determines the time for a
solution to reach the equilibrium, this function depends on the initial condi-
tion of a solution.

The main issue withT is its continuity at the origin. For continuous systems,
the continuity ofT at 0 is equivalent to the continuity ofT everywhere [30]. The
bi-limit homogeneity application allows us to have a globally boundedT (in some
special cases), which means that in practice one gets a fixed time of convergence
to the origin for all initial conditions. For an example consider a simple system

ẋ = −dxc1/2 − dxc3/2, x ∈ R, (25)

which for anyx0 ∈ R andt ≥ 0 has the solution

Φt(x0) =

{
v(t, x0) if 0 ≤ t ≤ T (x0)
0 if t > T (x0)

, (26)

wherev(τ, x) = tan[arctan(
√
|x|)− 0.5τ ]2sign(x) and the settling time function

T (x) = 2 arctan(
√
|x|). As we can conclude from these expressions, if|x| →

+∞, thenT (x) → π, therefore all solutions approach the origin in a time less
thanπ.
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A special attention in this tutorial is devoted to discontinuous systems, since
they constitute the main class of sliding-mode systems. If a system is discontin-
uous at the origin, then by an analogy with the previous examples it can be FTS,
however the definition of solutions for such systems, as well as the settling-time
functions, is more delicate as we will see in the next section.

5.2. Finite-time stability definitions

The main definitions and properties for FTS are recalled now following the
theory emerged in [30, 17]. First we give the definition for the continuous au-
tonomous system (2) withd = 0, wheref is a continuous but not necessarily a
Lipschitz function at the origin (so it may happen that any solution of the system
converges to zero in a finite time). Due to the non Lipschitz condition on the right-
hand side of (2), the backward uniqueness of solutions may be lost, and thus we
only assume forward uniqueness.

This section uses the notationsK, CL andGKL (see Section 2), which are
usual for ISS theory.

Definition 5.1. [85] The system (2) is said to befinite-time stable (FTS) at the
origin (on an open neighbourhoodV ⊂ Rn of the origin) if:

1. there exists a functionδ ∈ K such that for allx0 ∈ V we have‖Φt(x0)‖ ≤
δ(‖x0‖) for all t ≥ 0.

2. there exists a functionT : V \ {0} → R+ such that for allx0 ∈ V \ {0},
Φt(x0) is defined, unique, nonzero on[0, T (x0)) and lim

t→T (x0)
Φt(x0) = 0.

If V = Rn, then the system is called globally FTS. Furthermore, if the property 1)
is fulfilled only, then the origin of the system (2) is said to be finite-time attractive.

It is possible to show that if the system (2) is FTS, then it is also asymptotically
stable with a continuous flow for allx0 ∈ V. In this case, at the origin the system
has a unique solutionx(t, 0) = 0 for all t ≥ 0, thus we can extend the definition
above takingT (0) = 0.

Now consider the DI (3) withd = 0, for an initial conditionx0 ∈ V ⊂ Rn

denote a corresponding solution asΦt(x0), which under conditions introduced in
Section 3 is defined at least locally. The set of solutionsΦt(x0) corresponding to
the common initial conditionx0 will be denoted asS(x0). Let S = ∪x0∈VS(x0) be
the set of all possible solutions of the differential inclusion (3) starting inV.

Definition 5.2. [86] The system (3) is said to befinite-time stable at the origin
(on an open neighbourhoodV ⊂ Rn of the origin) if:
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1. there exists a functionδ ∈ K such that for allx0 ∈ V we have‖Φt(x0)‖ ≤
δ(‖x0‖) for all t ≥ 0 and allΦt(x0) ∈ S(x0).

2. there exists a functionT0 : V\{0} → R+ such that for allx0 ∈ V and all
Φt(x0) ∈ S(x0), limt→T0(x0) Φt(x0) = 0.

If V = Rn, then the system is called globally FTS.

If the system (3) is finite-time stable then there exists the settling-time func-
tion of the system (3) defined byT (x) = supΦt(x)∈S(x) infτ≥0:Φτ (x)=0 τ such that
T (x) < +∞ for anyx ∈ V.

Remark 5.3. For DI it is possible to define the weak and strong notions of FTS.
The strong notion has been defined in the definition above, it deals with all solu-
tions originated from a given initial condition. The weak notion can be defined
assuming that for allx0 ∈ V there exists at least one solutionΦt(x0) ∈ S(x0)
converging to zero in a finite time.

Finally, the fixed-time stability (FxTS) is a particular case of the FTS property
[84], for brevity we will provide the definition for the DI (3) only.

Definition 5.4. The system (3) is said to beFxTS at the origin if it is globally FTS
and the settling-time functionT is bounded, i.e.T (x) ≤ Tmax for someTmax > 0
and for allx ∈ Rn.

By its definition the FxTS systems always have the settling-time functionT .

5.3. Lyapunov function characterization of FTS

First we introduce several sufficient and equivalent Lyapunov characteriza-
tions for the continuous system (2) withd = 0. For this purpose we will need

Definition 5.5. A classK functionr belongs toclassKI if r ∈ CL and there
existsε > 0 such that: ∫ ε

0

dz

r(z)
< +∞.

Let V : V → R+ be a Lyapunov function (it is continuously differentiable,
positive definite and radially unbounded) andr be from the classKI, then the first
condition is that for allx ∈ V:

V̇ (x) ≤ −r[V (x)]. (27)
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The existence of such a pair(V, r) is also a necessary condition for FTS in some
particular cases (see [17] and [21]).

A particular form of (27) is described as follow:

V̇ (x) ≤ −aV (x)α, a > 0, α ∈ (0, 1). (28)

In this caser(s) = asα and it is obviously from the classKI.

Theorem 5.6. [27] Consider the system (2) with the forward uniqueness of solu-
tions outside the origin, then the following properties are equivalent:

(i) the origin of the system (2) isFTS with a continuous settling-time function
T ,

(ii) there is aLyapunov functionV satisfying the condition(28)and

T (x) ≤ V (x)1−α

c(1− α)

(iii) there is aLyapunov functionV and aclassKI function r satisfying the
condition(27).

The requirement of continuity of the settling-time functionT , which is needed
to prove existence of a Lyapunov function for an FTS system only, becomes re-
dundant if the system (2) is homogeneous [20].

Now consider the DI (3) withd = 0, for which a sufficient stability condition
can be formulated only. In this case the condition (28) has to be rewritten as
follows

sup
ϕ∈F (x,0)

DV (x)ϕ ≤ −r[V (x)], (29)

where as beforer ∈ KI, thus we do not assume anymore thatV is continuously
differentiable.

Theorem 5.7. [86] Let 0 ∈ F (0, 0) in the system (3). If there exists a Lyapunov
functionV : Rn → R+ (locally Lipschitz continuous, positive definite and ra-
dially unbounded) that verifies the condition (29), then the origin of (3) is FTS.
Moreover, the settling-time functionT of (3) satisfies:

T (x) ≤
∫ V (x)

0

dz

r(z)
.
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For the FxTS property the following sufficient Lyapunov conditions have been
proposed in [84]:

Theorem 5.8.Let there exist a Lipschitz continuous, positive definite and radially
unbounded Lyapunov functionV : Rn → R+ such that for allx ∈ Rn:

sup
ϕ∈F (x,0)

DV (x)ϕ ≤ −[αV p(x) + βV q(x)]k,

for some strictly positiveα, β, p, q, k with pk < 1 andqk > 1, then the system (3)
with d = 0 is FxTS and

T (x) ≤ 1

αk(1− pk)
+

1

βk(qk − 1)
, ;∀x ∈ Rn. (30)

As we can conclude from this result, due to the propertypk < 1, locally
around zero the functionV is an FTS Lyapunov function for (3). The time esti-
mate (30) follows from an analogous estimate of Theorem 5.7 under substitution
in the integral limitsV (x) = +∞ for r(z) = [αzp + βzq]k.

Now let us pass to the case whered 6= 0 and analyse the influence ofd on the
FTS property.

5.4. Robustness of FTS

In this subsection we will consider the problem of robustness of FTS with
respect to external bounded inputs. Mainly the presentation will follow the defi-
nitions given in the paper [87], devoted to an extension of the input-to-state stable
(ISS) systems theory [88] for the FTS concept. In [87] all definitions and results
are introduced for continuous time-varying nonlinear systems, in this work for
brevity we will give the extension only for DI (3) taking in mind [89, 90].

The definition of FTS for (3) withd = 0 has been given before. In this section
we will be interested in two cases ford 6= 0: d is an essentially bounded and
Lebesgue measurable function of time, i.e.d ∈ L∞, andd ∈ D = {d ∈ L∞ :
||d||∞ ≤ Dmax} for some0 < Dmax < +∞. We will use a notion of extended
Filippov’s solutions from [89] and assume that for the chosen class of inputs (D
or L∞) the solutions inS are defined for allt ≥ 0. Then we have the following
list of robust stability properties.

Definition 5.9. The system (3) is calleduniformly finite-time stable (UFTS)with
respect tod ∈ D in an open neighbourhoodV of the origin if the following prop-
erties hold for alld ∈ D:
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• uniform stability, i.e. there existsδ ∈ K such that‖Φt(x0)‖ ≤ δ(‖x0‖) for
all t ≥ 0, anyx0 ∈ V and allΦt(x0) ∈ S(x0);

• uniform finite-time attractivity, i.e. there exists a functionT : V\{0} → R+

such that for allx0 ∈ V and allΦt(x0) ∈ S(x0), limt→T (x0) Φt(x0) = 0.

T is called theuniform settling-time functionof the system (3). The system (3)
with d ∈ D is calledglobally UFTSif V = Rn.

A similar stability analysis of DI in the presence of inputs has been performed
in [76, 22].

Definition 5.10. The system (3) is calledlocally finite-time input-to-state stable
(finite-time ISS)if there exist someD andV ⊂ Rn, 0 ∈ V such that for allx0 ∈ V
andd ∈ D the estimate

‖Φt(x0)‖ ≤ β(‖x0‖, t) + γ(||d||[0,t))

is satisfied for allt ≥ 0 andΦt(x0) ∈ S(x0) for someβ ∈ GKL andγ ∈ K. The
system (3) is calledfinite-time ISSif V = Rn andD = L∞.

Definition 5.11. The system (3) is calledfinite-time integral input-to-state stable
(finite-time iISS)if for all x0 ∈ Rn andd ∈ L∞ the estimate

α(‖Φt(x0)‖) ≤ β(‖x0‖, t) +

∫ t

0

γ(‖d(τ)‖)dτ

is satisfied for allt ≥ 0 andΦt(x0) ∈ S(x0) for someα ∈ K∞, β ∈ GKL and
γ ∈ K.

The UFTS property means that the system stability is not influenced by the
inputsd fromD. The finite-time ISS and finite-time iISS quantify the deviations
of trajectories for bounded and integrally bounded inputs respectively.

The Lyapunov characterization of uniform UFTS coincides with the one intro-
duced for FTS before, the only additional requirement is that the condition (29)
is satisfied for alld ∈ D. To introduce the Lyapunov functions for finite-time
ISS and finite-time iISS we will need the following property: for two functions
a1, a2 : Rn → R+ the relationa1(x) � a2(x) means that there existsε > 0 such
thata1(x) ≥ a2(x) for all ‖x‖ ≤ ε.
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Definition 5.12. A locally Lipschitz continuous functionV : Rn → R+ is called
finite-time ISS Lyapunov functionfor the system (3) if there areα1, α2, α3 ∈ K∞
andσ ∈ K such that for allx ∈ Rn andd ∈ Rp

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖),

sup
ϕ∈F (x,d)

DV (x)ϕ ≤ −α3(‖x‖) + σ(‖d‖), (31)

with α3(‖x‖) � aV α(x) for somea > 0 and0 < α < 1.

As in [89, 90] an equivalent finite-time ISS Lyapunov function definition can
be used instead of (31):

‖x‖ ≥ χ(‖d‖) → sup
ϕ∈F (x,d)

DV (x)ϕ ≤ −α3(‖x‖)

for all x ∈ Rn andd ∈ Rp with someα3 ∈ K∞, χ ∈ K.

Definition 5.13. A locally Lipschitz continuous functionV : Rn → R+ is called
finite-time iISS Lyapunov functionfor the system (3) if there areα1, α2 ∈ K∞,
σ ∈ K and a positive definite continuous functionα3 : R+ → R+ such that for all
x ∈ Rn andd ∈ Rp

α1(‖x‖) ≤ V (x) ≤ α2(‖x‖),

sup
ϕ∈F (x,d)

DV (x)ϕ ≤ −α3(‖x‖) + σ(‖d‖),

with α3(‖x‖) � aV α(x) for somea > 0 and0 < α < 1.

The definition of the finite-time ISS Lyapunov function is given for the global
case, the local one can be obtained forx ∈ V andd ∈ D. The main result of this
subsection is as follows.

Theorem 5.14. [91] If for the system (3) there exists a finite-time ISS (finite-time
iISS) Lyapunov function, then it is finite-time ISS (finite-time iISS).

The proof follows from the well known results on ISS/iISS and [87, 89, 90].
All definitions and the result of this subsection are also valid for ODEs (2),

where the setS(x0) for anyx0 ∈ Rn is composed by the unique solutionΦt(x0),
and all formulations above have to be simplified accordingly.
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5.5. Application of Homogeneity to Robustness Analysis

Finally we would like to describe the link between the robust stability and
homogeneity, which connects the material presented in Sections 4 and 5. In the
UFTS case, if the degreek of homogeneity of the DI (3) equals to−min1≤i≤n ri,
then there exists a setD ⊂ L∞ such that the system (3) is UFTS with respect to
an additive inputd ∈ D. For ODE (2) and ISS property, some results have been
proposed in [92, 93]. An extension of those results for (2) with inclusion of iISS
property has been recently proposed by the authors [94, 95]. Definef̃(x, d) =
[f(x, d)T 0p]

T ∈ Rn+p, it is an extended auxiliary vector field for the system (2).

Theorem 5.15. [94, 95] Let the vector field̃f be homogeneous with the weights
r = [r1, . . . , rn] > 0, r̃ = [r̃1, . . . , r̃p] ≥ 0 with a degreek ≥ −min1≤i≤n ri, i.e.
f(Λrx, Λr̃d) = λkΛrf(x, d). Assume that the system (2) is globally asymptoti-
cally stable ford = 0, then the system (2) is

ISS if r̃min > 0, wherer̃min = min1≤j≤p r̃j,

iISS if r̃min = 0 andk ≤ 0.

Interestingly to note, that FTS and iISS have a similar restriction on the de-
gree of homogeneity: it has to be negative (non positive for iISS). For example,
according to this theorem, if for some locally Lipschitz continuous and homoge-
neousf (with the degreek and the weightsr) we havef(x, d) = f(x) + d, i.e.
d is an additive disturbance, then the system (2) is ISS ifk > −min1≤i≤n ri, and
it is iISS for k = −min1≤i≤n ri. If f(x, d) = f(x + d) andd is a measurement
noise, then the system is always ISS. An extension of this result for the DI (3)
needs some additional conditions.

Denote an extended discontinuous functionF̃ (x, d) = [F (x, d)T 0p]
T .

Theorem 5.16. [91] Let the discontinuous functioñF be homogeneous with the
weightsr = [r1, . . . , rn] > 0, r̃ = [r̃1, . . . , r̃p] ≥ 0 with a degreek ≥ −min1≤i≤n ri,
i.e. F (Λrx, Λr̃d) = λkΛrF (x, d). Assume that the system (3) is globally asymp-
totically stable ford = 0. Let also

‖F (y, d)− F (y, 0)‖H ≤ σ(‖d‖), ∀y ∈ Sr, σ(s) =

{
c s%min if s ≤ 1

c s%max if s > 1

for somec > 0 and%max ≥ %min > 0. Then the system (3) is

ISS if r̃min > 0, wherer̃min = min1≤j≤p r̃j,
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iISS if r̃max%min − µ ≤ ν ≤ r̃min = 0, wherer̃max = max1≤j≤p r̃j.

The conditions of Theorem 5.16 mainly repeats the conditions of Theorem
5.15. If k < 0, then under conditions of Theorem 5.16 the system (3) is finite-
time ISS/finite-time iISS.

As we can conclude from these results, for homogeneous system (2) its ro-
bustness (ISS or iISS property) is a function of its degree of homogeneity. Thus to
verify robustness of the system FTS with respect to an external input it is enough
to compute its degree of homogeneity and perform some other algebraic opera-
tions, which is a big advantage of homogeneity.

6. Sliding mode control

The word ”sliding mode” was introduced in the paper of Nikol’ski, 1934 [1],
in the context of relay control systems. It may happen that the relay control as
a function of the system state switches at high (theoretically infinite) frequency.
This motion of the closed loop system was calledsliding mode[2]. Later evolution
of the sliding mode control theory and its applications had required more detailed
specification of the sliding motion, which may have different order of ”smooth-
ness”. The modern control theory calls this extended concept by the high-order
sliding mode. There exist some definitions of the high-order sliding mode [14],
[96], [97]. Since this survey essentially treats finite-time convergence of the slid-
ing mode control systems we will follow definitions that explicitly request this
property for sliding manifold (see, for example, [96], [97]).

Definition 6.1. Let s : Rn → R be aCr function, the Lie derivativesLk
f(x,0)s(x),

k = 1, 2, ..., r − 1 are continuous functions of the system statex ∈ Rn and
Lr

f(x,0)s(x) is the discontinuous one.
The surface

Sr :=
{
x ∈ Rn : Li

f(x,0)s(x) = 0, i = 0, 1, ..., r − 1
}

(32)

is said to bether-th order UFTS sliding surfaceof the system(2) iff it is nonempty,
invariant and uniformly finite-time stable with respect tod ∈ D for someD (see
Definition 5.9).

The motion of the system(2) on the surfaceSr is called bythe r-th order
UFTS sliding mode.

If s is a vector-valued function, the order of sliding mode can be introduced
for each component. The most of sliding mode control systems considered in
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the literature satisfy Definition 6.1. An alternative concept of sliding modes with
finite-time convergence was introduced in [98, 99, 100] and calledterminal sliding
mode. Below we study ISS and iISS properties of sliding mode systems, which
satisfy Definition 6.1.

For simplicity and shortness let us denote ther-th order UFTS sliding mode
by r-SM.

6.1. First order sliding mode control
Consider the nonlinear system that is affine with respect to control

ẋ = f(x, d(t)) + g(x)u, (33)

wherex ∈ Rn is the system state,u ∈ Rm is the vector of control inputs,d(t) ∈
Rp is the vector of input disturbances, the vector-valued functionf : Rn+p → Rn

and the matrix-valued functiong : Rn → Rn×m are assumed to be continuous.
In general, the sliding surface is defined by aC1 vector-valued functions :

Rn → Rm:
S1 = {x ∈ Rn : s(x) = 0}. (34)

6.1.1. The 1-SM design
Let the matrixLgs(x) be invertible for allx ∈ Rn and the functionf satisfies

the inequality∥∥∥∥∂s

∂x
(f(x, d)− f(x, 0))

∥∥∥∥ ≤ k1 + k2‖d‖ for all x ∈ Rn and alld ∈ Rp, (35)

wherek1, k2 ∈ R+.
If we select the sliding mode control according the standard design procedure

[2, 12]:
u(x) = −(Lgs(x))−1

(
Lf(x,0)s(x)− ksign(s(x))

)
,

k0 = k1 + k2δ + p, δ > 0, p > 0,
(36)

then for the closed-loop system (33), (36) the setS1 is invariant and UFTS with
respect tod ∈ D := {d ∈ L∞ : ‖d‖∞ ≤ δ}. Indeed, the equation for the sliding
variable has the form

ṡ =
∂s

∂x
(f(x, d(t))− f(x, 0))− ksign(s), (37)

and the Lyapunov functionV (s) = 0.5sT s has the following estimate of time
derivative:

V̇ ≤ −p
√

V ,
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wherep is a positive number defined by (36). Theorem 5.6 implies the required
UFTS property.

6.1.2. ISS and iISS properties of 1-SM
Consider the following differential inclusion

ṡ ∈ −k0sign(s) + (k1 + k2‖d(t)‖)P (38)

whereP is a unit box inRm, i.e. P := [−1, 1]m ⊂ Rm, and

sign(s) = (sign(s1), ..., sign(sm))T ,

sign(si) =


{1} for si > 0,
{−1} for si < 0,

[ − 1, 1] for si = 0,
(39)

is the set-valued extension of the sign function.
The DI (38) is homogenous with negative degree. Theorem 5.16 withr =

[1, ..., 1]T ∈ Rm, r̃ = [0, ..., 0], k = −1, µ = 2, %min = %max = 1 implies iISS
property of (38). Obviously, if the inequality (35) holds then any solution of (37)
is a solution of (38). Therefore, the system (37) is also iISS.

Remark that the system (37) is ISS with respect to measurement noises. In-
deed, for the system

ṡ ∈ −k0sign(s + d(t)) + k1P, d ∈ D
the Lyapunov functionV (si) = 1

2
s2

i , i = 1, 2, ...,m givesV̇ (si) < 0 for |si| > |di|
implying ISS (see Theorem 5.14).

6.1.3. Main features of 1-SM control
The choice of the sliding surface defined bys(x) = 0 allows us to select some

a priori required closed-loop dynamics. Usually, this simplifies the analysis and
design of the control system. However, in order to realize the first order sliding
mode the switching functions must have a relative degree one with respect to the
control inputu [10].

The sliding mode control is one of the oldest robust control schemes (since
1960s). Theoretically it is insensitive with respect to matching uncertainties and
disturbances. Unfortunately, the payment for this insensibility is chattering phe-
nomenon, which is expressed by high-frequency unmodeled oscillations of a real-
life system with sliding mode control. In practice, the chattering could physically
destroy the control system. That is why the high-gain linear control with satura-
tion is frequently used in real-life implementations instead of the discontinuous
first order sliding mode control [2].
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6.2. High order sliding mode control

Higher order sliding mode controllers were introduced by A. Levant (former
L. Levantovskii) in 1985 (see references in [14]). These algorithms extend all the
good properties of standard sliding modes to systems with higher relative degree.
They also help to reduce the chattering effect [101, 102, 103]. In contrast to
standard chattering reduction technique based on smoothing of the discontinuous
control [2], the higher order sliding mode approach suggests to smooth the sliding
motion providing the finite-time convergence to zero for the sliding variables
together with some derivativesṡ, ...,s(r−1) (see Definition 6.1).

Consider the single input control system of the form

ẋ = f(x, d(t)) + g(x, d(t))u, (40)

wherex ∈ Rn, u ∈ R, d(t) ∈ Rp, f : Rn+p → Rn, g : Rn+p → Rn. Let theCr

functions : Rn → R be the output of the control system. The control objective
is to constrain the system trajectories to evolve onto the sliding surfaceSr defined
by (32).

Assume that the relative degree ofs with respect to control inputu is equal to
r ands, ṡ, ..., s(r−1) are not depended explicitly ond.

In this case the differential equation for the output dynamics has the form

s(r) = a(x, d(t)) + b(x, d(t))u, (41)

wherea : Rn+p → R and b : Rn+p → R. The output and its derivatives up
to r − 1 order are assumed to be measured and used for control purposes, i.e.
u = u(s, ṡ, ..., s(r−1)).

Under the following assumptions

|a(x, d)| ≤ C and 0 < bmin ≤ b(x, d) ≤ bmax, ∀x ∈ Rn, (42)

the output control system (41) can be extended to the inclusion

s(r) ∈ [−C, C] + [bmin, bmax]u, (43)

whereu is the set-valued extension of the discontinuous controlu obtained in
accordance with Filippov definition of the solution for systems with discontinuous
right-hand sides (see Section 3). Ther-SM control algorithms developed for the
system (41) typically guarantee the same properties for the extended inclusion
(43) [70].
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6.2.1. Finite-time 2-SM algorithms
Equation (41) withr = 2 can be rewritten as follows

s̈ = a(x, d(t)) + b(x, d(t))u, (44)

where|a(x, d(t))| < C and0 < bmin ≤ b(x, d(t)) ≤ bmax for all x and alld ∈ D.
The ”standard” second order sliding mode controllers for the system (44) have

the forms:

• Twisting controller [14]:

u(s, ṡ) = −k1sign(s)− k2sign(ṡ), (45)

where0 < k2 + C/bmin < k1 < ((bmin + bmax)k2 − 2C)/(bmax − bmin).

• Nested controller [104], [105]:

u(s, ṡ) = −αsign (z) , z = ṡ + βdsc1/2, (46)

whereα, β > 0.

• Sub-optimal controller [101]:

u(s(·), ṡ(·)) = −Usign(s(t)− λs(t∗(t, ṡ(·)))), (47)

t∗(t, ṡ(·)) =

{
0 if ṡ(τ)) 6= 0,∀τ ∈ [0, t]

sup∀τ≤t:ṡ(τ)=0 τ otherwise

wheres(t) := s(x(t)), 0 < λ < 1, U > C
bmin

, 1
1−λ

> 1
k

+ k, k := bmaxU+C
bminU−C

.

Denotey1 = s, y2 = ṡ and present the extended differential inclusion for the
system (44) in the form{

ẏ1 = y2

ẏ2 ∈ [ − C, C] + [bmin, bmax]u(y1, y2)
(48)

whereu is one of the controllers (45)-(47) with the sign function replaced by its
set-valued extensionsign (see (39) or Section 3 for the details). It is easy to see
that the system (48) with controllers (45)-(47) isr -homogeneousof degree−1,
wherer = (2, 1).

The geometrical approach to proof the finite-time convergence for the system
(48) with controllers (45)-(47) can be found in papers [14, 101]. The UFTS analy-
sis based on Lyapunov function method was presented for these systems in [106].
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The unified Lyapunov function candidate for the relay second order sliding mode
systems has the form

V (y1, y2) = q

(
p

√∣∣∣∣y1 −
y2

2

2(γ + µu)

∣∣∣∣− y2

γ + µu

)
. (49)

This Lyapunov function candidate ishomogeneous:

V (λ2y1, λy2) = λ2V (y1, y2), ∀λ > 0,∀y1, y2 ∈ R.

The formula (49) defines the Lyapunov function for the system (48) with con-
troller (45) if

γ := Csign(y2) andµ :=
1

2
bmin (1 + sign (y1y2)) +

1

2
bmax (1− sign (y1y2)) ,

p :=

√
2k/|γ + µu|sign(y1y2)√

|γ + µu| −
√

k
, q :=

1

p
, bmax(k1−k2)+C < k < bmin(k1+k2)−C.

For the system (48) with the nested controller (46) we need to consider two
cases:

1) If β2 ≤ 2(α − C) then all trajectories of the closed-loop system converge
to the first order sliding surfacey2 + β

√
|y1|sign(y1) = 0 in a finite time and

after then they slide to the origin. The Lyapunov function providing a finite-time
stability of this sliding surface has the form (49) with parameters:

q := 1, γ := Csign(y2 + β
√
|y1|sign(x)), µ := bmin,

p :=
−sign(ϕ)

(γ + µu)
√
|1/β2 − sign(ϕ)

2(γ+µu)
|
, ϕ = ϕ(y1, y2) := y1 −

y2
2

2(γ + µu)
.

2) If 2ν+ < β2 < 4ν+ν−

ν+−ν−
whereν− := bminα − C > 0 andν+ := bmaxα +

C, then all trajectories of the system (48), (46) converge to the origin avoiding
any other sliding motions similarly to the twisting case [107]. For this case the
Lyapunov function again has the form (49) with parameters

γ := Csign(y2) andµ := 0.5bmin(1 + sign[y2z]) + 0.5bmax(1− sign[y2z]),

p :=
sign(y2)/(γ + µu)√

|1/β2 + 0.5sign(y2)/(γ + µu)| − k
andq =

1

p
,
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where
√

1
2ν−

− 1
β2 < k <

√
1

2ν+ + 1
β2 .

In order to study ISS properties of 2-SM systems let us assume‖a(x, d)‖ ≤
C + ‖d‖, whereC ∈ R+ andd ∈ Rp. In this case the extended differential
inclusion becomes{

ẏ1 = y2

ẏ2 ∈ (C + ‖d(t)‖)[−1, 1] + [bmin, bmax]u(y1, y2)
(50)

It is easy to see that this system with twisting controller and nested controller
in the case 2) satisfies the conditions of Theorem 5.16 withr = [2, 1], r̃ =
[1, 0], k = −1, c = 1, %min = %max = 1, implying iISS propertyfor the corre-
sponding closed-loop systems.

Note that the system (48) with the suboptimal 2-SM algorithm (47) is, in fact,
a functionalDI. So, formally we cannot use the framework given in Section 3 for
analysis of this system. However, the paper [106] shows that the Lyapunov func-
tional of the form (49) can be utilized in order to prove finite-time stability of the
origin of the system (48) with the suboptimal 2-SM algorithm (47). Homogeneity
of the closed-loop system and the Lyapunov functional can also be shown.

6.3. Fixed-time 2-SM controls

The extended concept of finite-time stability related to global boundedness of
the settling time function was calledfixed-time stability(FxTS) (see, Section 5).
If bmin = bmax = 1 then thefixed-time second order sliding mode controlcan be
selected in the form [84]:

u(s, ṡ) = −α1 + 3β1s
2 + 2C

2
sign(z)−

(
α2dzc2 + β2dzc4

)1/3
, (51)

z := z(s, ṡ) = ṡ +
⌈
dṡc2 + α1s + β1s

3
⌋1/2

,

whereα1, β1, α2, β2 > 0. For the system (48) with the controller (51) the non-
smooth Lyapunov functionVFxTS(s, ṡ) = |z(s, ṡ)|,

DVFxTS ≤ −
(
α2|z|2 + β2|z|4

)1/3

proves the uniform FxTS property for the sliding surfacez(s, ṡ) = 0 (see, Theo-
rem 5.8). The reduced order dynamic equation has the form

ṡ = −
⌈

α1

2
s +

β1

2
s3

⌋1/2

.
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It implies fixed-time convergence of the sliding variables to zero together witḣs.
The system (48) with the controller (51) ishomogeneousin the bi-limit:

r0 = (2, 1), F0 =

(
y2

−[C, C]− α1+2C
2

sign
(
y + ddy2c2 + α1y1c1/2

) )
,

r∞ = (2, 3) , F∞ =

(
y2

−β
1
3
2

⌈
y2 + ddy2c2 + β1y

3
1c

1/2
⌋4/3

)
.

The Lyapunov functionVFxTS is alsohomogeneousin the bi-limit with the same

weights andV 0
FxTS =

∣∣∣ṡ + ddṡc2 + α1sc1/2
∣∣∣, V ∞

FxTS =
∣∣∣ṡ + ddṡc2 + β1s

3c1/2
∣∣∣.

6.3.1. Finite-time 2-SM control for systems with relative degree one
Consider the output control system of the form:

ṡ = a(x, d(t)) + u, (52)

wherea : Rn+p → R is an unknown function such that
∥∥ d

dt
a(x(t), d(t))

∥∥ ≤ L. It
is assumed thatd(t) is differentiable with a bounded derivative.

Let u has the form of the so-calledsuper-twisting controller(STC) [108, 70]

u(s(t)) = −αds(t)c1/2 − β

∫ t

0

sign(s(τ))dτ, (53)

whereα > 0 andβ > 0.
Denotingy1 = s andy2 = a(x, d) − β

∫ t

0
sign(s(τ))dτ we can extend the

closed-loop system (52)-(53) to the following differential inclusion{
ẏ1 = −αdy1c1/2 + y2,
ẏ2 ∈ −βsign(y1) + [−L, L],

(54)

wheresign is defined by (39),α > 0 andβ > 3L + 2(L/α)2. The system (54) is
r -homogeneous with degree−1 for r = (2, 1). In [109] the non-smooth Lyapunov
function

VSTC(y1, y2) =

(
dy1c1/2

y2

)T

P

(
dy1c1/2

y2

)
, P > 0, P ∈ R2×2 (55)

was presented for uniform FTS analysis of the origin of the system (54). This
Lyapunov function is alsohomogeneouswith the same weights:

VSTC(λ2y1, λy2) = λ2V (y1, y2), ∀λ > 0,∀y1, y2 ∈ R.
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Remark that the super-twisting control (STC) is a continuous function of time.
This gives an advantage to STC over the relay 1-SM algorithms, that is related to
reduction of chattering effects [102, 103].

Assume that

a(x(t), d(t)) = a1(x(t), d(t)) + a2(x(t), d(t)),
‖a1(x(t), d(t))‖ ≤ ‖d1(t)‖ and‖ d

dt
a2(x(t), d(t))‖ ≤ L + ‖d2(t)‖,

whered(t) = (d1(t) d2(t))
T , d1(t) ∈ Rp1 , d2(t) ∈ Rp2 , p = p1 + p2 andL ∈ R+.

In this case fory1 = s andy2 = a2(x, d2(t)) − β
∫ t

0
sign(s(τ))dτ we have the

following extended differential inclusion:{
ẏ1 ∈ −αdy1(t)c1/2 + y2 + ‖d1(t)‖[−1, 1],
ẏ2 ∈ −βsign(y1) + (L + ‖d2(t)‖)[−1, 1].

(56)

This system satisfies conditions of Theorem 5.16 withr = [2, 1], r̃ = [1, 0], k =
−1, c = 1, %min = %max = 1, implying iISS propertyof the super-twisting system
for α > 0 andβ > 3L + 2(L/α)2. Note that the same theorem guarantees ISS
property with respect to the disturbance inputd1, if it is assumedd2 = 0.

6.3.2. Fixed-time 2-SM control for systems with relative degree one
Theuniform super-twisting controller(USTC) presented in [110] has the form:

uUSTC = −α1ds(t)c
1
2−α2ds(t)c

3
2−
∫ t

0

β1ds(τ)c0+β2s(τ)+β3ds(τ)c2dτ, (57)

whereα1 > 0, β1 > 1
2

(
α2

1

4
+ 4L2

α2
1

)
, α2 ≥ 0, β2 = 4α2β1/α1, β3 = 3α2

2β1/α
2
1.

The closed-loop system (52), (57) in variablesy1 = s andy2 = a(x(t), d(t))−∫ t

0
β1ds(τ)c0+β2s(τ)+β3ds(τ)c2dτ can be extended to the following differential

inclusion (DI):{
ẏ1 = −α1dy1c

1
2 − α2dy1c

3
2 + y2,

ẏ2 ∈ −β1sign(y1)− β2y1 − β3dy1c2 + [−L, L].
(58)

This system ishomogeneousin the bi-limit with

r0 = (2, 1), F0 =

(
−α1y

[ 1
2 ]

1 + y2

−[L, L]− β1y
[0]
1

)
, r∞ = (2, 3) , F∞ =

(
−α2y

[ 3
2 ]

1 + y2

−β3y
[2]
1

)
.
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The Lyapunov function, which shows uniform FxTS property of the system
(58) was presented in [110]:

VUSTC(x, y) =

(
α1dy1c

1
2 + α2dy1c

3
2

y2

)T

P

(
α1dy1c

1
2 + α2dy1c

3
2

y2

)
. (59)

This function is alsohomogeneousin the bi-limit with the same weights. The
corresponding homogeneous approximations ofVUSTC can be obtained from (59)
by replacingα1 = 0 for 0-limit andα2 = 0 for ∞-limit.

6.3.3. High-order algorithms
The high-order version of the nested control algorithm for the system (41) has

the form [104], [105], [70]:

u = −αΦr−1,r(s, ṡ, . . . , s
(r)), (60)

whereα > 0 andΦr−1,r is defined recursively by:

Φ0,r = sign(s), Φi,r = sign(s(i) + βiMi,rΦi−1,r),

whereβi > 0 and

M1,r = |s|
r−1

r , Mi,r =
(
|s|

p
r + |ṡ|

p
r−1 + ... +

∣∣s(i−1)
∣∣ p

r−i+1

) r−i
p

,

wherep > 0 is the least common multiple of1, 2, ..., r. Obviously that forr = 2
we have the 2-SM nested algorithm studied aboveu = −αsign(ṡ+β1|s|

1
2 sign(s)).

The quasi continuousr-SM algorithm for the system (41) has the form [70]:

u = −λΨr−1,r(s, ṡ, . . . , s
(r)), (61)

whereλ > 0 andΨr−1,r is defined by the following recursive scheme

ϕ0,r = s, N0,r = |s|, Ψ0,r =
ϕ0,r

N0,r

,

ϕi,r = s(i) + βiN
r−i

r−i+1

i−1,r Ψi−1,r, Ni,r = |s(i)|+ βiN
r−i

r−i+1

i−1,r Ψi−1,r, Ψi,r =
ϕi,r

Ni,r

,

whereβi ∈ R are control parameters.
Both presented controllers arehomogeneous[70] with the weightsr = (r, r−

1, . . . , 1). Similarly to the second order sliding mode control systems it can be eas-
ily established the iISS property of the presented high-order sliding mode control
systems with respect to matched disturbances.
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Control Type of Lyapunov function iISS property
algorithm homogeneity is found is proven
Relay 1-SM standard yes yes

Super-twisting weighted yes yes
Uniform super-twisting in the bi-limit yes not yet

Twisting weighted yes yes
2-SM nested weighted yes yes

2-SM fixed-time in the bi-limit yes not yet
r-SM nested weighted no yes

Quasi-continuous weighted no yes

Table 1: Properties of sliding mode controllers

The problem of implementation of the presented control schemes is related to
the control parameters selection to guarantee finite-time attractivity of the sliding
surface. The strong Lyapunov functions are still not designed for the r-th order
sliding mode control systems, however application of homogeneity approach al-
lows us to establish the robustness properties.

6.4. Summary

In this section the standard sliding mode controllers have been considered.
It was shown that all these controllers are homogeneous in some sense. It is
also known that sliding mode control algorithms are insensitive with respect to
bounded matched disturbances, but iISS property with respect to such type of
disturbances was proven only for some of them. The summary of the controllers’
properties is presented in Table 1.

7. Conclusion

The paper gives the main ingredients for a possible route to a complete theory
of design and analysis for higher order sliding mode: homogeneity, finite-time
stability and its robustness with respect to perturbations in the context of input-
to-state stability. Some analysis is performed from this point of view for different
existing higher order sliding mode controllers from the literature. The rest of the
story can be written and concentrated on the design tools.
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Boston, 2006, pp. 185–194.

[83] E. Moulay and W. Perruquetti,Finite-Time Stability and Stabilization:State
of the art, ser. LNCIS. Springer-Verlag, 2006, vol. 334, pp. 23–41.

49



[84] A. Polyakov, “Nonlinear feedback design for fixed-time stabilization of lin-
ear control systems,”IEEE Transactions on Automatic Control, vol. 57,
no. 8, pp. 2106–2110, 2012.

[85] S. P. Bhat and D. S. Bernstein, “Finite time stability of continuous au-
tonomous systems,”SIAM J. Control Optim., vol. 38, no. 3, pp. 751–766,
2000.

[86] E. Moulay and W. Perruquetti, “Finite-time stability of differential inclu-
sions,” IMA Journal Math. Control Inform., vol. 22, no. 4, pp. 465–475,
2005.

[87] H. Yiguang, J. Zhong-Ping, and F. Gang, “Finite-time input-to-state stabil-
ity and applications to finite-time control design,”SIAM J. Control Optim.,
vol. 48, no. 7, pp. 4395–4418.

[88] S. Dashkovskiy, D. Efimov, and E. Sontag, “Input to state stability and
allied system properties,”Automation and Remote Control, vol. 72, no. 8,
pp. 1579–1614, 2011.

[89] W. Heemels and S. Weiland, “Input-to-state stability and interconnections
of dicontinuous dynamical systems,”Automatica, vol. 44, no. 12, pp. 3079–
3086, 2008.

[90] M. Xiaowu, G. Yang, and Z. Wei, “Integral input-to-state stability for one
class of discontinuous dynamical systems,” in29th Chinese Control Con-
ference (CCC), july 2010, pp. 912–914.

[91] E. Bernuau, A. Polyakov, D. Efimov, and W. Perruquetti, “Robustness of
finite-time stability property for sliding modes,” inProc. of 5th IFAC Sym-
posium on System Structure and Control, Grenoble, France, 4-6 February
2013 2013, pp. 391–396.

[92] E. Ryan, “Universal stabilization of a class of nonlinear systems with ho-
mogeneous vector fields,”Systems & Control Letters, vol. 26, pp. 177–184,
1995.

[93] Y. Hong, “H∞ control, stabilization, and input-output stability of nonlin-
ear systems with homogeneous properties,”Automatica, vol. 37, no. 7, pp.
819–829, 2001.

50



[94] E. Bernuau, A. Polyakov, D. Efimov, and W. Perruquetti, “Verification of
ISS, iISS and IOSS properties applying weighted homogeneity,”System
and Control Letters, vol. 62, no. 12, pp. 1159–1167, 2013.

[95] ——, “On ISS and iISS properties of homogeneous systems,” inProceed-
ing of the European Control Conference, 2013, pp. 1705–1710.

[96] L. Fridman,Sliding Mode Enforcement after 1990: Main Results and Some
Open Problems, ser. LNCIS. Springer - Verlag Berlin Heidelberg, 2011,
vol. 412, pp. 3–57.

[97] A. Poznyak, A. Polyakov, and V. Strygin, “Analysis of finite-time conver-
gence by the method of lyapunov functions in systems with second-order
sliding modes,”Journal of Applied Mathematics and Mechanics, vol. 75,
no. 3, pp. 289–303, 2011.

[98] Z. Man and X. Yu, “Terminal sliding mode control of mimo linear systems,”
IEEE Transactions on Circuits and Systems: Part I, vol. 1065-1070, p.
1997, 44(11).

[99] Y. Feng, X. Yu, and Z. Man, “Nonsingular terminal sliding mode control
for robotic manipulators,”Automatica, vol. 38(12), pp. 2159–2167, 2002.

[100] X. Yu and Z. Man, “Fast terminal sliding mode control design for nonlinear
dynamic systems,”IEEE Transactions on Circuits and Systems - Part I, vol.
39(2), pp. 261–264, 2002.

[101] G. Bartolini, A. Ferrara, and E. Usai, “Chattering avoidance by second
order sliding mode control,”IEEE Transactions on Automatic Control,
vol. 43, no. 2, pp. 241–246, 1998.

[102] I. Boiko and L. Fridman, “Analysis of chattering in continuous sliding-
mode controllers,”IEEE Transactions on Automatic Control, vol. 50, no. 9,
pp. 1442–1446, 2005.

[103] A. Levant, “Chattering analysis,”IEEE Transactions on Automatic Control,
vol. 55, no. 6, pp. 1380–1389, 2010.

[104] ——, “Universal siso sliding-mode controllers with finite-time conver-
gence,”IEEE Transactions on Automatic Control, vol. 46, no. 9, pp. 1447–
1451, 2001.

51



[105] ——, “Higher-order sliding modes, differentiation and output-feedback
control,” International Journal of Control, vol. 76, no. 9/10, pp. 924–941,
2003.

[106] A. Polyakov and A. Poznyak, “Unified lyapunov function for a finite-time
stability analysis of relay second-order sliding mode control systems,”IMA
Journal of Mathematical Control and Information, vol. 29(4), pp. 529–550,
2012.

[107] A. Levant, “Construction principles of 2-sliding mode design,”Automatica,
vol. 43, no. 4, pp. 576–586, 2007.

[108] ——, “Robust exact differentiation via sliding mode technique,”Automat-
ica, vol. 34, no. 3, pp. 379–384, 1998.

[109] J. Moreno and A. Osorio, “Strict lyapunov functions for the super-twisting
algorithm,” IEEE Transactions on Automatic Control, vol. 57, no. 4, pp.
1035–1040, 2012.

[110] E. Cruz-Zavala, J. Moreno, and L. Fridman, “Uniform robust exact dif-
ferentiator,”IEEE Transactions on Automatic Control, vol. 56, no. 11, pp.
2727–2733, 2011.

52


