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S U M M A R Y
We solve the 3-D gravity inverse problem using a massively parallel voxel (or finite element)
implementation on a hybrid multi-CPU/multi-GPU (graphics processing units/GPUs) cluster.
This allows us to obtain information on density distributions in heterogeneous media with an
efficient computational time. In a new software package called TOMOFAST3D, the inversion
is solved with an iterative least-square or a gradient technique, which minimizes a hybrid
L1-/L2-norm–based misfit function. It is drastically accelerated using either Haar or fourth-
order Daubechies wavelet compression operators, which are applied to the sensitivity matrix
kernels involved in the misfit minimization. The compression process behaves like a pre-
conditioning of the huge linear system to be solved and a reduction of two or three orders of
magnitude of the computational time can be obtained for a given number of CPU processor
cores. The memory storage required is also significantly reduced by a similar factor. Finally,
we show how this CPU parallel inversion code can be accelerated further by a factor between
3.5 and 10 using GPU computing. Performance levels are given for an application to Ghana,
and physical information obtained after 3-D inversion using a sensitivity matrix with around
5.37 trillion elements is discussed. Using compression the whole inversion process can last
from a few minutes to less than an hour for a given number of processor cores instead of tens
of hours for a similar number of processor cores when compression is not used.

Key words: Wavelet transform; Inverse theory; Numerical approximations and analysis;
Satellite gravity; Gravity anomalies and Earth structure.

1 I N T RO D U C T I O N

Potential methods provide a useful way of investigating the Earth’s
interior as they can be used, for instance, as a complementary
method to seismic imaging in geophysical exploration. Density
contrasts inferred from gravity techniques can be correlated with
seismic wave speeds and densities retrieved by seismic techniques.
Gravimetry, when coupled with seismic tomography or ultrasounds
acoustic methods, thus improves velocity–density correlations and
above all constrains the density distribution of the geological struc-
tures under study. In the long term the objective is to obtain bet-
ter images by correlating properties and performing joint inver-
sions such as seismic/gravity inversions (Vermeesch et al. 2009;
Gallardo & Meju 2011; Bailey et al. 2012) or gravity/magnetic in-
versions (Li & Oldenburg 2003; Fullagar et al. 2004, 2008; Gallardo
2007; Guillen et al. 2008; Commer 2011; Gallardo & Meju 2011;
Moorkamp et al. 2011). The solution of the inverse problem depends

on the formulation and discretization of the 3-D forward prob-
lem. Semi-analytical techniques are widely used in potential-field
data inversion approaches for: regional-scale studies (Battacharyya
1980; Pilkington et al. 1994; Blakely 1995; Garcia-Abdeslem 2000;
Garcia-Abdeslem et al. 2001; Zhang et al. 2004; Zhdanov 2009;
Zhdanov et al. 2011; Cuma et al. 2012), general linear methods
(Battacharyya 1980; Pilkington et al. 1994; Pilkington & Hilde-
brand 2000; Vermeesch et al. 2009; Morgan et al. 2011; Zhdanov
et al. 2011), non-linear inversion techniques such as genetic al-
gorithms or simulated annealing (Hildebrand et al. 1998; Garcia-
Abdeslem 2000; Garcia-Abdeslem et al. 2001; Garcia-Abdeslem
2008) or the analytic signal method (Ortiz-Aleman & Urrutia-
Fucugauchi 2010) in the case of magnetic-field inversion. Low-
order finite-element methods as in Zhang et al. (2004), Agarwal
& Srivastava (2010) and Zhdanov et al. (2011) are also used to
compute the gravitational anomalies by replacing the voxel formu-
lae of each block contribution by Gauss point-based finite-element
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formulations or by solving the full linear system related to the
Laplace equation using a weak formulation. Zhang et al. (2004)
pointed out some of the difficulties associated with the computa-
tion of gravity anomalies for large-density distributions in 3-D as it
can be computationally demanding. Bottlenecks for inversion can
occur, particularly if parallel genetic algorithms are used with pro-
hibitive number of arrays stored in memory at each iteration of the
process. The availability of increasing computation facilities and
supercomputing resources now provides new perspectives for han-
dling large data systems and significantly improving the efficiency
of potential-field data inversion.

Wavelet analysis is a technique that is commonly used to capture
relevant information from signal series. For instance in the field of
potential methods, Poisson kernel wavelets have been used to local-
ize sources responsible for measured potential fields in gravimetry,
resistivity or magnetism (Mauri et al. 2010, 2011). Using a few
Poisson kernel wavelets, multiscale wavelet tomography can been
applied to study the impact of changes of sources in space and time
on the measured potential field signals. Also, following a similar
idea, 2-D analysis of wavelet-based inversion has been performed in
Hornby et al. (1998) and Boschetti et al. (2001) by using appropriate
wavelets defined by the given physics under study. It allows one to
define depth extents of major geological units. Here, we aim at in-
troducing another wavelet basis to process the massive inverse prob-
lem and to recover the density anomalies distribution. To achieve
this, we propose a double acceleration technique for potential-field
data inversion using both a multi–graphics processing unit (GPU)
parallel implementation of L2-based Newton–Raphson optimized
least-square method and a high-order compression of the sensitiv-
ity matrices. The compression of sensitivity matrices allows us to
reformulate the misfit function in the wavelet domain and to solve
the inverse problem faster. Compression of the sensitivity matrix
consists of applying wavelet operators to it, drastically reducing by
this means the product of the transformed sensitivity matrix with
a solution vector in the wavelet domain. This reduction of the cost
of the matrix–vector product is possible thanks to a thresholding
process applied to the transformed sensitivity matrix. High com-
pression ratios and related sparseness up to two or three orders
of magnitude can be reached. Compression is thus advantageous
in terms of both memory storage and computational speed. This
double acceleration, due to a hybrid CPU/GPU multiprocessor ap-
proach and matrix compression, allows us not only to accelerate the
inversions but also to process data sets one or two orders of magni-
tude larger than classical data volumes. We invert gravity data from
southwest Ghana and perform inversions of the main geological unit
geometries for a given a priori density model obtained from samples
collected from the field. We focus our study on fast iterative solvers
for 3-D inversion algorithms to compute the density distribution of
the subsurface down to 10 km. Below this depth, gravity inversion
does not give well-constrained results. Of course the technique can
be also applied to any inversion process involving sensitivity matri-
ces, as encountered in seismic or magnetic inversion among many
other problems.

The paper is organized as follows: In Section 2, we describe how
recent supercomputing technology such as hybrid CPU/GPU clus-
ters lead to new computational challenges in 3-D inversion using
potential and/or joint techniques and a multiresolution approach. In
Section 3, the physical problem is posed and the space discretization
formulations are given. We present the mathematical background of
the gravity problem and we show the discretization of the problem
with a voxel method or finite elements. In Section 4, the wavelet
compression process is described and we show how the compression

wavelets behave as pre-conditioners of the system and can handle
massive data volumes. We will show how the number of wavelet
coefficients, that describe the main signal content of the sensitivity
kernels, can be reduced by up to two or three orders of magnitude
according to the choice of a given threshold. which is advantageous
in terms of memory storage and computational speed. In Section 5,
the inversion process is described using both L1 or L2 norm misfit
functions. In Section 6, we show application results of data inversion
in Ghana for original uncompressed sensitivity kernels of around
several trillion elements and for compressed sensitivity kernels of
a few billion elements. Accuracy, convergence and stability are
addressed. In Section 7, parallel performances of our code TOMO-
FAST3D (tomographic imaging using very fast inversion technique
in 3-D) using multi-CPU or multi-GPU are shown and we discuss
(i) how the computational time of the inversion code scales with the
number of processor cores for pure multi-CPU clusters or hybrid
multi-CPU/multi-GPU clusters and (ii) how inversion can take less
than 1 hr or even a few minutes in some cases on both huge data
and parameter sets. We conclude in Section 8.

2 N E W C H A L L E N G E S A N D
I M P ROV E M E N T S F O R M A S S I V E LY
PA R A L L E L M O D E L L I N G

Realistic high-resolution 3-D gravity or magnetic modelling is a
task made difficult by the requirement of large computational mem-
ory allocation resources and CPU time consumption. One of the
big challenges of recent years has been to deal with huge anomaly
data sets and huge sets of density or magnetic parameters. Matrix
compression methods based on wavelet transform can be a com-
plementary way to deal with such huge inverse problems by taking
advantage of the strong decay of potential fields (Pilkington &
Hildebrand 2000; Li & Oldenburg 2003) with increasing block-to-
source distance and of the smoothness of gravity or magnetic sen-
sitivity kernel matrices. Indeed, the strong decay of potential fields
as 1/r2 in gravimetry and 1/r3 in magnetism aids the construction
of smooth gravity or magnetic kernels. As a result pre-conditioning
of the linear inverse problem system can be built according to both
depth weighting and global behaviour of the potential field to ac-
celerate the whole inversion process.

To solve the inversion of large data sets, it is crucial to have fast
solvers of the direct problem applied to large parameter volumes. In-
deed, low-order, sequential or non-massively parallel finite elements
(Agarwal & Srivastava 2010; Zhang et al. 2004) on the one hand and
sequential (Talwani et al. 1959; Battacharyya 1980; Blakely 1995;
Garcia-Abdeslem 2000; Garcia-Abdeslem et al. 2001) or parallel
(Commer 2011; Moorkamp et al. 2011) voxel-based semi-analytical
solutions on the other hand are generally used to solve 3-D forward
gravity problems. Several articles on 3-D massively parallel inverse
problem resolution using purely CPU supercomputing platforms
with gradient methods based on L2 misfit function minimization
have been published in the last 2 yr (Commer 2011; Wilson et al.
2011; Zhdanov et al. 2011; Cuma et al. 2012). Stochastic tech-
niques such as genetic algorithms (Zhang et al. 2004) are also used
on these platforms but are still too greedy in terms of both processor
usage and memory storage of increasingly large matrices. Recently,
to achieve further acceleration some authors have solved the for-
ward problem using multithreaded implementations on GPUs super-
computing platforms in which multi-CPU platforms are connected
to graphics card processor units. This has been done for instance
for seismic wave propagation (Komatitsch et al. 2010; Michéa &
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Komatitsch 2010; Komatitsch 2011) and for gravimetry (Moorkamp
et al. 2010, 2011). Gradient methods based on L2 misfit function
are commonly used on the multi-CPU. More recently a probability
function approach (Liu et al. 2012) has been proposed on multi-
GPU platforms for magnetic inverse problems. These authors took
advantage of the high performance of GPUs to achieve drastic ac-
celeration of voxel algorithms. For magnetic inversion, Zhdanov
et al. (2011) have tested gradient methods on a few hundred million
parameters and around 500 000 data using multi-CPU architectures
and obtained interesting weak scaling on up to 576 processor cores.
However, solutions are obtained after several tens of hours. In the
field of forward gravity problems, Moorkamp et al. (2010) have
used far fewer voxel parameter distributions (around one million at
the most).

Since we are going to also handle large numerical grids, we decide
to make use of hybrid computing using many GPUs (Owens et al.
2008; Fatahalian & Houston 2008; Kirk & Hwu 2010) in parallel.
The goal of using GPU technology is to significantly accelerate the
calculations because in recent years GPUs have quickly become an
important and powerful way to carry out scientific computations in
the case of algorithms that lend themselves well to parallel com-
puting. Current GPUs can be seen as hardware implementations of
a Single Instruction Multiple Data (SIMD) programming model in
which a large number of elementary processor cores as well as a
hardware scheduler maintain thousands of elementary lightweight
threads active simultaneously by effectively suspending tasks that
are waiting for memory transactions and switching to other tasks
that are ready to compute. The CUDA language programming has
been used to port the Fortran 90 version with careful rearrangement
of the calculations and the GPU memory occupancy. In addition,
we use message passing based on the Message Passing Interface
(MPI, Gropp et al. 1994; Pacheco 1997)) to exchange information
between the different compute nodes that carry the different GPU
boards of the computer cluster.

The main issues related to depth-weighting, wavelet compres-
sion, data inversion process, porting of the code on multicore or
multi-GPU clusters and code performance study will be addressed
in the forthcoming sections of this paper because these ingredients
are essential to drastically accelerate the data inversion procedure.
We will also show how we obtain double acceleration of the in-
version algorithm by computing on hybrid multi-CPU/multi-GPU
supercomputing platforms and by compressing the sensitivity ma-
trix in the inversion procedure using wavelet operators.

3 P H Y S I C A L F O R M U L AT I O N O F T H E
G R AV I T Y P RO B L E M A N D I T S
D I S C R E T I Z AT I O N : C A L C U L AT I O N O F
P O T E N T I A L S A N D S E N S I T I V I T Y
K E R N E L S

3.1 Gravity equation

The gravity force is the resultant of the gravitational force and the
centrifugal force. However, in this paper, we consider only regional
scale, therefore we do not take into account the effects related to
the rotation of the Earth. In the absence of centrifugal forces, the
gravitational potential at a given position r caused by an arbitrary
density distribution ρ is given by

�(r) = G

∫
�

ρ(r′)
||r − r′||dr′, (1)

where r′ represents one point position within the density distribution
and G the universal constant of gravity equal to

G = 6.672 × 10−11 m3 kg−1 s−2. (2)

Let us now show that the gravity field can be computed by the
linear relation

g = Sρ, (3)

where g is the distribution of the gravity anomaly at a given set of
locations r = (x, y, z), S the gravity sensitivity matrix that can also
be seen as a global gravity mass matrix and ρ the global density
distribution.

Let us then discretize the Earth domain into voxels that can be
equidimensional blocks. We use a set of prisms of rectangular sec-
tion and we compute the sensitivity kernel using formulae given by
Blakely (1995) as follows. This semi-analytical gravity approach is
based on the global sum of all the partial analytical gravity contri-
butions of each voxel that compose the earth model under study.
A semi-analytical solution can be seen as a hybrid analytic and
spatially discretized solution as the one we describe hereafter for
the gravity problem. The gravity effect described by vertical grav-
ity force of a mass distribution located in coordinates (ξ , η, ζ ) on
surface points (x, y, z) can be computed along the z direction as

g(x, y, z) = ∂�

∂z

= G

∫ ∫
v

∫
ρ

(z − ζ )

[(x − ξ )2 + (y − η)2 + (z − ζ )2]3/2
dξ dη dζ. (4)

The gravity field can therefore be computed by the linear relation

g(x, y, z) =
2∑

i=1

2∑
j=1

2∑
k=1

Si, j,kρi, j,k, (4)

where

Si, j,k(x, y, z) = Gμi, j,k

(
zk tg−1

(
xi y j

zk Ri, j,k

)
− xi log(Ri, j,k + y j )

− y j log(Ri, j,k + xi )

)
, (5)

with Ri, j,k =
√

x2
i + y2

j + z2
k , μi, j, k = (−1)i(−1)j(−1)k, xi = x − ξ i,

yj = y − ηj, zk = z − ζ k, i, j, k = 1 or 2 and (ξ i, ηj, ζ k) being the
coordinates of the elemental cell vertices. g is the gravity anomaly
computed at the observation point. If we want to be more accurate
by taking into account more easily topography or the distorted inter-
faces between geological structures we can introduce finite-element
integration in space. The topography can be obtained by extend-
ing the upper blocks to the level of the topography. Furthermore,
to reduce the computational cost of the logarithm and arctangent
calculations, Gauss quadrature weights could be introduced to inte-
grate eq. (4) as is commonly performed in finite-element integration
rules. This could be performed without loss of accuracy compared
to the semi-analytic integration and without using further logarithm
or arctangent functions. In the elements close to topography, this
integration becomes

g(x, y, z)

= G

∫ ∫
v

∫
ρ

(z − ζ )

[(x − ξ )2 + (y − η)2 + (z − ζ )2]3/2
J dα dβ dψ, (6)

where J is the local Jacobian of the bijective mapping of the ref-
erence cube defined by (α, β, ψ) ∈ [0,1] × [0,1] × [0,1] to a
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given deformed cube that is defined by (ξ , η, ζ ) ∈ � and is located
close to the topography. Then, after discretization and integration
on elementary deformed cubes, the gravity anomaly is computed
as:

g(x, y, z) = G
∑

l=1,N

∑
i=1,Nα

∑
j=1,Nβ

∑
k=1,Nψ

ρl
i jk

×
(
z − ζ l

i jk

)
[(

x − ξ l
i jk

)2 + (
y − ηl

i jk

)2 + (
z − ζ l

i jk

)2
]3/2

× J l
i jkωiω jωk dα dβ dψ, (7)

where N = Nx × Ny × Nz is the number of elementary cell volumes,
Nα , Nβ and Nψ are the numbers of collocation or Gauss points
associated to each cell in each direction α, β or ψ , and ωl (with
l = i, j or k) are the quadrature weights of integration over each cell.
If single point Gauss quadrature integration is chosen we have ωl = 1
for l = i, j or k and Nα = Nβ = Nψ = 1, dξ = dη = dγ = 1. The
effect of density in block l on the gravity potential at data position
(iD, jD, kD) located at an anomaly point (x,y,z) of the surface can be
defined as:

giD , jD ,kD
l = G

∑
i=1,Nα

∑
j=1,Nβ

∑
k=1,Nψ

ρl
i jk

×
(
z − ζ l

i jk

)
[(

x − ξ l
i jk

)2 + (
y − ηl

i jk

)2 + (
z − ζ l

i jk

)2
]3/2

× J l
i jkωiω jωk dα dβ dψ. (8)

We can then write in a more compact form that

g(x, y, z) =
∑

l=1,N

giD , jD ,kD
l = G

∑
l=1,N

Mlρl , (9)

where Ml behaves as a local gravity mass matrix restricted to the
contribution of each cell, ρ l being the density distribution local to
each cell.

Finally the gravity field can be computed by the linear relation

g = Sρ, (10)

where S = GM is the global gravity sensitivity matrix.

4 C O M P R E S S I O N O F T H E K E R N E L S
W I T H O RT H O G O NA L O R
B I - O RT H O G O NA L WAV E L E T S

Recovering large-scale 3-D geological models requires many den-
sity model parameters and a vast amount of data to be inverted for.
Unfortunately high-resolution 3-D sensitivity kernels, which are full
arrays, can require huge amounts of memory storage and their use
for solving both forward and subsequently the inverse problems can
thus be prohibitive. However, for each data row, the amplitude of the
coefficients of the related subarray strongly decays as a function of
the distance separating the data location from a parameter mapped
on a block or a mesh point, depending on the semi-analytical blocky
integration or the numerical integration that has been chosen. It is
then reasonable to define an amplitude threshold as a way to create
sparse versions of the sensitivity matrix. We apply such an amplitude
threshold criterion to convert the originally full arrays into sparse
versions with several sizes. To construct such sparse compressed
arrays we apply different thresholds as percentage of maximum

amplitude in each data row-wise subarray. These thresholds are
defined as follows. As the kernels show continuous and smooth be-
haviour, it is well known that the application of wavelet operators to
the matrices will provide very efficient compression ratios. Indeed,
we will demonstrate that sensitivity kernels and density models
have compact or sparse representations in the wavelet domain. This
is the basic motivation for formulating the gravity inverse problem
using a discrete basis of orthogonal or bi-orthogonal wavelets. We
use two different compression wavelet operators, namely second-
order Haar wavelets and fourth-order wavelets of Daubechies type
(D4) for the reconstruction, and show that Daubechies wavelets are
more adapted to the continuous sensitivity kernels that we use. In-
deed, they are able to recover, respectively, the linear or quadratic
information contained in the input signal, given here by the grav-
ity sensitivity kernels. It is also important to show how these two
kinds of wavelets behave in terms of compression efficiency. We
thus show hereafter how these wavelets behave and why Daubechies
wavelets are more efficient in terms of compression of the sensitivity
matrices.

Lifting fourth-order Daubechies wavelets (CDF4) (Cohen et al.
1992) could also be considered [see for instance one of our arti-
cles (Chevrot et al. 2012)] but they are not orthogonal (they are
bi-orthogonal) and do not preserve energy. We have also used them
as well as D4 wavelets but even if it appears that they can be more
efficient than more classical orthogonal wavelets, we will not dis-
cuss them here for sake of clarity on how given compression errors
can define the thresholding of relevant wavelet coefficients. We test
here our method for different compression ratios related to differ-
ent applications of wavelet operators in a multiresolution perspec-
tive. Comparisons of their performance are established according
to speed of computation and accuracy level.

Let us summarize the principal lines of the compression proce-
dures and also briefly summarize the calculation of the wavelets.
More details can be found on orthogonal Daubechies wavelets in
Daubechies (1988, 1992) and on bi-orthogonal lifting Daubechies
wavelets in Cohen et al. (1992) or Daubechies & Sweldens (1998).
The reader is also referred to Uytterhoeven et al. (1997) for higher-
order lifting wavelets up to sixth order and the explicit description
of the coefficients involved. For a given set V of elements defining
a function in an interval [0,1], let V 0 be the vector space of con-
stant functions in this interval and V j the vector space of piecewise
constant functions over each 2j equal subintervals. We can define a
basis function defined on each vector space V j, which verifies the
following property:

V 0 ⊂ V 1 ⊂ . . . ⊂ V j ⊂ V j+1 ⊂ . . . . (11)

A basis function can be defined on each vector space Vj with the
following scaling functions:

φ
j
i = φ(2 j x − i), i = 1, . . . , 2 j−1, (12)

where

φ(x) = 1, for 0 ≤ x and x < 1

= 0, for 0 > x and x > 1. (13)

The wavelets are the functions in V j + 1 that are orthogonal to all
functions in V j + 1. They can describe all the details of the func-
tions in V j + 1 that can not be described in V j. They belong to the
orthogonal subspace Wj, which verifies V j + 1 = V j⊕Wj. The Haar
wavelets are the piecewise flat shaped functions given by

ψ
j

i = ψ(2 j x − i), i = 1, . . . , 2 j−1, (14)
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where

ψ(x) = 1 for 0 ≤ x and x <
1

2

= 0 otherwise. (15)

In three dimensions, the Haar wavelet functions can be described
by a tensor product of 1-D basis functions since the V j spaces are
orthogonal. The 3-D scaling functions are given by

�
j
l,m,n(x, y, z) = φ

j
l (x) φ j

m(y) φ j
n (z), (16)

and the 3-D Haar wavelets by

�
j

1,l,m,n(x, y, z) = 2
3 j
2 φ

j
l (x) φ j

m(y) ψ j
n (z),

�
j

2,l,m,n(x, y, z) = 2
3 j
2 φ

j
l (x) ψ j

m(y) φ j
n (z),

�
j

3,l,m,n(x, y, z) = 2
3 j
2 ψ

j
l (x) φ j

m(y) φ j
n (z),

�
j

4,l,m,n(x, y, z) = 2
3 j
2 φ

j
l (x) ψ j

m(y) ψ j
n (z),

�
j

5,l,m,n(x, y, z) = 2
3 j
2 ψ

j
l (x) φ j

m(y) ψ j
n (z),

�
j

6,l,m,n(x, y, z) = 2
3 j
2 ψ

j
l (x) ψ j

m(y) φ j
n (z),

�
j

7,l,m,n(x, y, z) = 2
3 j
2 ψ

j
l (x) ψ j

m(y) ψ j
n (z), (17)

which defines an orthonormal basis of V j. The wavelet decomposi-
tion of a function f in the V j space is then

f =
jmax∑
j=0

∑
l,m,n

[〈
f
∣∣� j

l,m,n

〉
�

j
l,m,n +

7∑
i=1

〈
f
∣∣� j

i,l,m,n

〉
�

j
i,l,m,n

]
, (18)

where 〈 f | g 〉 defines the L2 product in the V j subspace. The function
f can then take the form f = ∑

MaMfM, where aM are the coefficients
of the wavelet decomposition and fM are the basis functions.

Algorithmically, the compressed function f denoted by fl at the
compression scale level l can be retrieved by using the following
compression matrix W l as

fl = (�i=1,l Wi ) f, l = 1 to max scale level, (19)

where (�i = 1, lWi) is the matrix product of the compression opera-
tors at each scale level i of the space V j. An interesting feature of the
compression matrix is that the reconstruction matrix is exactly its
transpose because the basis function is orthogonal. This means that
no inverse matrix has to be computed, which is very useful for reduc-
ing memory storage and for performing easy computations. Further
information on the implementation of the construction of Haar and
fourth-order Daubechies wavelet compression can be found in the
Appendices.

A wavelet transform leads to a representation of a function with
a number of coefficients that is equal to the initial number of data
describing this function. However in most cases a large number of
these wavelet coefficients are very small and can thus be neglected
without losing any significant amount of information. The essential
question is then how to deal with many wavelet coefficients that
are very small. We introduce an error threshold after applying suc-
cessive wavelet operators to each row and over a fixed number of
scales. Then, removing all the coefficients having an absolute value
below this threshold leads to only small errors in the reconstructed
functions. For a given scale level (i.e. a given number of succes-

sive applications of the wavelets in each spatial direction), we must
define a relevant way to define a reconstruction error between an
initial function f, given here by the sensitivity matrix S, and a recon-
structed function fR that is given by the sensitivity matrix SR. This
error is:

E = ||S − SR||2L
||S||L2

. (20)

With orthogonal wavelets such as those of Haar or Daubechies, the
wavelet transform preserves energy. As a result of the orthogonality
of the wavelet basis, for an input signal (sensitivity) matrix S of
length N this property can be written:

N∑
n=1

S2
n =

N∑
n=1

W 2
n , (21)

where the Wn are the coefficients of the wavelet expansion of sig-
nal S in the wavelet basis. This property is very convenient for
quantitatively defining the compression in the wavelet domain. The
compression algorithm using the �2 norm involves three steps (Stoll-
nitz et al. 1995): computing the wavelet coefficients representing
the input signal in the wavelet basis, sorting these coefficients in
order of decreasing absolute values and finally determining the er-
ror as a function of the number of wavelet coefficients kept for the
reconstruction, taking the coefficients sorted by decreasing absolute
values. If we denote by Mi the number of wavelet coefficients kept
for the reconstruction for each row i (i.e. for each data i) of the
sensitivity kernel, the reconstruction error E for each row is simply
given by:

E(Mi ) =
N∑

n=Mi +1

W 2
n . (22)

After normalization it can be defined as

E(Mi ) =
N∑

n=Mi +1

W 2
n

/ N∑
n=1

W 2
n =

N∑
n=Mi +1

W 2
n

/
||S||L2 . (23)

Let us compute now this error for different compression scale level
choices and different wavelets (Haar or D4). For an original kernel
of 890 × 890 × 68 parameter elements corresponding to a single
datum, we have tested Haar or D4 wavelets for three different com-
pression scales. We observe in Fig. 1 that for a three-scale level,
D4 compresses the kernel more efficiently by more than an order of
magnitude than Haar wavelets. For the same reconstruction error a
four-scale level D4 compression is more efficient because it reduces
the number of retained wavelet coefficients and increases the com-
pression ratio compared to both three-scale-level Haar and D4: this
compression ratio is defined as the ratio of the number of elements of
the original matrix over the number of wavelet elements retained af-
ter thresholding and reconstruction of the wavelet-compressed ma-
trix. Haar wavelets give higher errors and much worse compression
ratios at the fourth level (not shown here) than D4. This is due to the
fact that the sensitivity matrix is continuous while the Haar wavelets
are more adapted to discontinuous functions. The five-scale level
D4 reduces the number of coefficients by another factor around 2
and can also be chosen as a good candidate as four-scale D4. We
have thus chosen to take four levels of compression in all the inver-
sions to study the accuracy of the reconstruction using D4 wavelets
for 0.001 per cent, 0.005 per cent, 0.01 per cent and 0.05 per cent and
0.1 per cent given kernel reconstruction errors. Compression ratios
of, respectively, 0.239 per cent, 0.1166 per cent, 0.085664 per cent,
0.04344 per cent and 0.03029 per cent have been obtained. In Fig. 2,
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Figure 1. Number of coefficients selected for a given thresholding error.
The number of selected wavelet coefficients decreases with the compression
scale: five (green), four (blue) and three (red) compression scales are used
for the Daubechies wavelets. Three-scale Haar wavelets (black curve) are
less efficient than three Daubechies wavelets with more coefficients kept.

we show gravity kernels with these different accuracies and com-
pressions. We can see that the kernel is not well reconstructed with
a lack of coherence for errors higher than 0.01 per cent, while for
errors lower than 0.01 per cent the kernels are still coherent, so we
can say that three levels at the most can be sufficient to describe
the kernels. Furthermore an optimized compression ratio and re-
construction error can be obtained automatically by minimizing the
logarithm log10(E) of the error curve. In the case of Fig. 2, the
minimum of |log10(E)dMi| is reached for Mi = 0.1245 per cent of
the total number of coefficients, with a related reconstruction error
E(Mi) = 0.004314 per cent. Mi = 0.1245 per cent lies between the
previously given values 0.1166 per cent and 0.239 per cent, which
we have shown to result in good reconstruction.

By resorting to compression we thus introduce a natural smooth-
ing filter and we can quantify exactly the reconstruction error as well
as the amount of signal lost after compression. Compression ratios
as high as 400 can be reached and are higher than those obtained
by Li & Oldenburg (2003) (magnetic inversion case with ratios of
20 to 50). This is due to the fact that the compression efficiency
depends on the model and on the chosen spatial discretization as
well as on the physics of the problem and on the decay behaviour
of the potential field from the source (gravity field decay in our
case and magnetic field decay in the case of Li and Oldenburg).
This also depends on whether the spatial grid is oversampled or not
and if successive wavelets are applied as in our application: over-
sampled matrices can be subjected to more efficient compression.
We then take the reconstruction error into account implicitly in the
covariance matrices involved in the inversion algorithm and in the
reconstruction of the density model. In practice the reconstruction
error is hidden in the regularization parameter of the misfit function
defined by the L2-curve as discussed in the forthcoming section
about the inverse problem.

In addition, the sparseness of the sensitivity matrix increases
with compression and the parallel code improves in efficiency by
factors that are proportional to the sparseness of the linear system.
As a conclusion, if we apply successively four times the fourth-
order Daubechies wavelet operators to the gravity sensitivity matrix
then compression is more efficient than Haar compression and also
compression ratios as high as around 400 can be obtained for a
chosen reconstruction error of 0.239 per cent and for the specific
matrix built for southwest Ghana region.

Figure 2. (A) Cross-section of an original non-compressed kernel for a
given data located in the centre of the computational domain. Compressed
kernels using fourth-order Daubechies wavelets and a fourth compres-
sion scale are shown from (B) to (F) for reconstruction errors of, re-
spectively, 0.001, 0.005, 0.01, 0.05 and 0.1 per cent. The corresponding
compression ratios are, respectively, 0.239, 0.1166, 0.085664, 0.04344 and
0.03029 per cent. We can then observe that the best reconstructions are ob-
tained with compression ratios of 0.239 per cent and 0.1166 per cent (B and
C) with little distortion of the kernel and little missing information when
compared to the non-compressed kernel. Kernels with stronger compres-
sion (D to F) introduce signal distortion, spurious artefacts close to the
boundaries and lack of information that will produce inaccurate solutions
during the inversion process. Optimized threshold errors applied to retain
an optimized number of compression wavelet coefficients are then located
around the inflection point of the logarithm of the error curve given in Fig. 1.
This inflection point corresponds to the minimum of the derivative of the
logarithmic reconstruction error and to kernel reconstruction errors lower
than 0.01 per cent and compression ratios higher than 0.12 per cent.
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5 I N V E R S E P RO B L E M S O LV E R U S I N G
L 1- O R L 2- N O R M

5.1 Inversion algorithm

Let us apply forward and inverse gravity modelling in three dimen-
sions to compute the Bouguer and free-air gravity anomalies for
a complex realistic model describing the main structural elements
of southwest Ghana taken as a validation target of our inversion
technique. For the resolution of the inverse problem we use an as-
semblage of 53 862 800 prismatic bodies (890 × 890 × 68 cuboidal
prisms). Each prismatic body has a dimension of 200 m in the x, y
and z directions. Let us now describe the inverse problem. At each
compression scale l, we must find a set ρ l of pixels ρl

k such that
gravity data honours the equation

g = SlρT
l , (24)

with Sl = Swl and ρ l = ρwl, where wl is a wavelet operator applied
in the three directions. We can observe that the inverse problem can
be formulated in the wavelet domain, the parameters being recon-
structed by applying the transpose wavelet operator to the wavelet
coefficients ρ l at the scale l. Compression and reconstruction are op-
erated through the algorithms given in (A1) for the Haar wavelet and
in (A2) for the fourth-order Daubechies wavelet. Gauss–Newton
Raphson, Tikhonov or classical gradient-based solver inversion
techniques or non-linear stochastic algorithms like simulated an-
nealing (Ortiz-Aleman & Martin 2005; Garcia-Abdeslem 2008) or
genetic algorithms for the global optimization can be used to mini-
mize L2 or L1 misfit functions. For the sake of simplicity we choose
to use the least-square root (LSQR) inversion technique (Chapman
& Pratt 1992; Pratt & Chapman 1992; Pratt et al. 1998; Pratt 1999;
Sirgue & Pratt 2004; Loris et al. 2007, 2010). The principal steps of
the whole sequential LSQR algorithm are depicted in Fig. 3 and its
implementation is given in the Appendices in pseudo-code form.

Given the S sensitivity matrix and g a data vector we aim to find
a model ρ that minimizes the misfit function:

J (ρ) =||Sρ − g||2L2 . (25)

One of the main problems encountered when solving an inverse
problem is the non-uniqueness of the solution (Koren et al. 1991;
Parker 1994; Mosegaard & Tarantola 1995, 2002), particularly in
very unconstrained problems such as data inversion based on poten-
tial methods. This is why it is important to pre-condition the linear
system and converge to a realistic solution in less iterations, and
why we apply weighting functions to the matrix S. Following (Far-
quharson & Oldenburg 2004; Pilkington 2009) they can be built as
a diagonal matrix P with elements varying according to a zm power
law, z being the depth of a block according to the data row under
consideration. Exponent m can be taken as 1/2, 1 or 3/2. Here we
choose to take m = 1 because with m = 1/2 the structures are shifted
towards the top of the model and with m = 3/2 towards the bottom
of the model, which is not very realistic. As an example, in Fig. 4 we
compute a synthetic gravity response at the top of a medium con-
sisting of a 6-km-long and 6-km-wide cuboidal structure located at
3-km depth and a 2-km sphere in diameter located at 2-km depth.
Densities are 2.67, 3.07 and 3.22 kg m−3 for the background, the
cuboidal structure and the sphere, respectively (corresponding to
density contrasts of 0, +0.4 and +0.55 with respect to the reference
density value). The size of the computational medium is 20 km wide
and long and 5 km deep. We try different zm-law pre-conditioners.
After inversion, all solutions give very similar gravity responses
which all fit almost exactly the synthetic response. We can see that

with m = 1, the depth of the top of the structures is better defined
than with m = 1/2 or m = 3/2. Furthermore this value also better
modifies the middle part of the model as shown on the synthetic
case. In most geophysical applications, the a priori model is be-
lieved to be better constrained in its upper part by geology and
the data inversion aims to improve the mid to lower parts of the
model. In our application to real data (Section 6), we will finally
arbitrarily retain the pre-conditioning value m = 1 to illustrate how
the constraints on the upper model given by geology may be kept
as strong constraints during the inversion process. The shape of the
structures is not well retrieved because of the non-uniqueness of
the solution but the purpose of our work here is not to define the
shape but to provide, without being too intrusive to the initial a
priori models, a very fast inversion tool to define the excess or lack
of mass compared with a given a priori model. If we wanted to
be more intrusive, other depth weighting pre-conditioners P (Li &
Oldenburg 2003; Farquharson & Oldenburg 2004; Pilkington 2009;
Commer 2011) could be applied on gradient ∇J(ρ) = ST(Sρ − g)
such that:

∇ J (ρ) = PT ST (Sρ − g). (26)

This weighting could be applied because the sensitivity kernels are
different by a few orders of magnitude in the vicinity of measured
points compared to points located at depth and because the solution
given by linear methods is only perturbed in the first few layers of
the model. To avoid this, down-weighting could be applied to these
layers, which would allow us to restrict the inversion to remain in-
side a given depth range (Commer 2011). In our model, we have
chosen a 13.6-km depth range with 68 blocks of 200 m each due to
the given a priori geological model defined at the resolution of the
measured gravity data (1 point every 200 m at the surface). Below
this depth, geologists are not able to provide physically relevant den-
sity models. Minimum and maximum values of the model could be
fixed between these two depths to avoid overshoots or undershoots
during the iterative inversion process. We decided not to apply this
type of pre-conditioning as it would too strongly limit the inversion
process and would force the method to assume that the new possible
model is very close to the initial model. Even if this possible pre-
conditioner were implemented, here we made the choice of the z
law pre-conditioning for the sake of clarity and to avoid such strong
intrusion in the initial a priori model. Besides, to avoid boundary
effects, that is, effects coming from the finite size of the grid that
we defined, we have extended the values of the model located at the
bottom boundary into an additional outer box of 10 km thickness.
We have also extended the four lateral boundaries of the model by
the values of a vertically averaged profile of the model. This has
allowed us to drastically damp boundary effects. We thus solve the
new problem:

Minimize ||S1m1 − g||L2 (27)

with S1 = SP and ρ = Pm1. We then use a wavelet transform
to compress the pre-conditioned sensitivity matrix S1. We ap-
ply the wavelet transform W and let A = S1W−1. Then we have
S1m1 = (S1W−1)(Wm1) = Amw with W−1 = W T because the
wavelet function basis is orthogonal. This last property of the
wavelet inverse operator is extremely important in the sense that
no linear system has to be solved strictly speaking and the ap-
plication of the related transpose operator is performed naturally.
We then minimize ||Amw − g||L2 and we compute the solution in
the physical parameter space by trivial inverse-wavelet transform:
m1 = W−1mw = W Tmw . To solve the minimization problem we add
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Figure 3. Flow diagram of L2-norm–based inversion corresponding to the algorithm given in the Appendix.

a stabilizing penalty function on the parameters using a L2 norm or
a L1 norm as follows:

||Amw − g||2L2 + λ ||mw||2L2 , (28)

or

||Amw − g||2L2 + μ ||mw||L1 . (29)

The effect of the L2 damping function on the parameter solu-
tion is smoother than the effect of the L1 norm function, which
provides sharper parameter contrasts and discontinuities. If ex-
pression (28) is considered then a least-square (LSQR) algorithm
is used to minimize ||Amw − g||2

L2 + λ ||mw||2
L2 according to the

algorithm described in the Appendices. If expression (29) is con-
sidered then a more complex gradient algorithm is used to mini-
mize ||Amw − g||2

L2 + μ ||mw||2
L1 according to a different algorithm

given in the Appendices, which has been published by Loris et al.
(2007, 2010) and improved by Beck & Teboulle (2009) in the FISTA

(Fast Iterative Shrinkage-Thresholding Algorithm) inversion code.
The efficiency of this second L1-/L2-norm–based technique allows
us to obtain sharper models but does not show better results than
those obtained using purely L2 norm misfit functions. We performed
L2/L1 hybrid inversions in the synthetic case for different values of
the damping parameter μ (inverse of the weight applied to the gradi-
ent) that appears in the misfit function (eq. 29). For instance, in Fig. 5
we show three different inverted models obtained after 100 000 it-
erations of the inversion process for a z-law pre-conditioner, for
values of the damping parameter μ of 104, 103 or 102 and for a
constant gradient step value of 0.05. Tuning these two parameters
is not easy because it depends on the problem under study, on trial
and error convergence tests and on the behaviour of the misfit func-
tion (expression 29) to be minimized. We can observe that the main
structures (the cuboidal structure and the sphere) are recovered and
have shapes similar to the LSQR reconstructed solutions but more
than 100 000 iterations should then be needed to better reconstruct
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Figure 4. (Top panel) Synthetic response and inverted gravity response using LSQR (L2 norm) inversion technique, and (top to bottom) true and inverted
models for different pre-conditioners

√
z (m = 1/2), z (m = 1), z

√
z (m = 3/2). The z pre-conditioner locates better anomalies than the other ones.

all features of the model, which is prohibitive in practice. In Fig. 6,
we used the same configuration as in this L2-/L1-norm–based inver-
sion but with a z3/2-law pre-conditioner. In both cases (z and z3/2

laws), solutions show sharp profiles with a strong discontinuity at
a depth corresponding to the bottom side of the cuboidal structure.
However, in the z3/2-law pre-conditioner case, solutions are shifted
towards the bottom of the computational domain and are worse
than solutions provided using the z-law pre-conditioner. What is
interesting here is that L2-/L1-norm–based algorithm is able to cap-
ture the main discontinuities and can be a complementary tool to
L2-based techniques depending on the problem to be solved. The
LSQR technique is much faster, with only 300 iterations and with

less computations for a same relative error criterion of 0.01 ap-
plied to the exit of the inversion procedure. If the damping factor
is decreased then solutions get sharper but the misfit function in-
creases and inversely if it is increased solutions are smoother but the
misfit decreases and the technique converges to solutions that are
similar to solutions obtained with LSQR-/L2-norm–based inversion
techniques. For these two reasons we will show essentially results
for L2-norm–based algorithms like LSQR. The reasonable choice
of the regularization parameter is problem dependent; this will be
discussed in the next section on the results obtained on real data
from Ghana in western Africa. More optimized L2-/L1-norm–based
inversion algorithms could be used or developed to accelerate the
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Figure 5. (Top panel) Synthetic response and inverted gravity response using a z-law pre-conditioner and the L1 norm on the parameters in the same synthetic
case as in Fig. 4. (Top to bottom) true and inverted models for different damping factors μ (104, 103 and 102), which is the inverse of the weight factor applied
to the gradient, and a gradient step value of 0.05. The solutions are obtained after 100 000 iterations. We can observe that the cuboidal structure and the sphere
are reconstructed and have shapes similar to the LSQR reconstructed solutions, but a sharp discontinuity can be observed at a depth corresponding to the base
of the true cuboidal structure. This hybrid technique can then be a complement to the L2-norm–based technique. However, the LSQR/L2 technique is much
faster, with 300 iterations and with less computations to produce the solutions.

convergence of the inversion technique. To achieve this, FISTA-
like algorithms or better inversion codes could be introduced in a
near future. Such techniques could handle media that contain piece-
wise constant physical property distributions if they were intro-
duced in non-linear inverse problems based on interface detections
such as in seismics or in joint cross-gradient–based magnetism and
gravimetry.

6 A P P L I C AT I O N T O A R E A L C A S E :
R E G I O NA L G R AV I T Y I N V E R S I O N O F
S O U T H W E S T G H A NA

To test our inversion code we have chosen southwest Ghana in West
Africa where many geological and geophysical studies have been
conducted, thus providing us with useful constraints. Our knowledge
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Figure 6. Same L2-/L1-norm–based inversions as in Fig. 5 but with a z3/2-law pre-conditioner. We can observe again that a discontinuity is still present at the
depth corresponding to the lower side of the true cuboidal structure even if all the reconstructed features are shifted towards the bottom of the computational
domain. The L2-/L1-norm–based algorithm seems to be capable of capturing strong discontinuities but not clearly the whole main features such as the sphere
in this particular case. This depends on the problem under study and on the linearity of the problem. For more constrained models and for non-linear inversion
techniques based on reflections and surface capturing (seismic or joint cross-gradient–based magnetics/gravimetry inversions), piecewise constant models
could be better retrieved using such hybrid misfit functions.

of the geology of this area, including in situ density measurements
(Perrouty et al. 2012) and other geophysical observations, allows
us to propose an acceptable prior model for the gravity data inver-
sion. In addition, the gravity data available for this region provide a
homogeneous data set with a significant number of data that can be
inverted to improve the geological modelling of subsurface crustal
structures. In this paper we have chosen to assign constant den-
sity values to each lithostratigraphic unit to simplify the task of
visualizing the differences between prior and inverted models. The
ability to vary input densities according to a given statistical law is

straightforward and would clearly be made part of a complete in-
version workflow but would not really add anything to our proof-
of-concept tests of the inversion scheme.

6.1 Geological setting and gravity pattern of southwest
Ghana

The area considered for this study is located in the southeast part
of the West African craton, in Ghana (Fig. 7). This craton mostly
consists of a series of greenstone belts oriented N–S or NE–SW,
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Figure 7. Map of southwest Ghana with inset map showing the southern part of the West African Craton (WAC). Northern and southeastern parts of the craton
are formed by series of palaeoproterozoic greenstone belts, such as the Ashanti Belt in southwest Ghana (black square) (modified after Milési, J.P., Feybesse,
J.L., Pinna, P., Deschamps, Y., Kampunzu, H., Muhongo, S., Lescuyer, J.L., Le Goff, E., Delor, C., Billa, M., Ralay, F., Heinry, C., 2004. Geological Map of
Africa 1:10 000 000. SIG Afrique. Project. http://www.sigafrique.net).

such as the Ashanti Belt in Ghana, which were formed during the
Eburnean orogeny: a major Palaeoproterozoic tectonic event (Bon-
homme 1962). The area presents a significant number of world-class
gold deposits often located along faulted or sheared contacts (in-
cluding the Ashanti Fault) between the major stratigraphic groups.
3-D forward modelling of the Ashanti Belt using gravity data pro-
vides a mean of exploring the subsurface geometries of the gold-
rich faulted contacts and which represent an aid to mineral explo-
ration and aid in the interpretation of the tectonic evolution of the
area.

The geology of the Ashanti Belt is dominated by three palaeo-
proterozoic stratigraphic groups and by granitoids intrusions, over-
lain along the coast by Phanerozoic sediments. The Sefwi Group
(Adadey et al. 2009) consists of metamorphosed Birimian (2.2–2.1
Ga) volcanic rocks interbedded with volcanoclastic sediments and
micaschists in the Cape Coast area. The Kumasi Group consists
of Birimian metamorphosed sedimentary rocks (mainly phyllites)
deposited in the Kumasi Basin and in the Akyem Basin (Fig. 8).
The Tarkwa Group is a metasedimentary basin located on top of the
Sefwi Group. It represents the bulk of the Ashanti Belt. Granitoid
intrusions occurred in two stages called Eoeburnean (2190–2150
Ma) and Eburnean (2125–2000 Ma) by Perrouty et al. (2012), fol-
lowing the terminology of De Kock et al. (2011). These granitoids

have varying compositions with tonalite and leucogranite endmem-
bers. The distributions of measured densities for each lithology are
given in Perrouty (2012).

The gravity surveys carried out in this region within the last
decades provide useful information on the gravity anomalies that en-
able us to delineate the broad gravity patterns of this area and relate
them to the main geological units. Fig. 8 shows the free-air gravity
anomaly of southwest Ghana derived by the Bureau Gravimétrique
International (BGI; International Association of Geodesy 2012)
from the 2.5′ × 2.5′ global gravity model EGM08 (Pavlis et al.
2008). It shows two main zones separated by the major Ashanti
Fault. To the east, a series of gravity highs (amplitude up to 50 mGal)
correlate with the presence of thick high-density metavolcanic do-
mains (Sefwi Group) within the Ashanti Belt. To the west, a relative
gravity low (amplitude within 15 to 30 mGal) is associated with the
presence of Kumasi Basin metasediments. The major gravity gra-
dient between these two domains correlates with the Ashanti Fault
marking the eastern border of the Ashanti Belt. Moreover, most
of the gravity patterns observed in this region are elongated along
the main tectonic lineaments and geological units, indicating that
density contrasts between geological structures are significant and
that gravity data inversion is an appropriate tool to investigate the
deep structures.
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Figure 8. Free-air gravity anomaly map of southwest Ghana derived from surface gravity measurements (source: Bureau Gravimétrique International).
Coordinates are WGS84/UTM30N. Grey lines represent major faults. Sections and locations highlighted in Figs 11–13 are also displayed. The Ashanti Fault
(in black) limits two major gravity domains: the Sefwi Group to the east and the Kumasi Group to the west (see text and Fig. 7 for details).

The remarkable density contrast between the two sides of the fault
as modelled in 2-D sections by Barritt & Kuma (1998) and Hastings
(1982) led to their suggesting the presence of a tectonic contact with
massive post-sedimentation vertical movement. However, kilomet-
ric scale movement along this major tectonic fault is contradicted
by the absence of any metamorphic gap between the two sides of
the fault and by structural evidence (Allibone et al. 2002). On the
eastern side of the Ashanti Fault, the Tarkwaian Basin formed on top
of metavolcanic rocks from the Sefwi Group, which causes a slight
reduction of the gravity anomaly, mostly perceptible on forward-
modelled 2-D cross-sections published by Barritt & Kuma (1998)
and Hastings (1982).

6.2 Gravity data set and prior density model

Using the gravity data sources available in the BGI database from
land surveys for Ghana and the surrounding countries (Ivory Coast,
Burkina Faso, Togo, Benin) as well as from marine surveys for the
oceanic part (Pontoise et al. 1990), we have generated a regular

grid of the free-air gravity anomaly projected into UTM (WGS
84, Zone 30N) and interpolated with a spatial resolution of 5 km.
We have extended the data set beyond the area of study to avoid
edge effects. We thus obtained a regular gravity grid of 316 × 316
interpolated data (i.e. 99 856) that we used as the constraining
gravity observations for the inversion process.

As mentioned earlier, our knowledge of the geology of this area
allows us to propose a 3-D density model for the whole stud-
ied area constrained by geophysical observations and by in situ
density measurements (Perrouty et al. 2012). The 3-D geological
model of the southern Ashanti Belt was built in several steps, us-
ing field structural data, geological contacts from maps and cross-
sections constrained by geophysical and petrophysical data (a–c
in Fig. 9). A hybrid methodology combining two modelling sys-
tems was used to build the Ashanti Belt prior 3-D model: Geo-
modeller (www.geomodeller.com) allowed us to calculate implicit
interfaces (Fig. 9d) between geological units with orientations con-
strained by structural measurements using a co-kriging approach
(Lajaunie et al. 1997; Calcagno et al. 2008). Calculated surfaces
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Figure 9. Simplified diagram illustrating the steps used to build the Ashanti Belt prior model: (a) field structural data (Perrouty et al. 2012), (b) geological
contacts from maps and (c) cross-sections constrained by geophysical and petrophysical data were used to calculate the interfaces between the geological units
(d) with Geomodeller. These surfaces were then tidied up with Gocad and a voxel model was generated (e), which corresponds to the prior density model (f).

were then imported into Gocad (http://www.pdgm.com) and de-
fined by node locations [discrete smooth interpolation/DSI method
of Mallet (1992)]. Each surface consisting of triangular facets link-
ing neighbour nodes could then be modified to enhance the model
by correcting artefacts (Fig. 9e) and by adding geological detail
that was not modelled with the Geomodeller software, such as the
dolerite dykes (assuming a thickness close to 200 m). We wanted
to include the dolerite dykes in the model given their very strong
signature in the aeromagnetic data, although the low resolution of
the gravity data makes them unimportant for gravity calculations.
The Ashanti Belt model is composed of 19 stratigraphic surfaces
[based on the stratigraphy proposed by Perrouty et al. (2012)], six
surfaces for the intrusive rocks, including two dyke generations and
nine major faults. Polyhedra defined by the intersecting surfaces
bordering geological units and faults were used to define the voxel
model, generated with Gocad, and corresponding to the prior den-
sity model (Fig. 9f). A constant density value was assigned to each
voxel within a single lithostratigraphic unit, based on representative
density measurements of Perrouty et al. (2012) and Hastings (1978,
1982).

To build the final model, we thus obtained a density distribution
model composed of 890 × 890 (horizontally) by 68 cubes (verti-
cally) with a resolution of 200 m. The whole sensitivity matrix has
around 5.37 trillion elements (the number of data multiplied by the
number of density parameters) and this inversion problem suits very
well the huge computing power of multi-CPUs or multi-GPUs. For
an error of around 0.5 per cent and a compression ratio of around
99.5 per cent, the inversion is performed in less than 50 min on 32
CPU processes and less than 5 min on 192 GPU processes.

To smooth some high-frequency variations in the gravity signal,
which cannot be resolved by our geological model, we have con-
tinued the interpolated gravity anomaly upwards to 510 m above
sea level, corresponding to the highest elevation of the area. This
also enabled us to evaluate the effect of topography in the inversion
process. We performed inversion tests taking into account (or not)
the topography but the differences in the results of the inversion in
terms of density distributions were not significant. This is probably
due to the relatively flat topography of the region (mean elevation
and standard deviation are, respectively, equal to 183 and 127 m and
are lower than the horizontal spacing of the grid and of the order

of two voxels in the vertical direction) and the smoothing effects of
the upward continuation of the data set as well as the filtering of the
model and topography by wavelet compression.

6.3 Choice of the regularization parameter

An important issue is how to choose the regularization parameter
λ in the misfit function (28). To define a reasonably optimized
value we have performed several inversions with different values
and we have built a L2-type curve (Hansen 2001) as in Fig. 10.

Figure 10. L2 curve to select the regularization parameter λ. We represent
the variance error on the data obtained after different inversion runs for
different λ damping values from 1 to 104. As discussed in the text, the
relevant models are obtained for the computed anomaly data, which have
both low data variance error values and physical meaning. These models
correspond to λ values lying in the vicinity of the inflection point of the
L2-type curve (here between values of 100 and 10 000), that is, the zero of
its second derivative. In the range of λ values between 500 and 1000, the
corresponding value of the second derivative is divided by more than 50
with respect to the second derivative related to a λ value of 100. Values of λ

typically between 500 and 1000 are thus acceptable.
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This curve gives the variance between observed and calculated data
according to the damping parameter. Optimized values are located
in the vicinity of the inflection of the L2-type curve, somewhere
between λ = 100 and λ = 10 000. The absolute value of the second
derivative of the L2-type curve decreases quickly from 1.77 × 10−4

for λ = 100 to 3.08 × 10−6, 8.97 × 10−7 and 3.044 × 10−7 for
λ = 500, 700 and 1000, respectively. For values of λ of 500, 700 and
1000, the ratio of the corresponding second-order derivative value
with respect to λ = 100 is 57.4, 197.23 and 581.23. These ratios of
the second-order derivative being low enough, optimized values of
λ can be selected in a range of 500 and higher. An upper bound of
the λ values should be chosen based on physical arguments that we
discuss later.

In Fig. 11, we show the observed gravity anomaly and the recon-
structed one obtained using a four-scale fourth-order Daubechies
compression operator, a 0.1 per cent compression error on the ker-
nels and three different λ regularization parameters corresponding
to the L2 curve. The a priori model has been built using the VpMg
inversion software package, which inverts anomaly data by solving
the main geological unit geometries according to initial densities
collected in the field. We then apply our inversion procedure to that
new model. For a value of 10 000, the damping λ is too strong even if
the residual anomalies are very low (smaller than around 1 per cent).
Spurious ripples appear in the anomaly and these solutions are there-
fore not satisfactory. For values of the regularization factor as low as
100, solutions produce anomaly residuals, which are too large with
maximal values around 10 per cent and the inversion has not con-
verged adequately, with misfit far from zero. For the reasons given,
λ values in the range between 500 and 1000 will not produce much
difference in the solutions. In particular, when arbitrarily choosing a
value of λ = 1000, we observe that solutions are more relevant with
more physical meaning and with few maximum residual anomaly
values (around 5 per cent in absolute value). Indeed, for this value
an important part of the residuals corresponds to structures pre-
senting sharp discontinuities such as faults or coastal lines, which
are geologically relevant. We have therefore used a regularization
parameter λ = 1000 for all the subsequent inversions.

6.4 Results of the inversion process

Based on a previously built 3-D model of the southern Ashanti
Belt, we extracted six cross-sections at distances of 50, 90 and
130 km from the southwestern corner of the study area, parallel to
the N–S and E–W axes (Figs 8, 12 and 13). These cross-sections are
produced after inversion of the gravity data set and for parameters
discussed in the previous two subsections. They highlight some
difference between the density and geometry of the prior model and
the result after the new inversions. Changes of the model by the
inversion process reflect uncertainties on our 3-D knowledge of the
area and due to the inherent ambiguity in the gravity data, we can
interchangeably reinterpret the differences in terms of changes in
model geometry or as density variations within geological units.

6.4.1 Modification of density or geometry within the Sefwi Group

As described in the Introduction, the 3-D model, which includes
the Sefwi metavolcanic group was initially modelled using the Ge-
omodeller software package using contacts and bedding orienta-
tions observed in the field. The modelling process extrapolates the
expected location of the layers from these data (Calcagno et al.
2008). Inversion of gravity data allows us to better constrain the
predictions produced by this modelling process. In many areas (see

Figs 12 and 13, labels C, F, K, M, T and V), metavolcanics or
metavolcanosedimentary layers modelled within the Sefwi group
effectively disappear after inversion. In other cases, modelled geo-
logical unit densities have been overestimated, or underestimated,
such as in B or Q, respectively. Particularly, in B, the density of
the metabasalts layer clearly decreases after inversion although the
orientation of the densest area (in red) is preserved.

6.4.2 Granitoid intrusions

Granitoids intrusions were modelled in the prior model using their
border locations and associated dip orientation (again using the
Geomodeller package). Field observations do not allow us to con-
strain their depth precisely. Consequently most of the intrusion
depths can be revised relative to the prior model using the infor-
mation shown on the inverted sections. For example, the depth of
intrusions A and E have been overestimated although intrusion H
seems to be significantly deeper than previous estimates.

In other areas (D, G, I and J) dense bodies appear and may
correspond to buried granitoid intrusions, using an average granitoid
density in southwest Ghana around 2.8 g cm−3, or smaller even
denser bodies such as gabbros. A particularly interesting result
of this gravity inversion concerns location N where the massive
Sekondi tonalite shows a significant dip to the west of the profile
after inversion, although this intrusion was previously supposed to
be subvertical in the prior model. This new proposed orientation
indicates that the possibly gold-mineralized Dixcove Fault, which
represents the eastern border of this intrusion is also dipping to
the west. Modifications of the shape of granitoid intrusion are also
shown in R where the initial orientation and depth seem to be
preserved on the west, in contrast with the east that is less deep.
Note that the presence of high-density (3.0 g cm−3) but thin dolerite
dykes also disturb the result of inversion in this area, but are really
too fine a scale to be usefully reinterpreted following inversion.

6.4.3 (Meta)sedimentary basins

The Kumasi Basin (P and S), the Tarkwa Basin (U) and the Akyem
Basin (W) densities and shapes are little modified by inversions.
This agrees with field observation indicating a stratigraphy charac-
terized by alternating phyllites and sandstones with little variation in
density. In L, a moderate-density body appears at the bottom of the
Kumasi Basin, close to the contact with the highly gold-mineralized
Ashanti Fault. This body may correspond to a Sefwi group lithology
(metavolcanosediment?), thought to constitute the basement of the
basin (Perrouty et al. 2012). Phanerozoic sediments are present in
few areas in southwest Ghana and mostly occurred offshore. Their
density is not constrained by measurement and was only estimated
from the presumed lithologies to be around 2.5 g cm−3. Gravity in-
version seems to agree with this density in most of the cross-section.
However, the presence of a dense body below these sediments in O
suggests a compensation of underestimated density or the presence
of granitoids intrusions below the basin.

7 I M P L E M E N TAT I O N A N D
P E R F O R M A N C E O F T H E PA R A L L E L
I N V E R S E P RO B L E M S O LV E R

To study the performance of the code, we performed different tests
on the hybrid multi-CPUs/multi-GPUs cluster ‘Titane’ of the French
supercomputing centre GENCI/CCRT/CEA, which consists of 1596
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Figure 11. Observed gravity anomaly (A), anomaly for the a priori model built with Geomodeller and VpMg (B), anomaly errors and computed anomaly data
for λ = 100 (C and D), λ = 1000 (E and F) or λ = 10 000 (G and H) after inversion process. As discussed in the text, errors are too high for a 100 value (around
10 per cent). For a 10 000 value, data errors are lower than 1 per cent but too many high-frequency ripples appear and are widespread at the surface. For a 1000
value, errors are lower than 5 per cent and maximum absolute errors are located mainly along coastlines and along faults and principal material discontinuities.
A λ value of 1000 is therefore a good compromise between low variance data error, low misfit function and physical computed anomaly data. This value of λ

lies in the vicinity of the L2-type inflection point.

Bull Novascale R422 servers with an Infiniband network. Each
server has two Intel Xeon 5570 nodes with 2.93 GHz quadri-cores
each and a total memory of 24 Gbytes. For the GPU part of the
machine, 96 CPU servers are connected to 48 GPU servers by PCI

Express-2 buses. Each NVIDIA Tesla S1070 GPU consists of four
GPUs with 4 Gbytes of memory on each. We will use from 32 to
192 GPUs in one series of runs and from 32 to 2096 processor cores
in another series of pure CPU runs.
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Figure 12. Sections along the Y axis from the prior and inverted density model. Labels A to J highlight areas discussed in the text. See Fig. 8 to locate the
sections.

7.1 Multi-CPU clusters with message passing

To accelerate the inversion algorithm further (see Fig. 3), a parallel
version is implemented by dividing the gravity kernel according to
data rows over Nproc processes using an MPI Cartesian communica-
tion topology. Each process contains Ndata/Nproc×NX×NY×NZ
kernel submatrices. The entire density grid is loaded on each pro-
cess by reading once and for all the properties of the a priori model
of southwest Ghana in sparse format. Each node then computes
the partial set of anomalies using a matrix–vector product for each
local set of data row-wise submatrix. In this way, the compressed
sensitivity kernels can then be computed, split and stored in each
process. Then, for each row the sub-kernel matrices are compressed
independently according to the parameter columns and according to

the thresholding process discussed in Section 4. As can be seen in
Fig. 14, these kernel calculations and compressions can take more
than 50 per cent of the CPU time. The least-square inversion process
then begins. An initialization process needs therefore to set initial
values to a variable u and an orthogonal variable v by performing
a normalization on u and a transpose matrix–vector Atu product
followed by a normalization on v. Normalization needs global re-
duction operations over all the processes. At each iteration of the
inversion norms of u and v as well as Av and ATu products are
computed in parallel and using an MPI reduction operation. Finally
the whole density anomaly solution is computed and stored on the
master node by calling a global communication MPI_GATHERV
function. The iterative loop of the inversion process then stops once
a relative error criterion is reached.
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Figure 13. Sections along the X axis from the prior and inverted density model. Labels K to W highlight areas discussed in the text. See Fig. 8 to locate the
sections.

One of the major challenges we have faced is the treatment of
the transposed matrix AT over all the processes because at each
iteration of the inversion process all the processes need to com-
municate, which reduces the efficiency of the parallel algorithm.
We thus decided to build the transposed matrix AT once for all be-
fore starting the inversion to reduce the communication bottleneck.
Another challenge has been to reduce the initial load imbalance
between processes, owing to the fact that the non-zero matrix coef-
ficients obtained after compression are not equally distributed on all
the processes. To overcome this issue, in a second pre-processing
step we redispatch some coefficients over all the processes to ob-
tain similar number of elements and to perform similar numbers
of floating operations such as matrix–vector products. In addition,
we perform a renumbering of sensitivity matrix elements to ad-
dress them as linearly as possible in the global memory of each

processor, thus trying to improve pre-fetching in the cache of the
processors.

Doing so, we can solve 3-D models with as many as 54 mil-
lion parameters and 99 856 data in less than 50 min on 32 CPU
cores and less than 6 min on 256 CPU cores (see A, C and
E in Fig. 14) for the whole inversion process (reading the data,
global sensitivity kernel construction, four level compression and
inversion). Calculation of kernels and their compression take around
35 min and LSQR inversion process around 14 min on 32 processes
while they take, respectively, around 5 and 2 min on 256 processes.
CPU timings are therefore divided by a factor around 7.1 when us-
ing 256 processes instead of 32. The scalability can be considered
as very good for such a problem that is generally very difficult to
scale, as can be seen in Fig. 14(E) where scalability lies between
95 and 101 per cent. Values higher than 100 per cent are due to
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Figure 14. Performances of huge (left-hand side) (890 × 890 × 68 parameters and 99 856 anomaly data) and medium (right-hand side) (178 × 178 × 68
parameters and 1493 data) sensitivity matrix inversion using L2 least-square algorithm on a pure CPU cluster. In the huge case strong scaling is almost perfect
up to 256 processes. For 32 processes, the cumulated CPU time per core is around 49 min while it is around 6 min for 256 processes. For eight times more
processes we compute the same problem around 8.3 times faster (C). Conversely, for the medium-size case, scaling becomes worse with an increased number
of processes (B and F). Indeed, in (D) the CPU time per core becomes almost unchanged and reaches a near constant value due to the fact that the inversion
is dominated by global communications. In the huge case (left-hand side), calculations are so big that the time spent in communications is much less than the
time spent in kernel calculations and inversion: communications then represent less than 7 per cent of the total.

errors lower than around 2 per cent, which can be induced by system
noise or particular hardware multiprocessor exploitation. Accumu-
lated times are more significant from that point of view than times
for each process since compression kernel calculations are almost
constant for all processes with little fluctuation around an almost
constant average value of 400 min for the inversion process (see
Fig. 14 A).

We now present another test with smaller kernels and show per-
formance levels in Fig. 14 (sketches B, D and F). We solve a 3-D
model with around 54 million parameters and 1493 data in less than
30 min on 32 CPU cores and less than 10 min on 256 CPU cores
(see B, D and F in Fig. 14). We observe that in this case perfor-
mances are very poor because there are not enough calculations per
node compared to MPI communications between CPU cores. The
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inversion process takes between 7 and 8 min whatever the number
of processes because MPI_REDUCE-like operations and related
global interprocess communications are getting longer and longer
in time with the increasing number of processes. Conversely the
construction and compression of the sensitivity matrices are made
in each process without significant global communications. Global
communications are no longer overlapped by calculations during
the LSQR inversion process, the number of floating operations be-
ing too small in each process. The only parts that scale well are the
calculation of the sensitivity kernels and their compression.

7.2 Multi-GPU clusters

To port the main compute-intensive part of the code to GPUs,
we make heavy use of the CUBLAS and CUSPARSE libraries
(NVIDIA Corporation 2011). CUBLAS is a free implementation
of Basic Linear Algebra Subprograms (BLAS, Dongarra et al.
1988) built by NVIDIA (Santa Clara, CA, USA), the manufac-
turer of the GPU boards that we use in this study, on top of their
NVIDIA CUDA programming language. CUSPARSE contains a
set of basic linear algebra subroutines that are designed to han-
dle sparse matrices and that are also implemented by NVIDIA on
top of their CUDA programming language. Since the main part
of our algorithm almost entirely consists of vector–vector opera-
tions such as the computation of the norm of a vector, or products
and/or sums between vectors, followed by sparse matrix–vector
operations, porting the code turned out to be relatively straight-
forward. Testing was simple as well, since BLAS and sparse ma-
trix libraries containing the same standard subroutines were avail-
able for our original Fortran code as well, and thus it was easy
to verify that the original Fortran code, the Fortran code con-
verted to BLAS and sparse-matrix library calls, as well as the
GPU/CUDA code based on CUBLAS and CUSPARSE all gave
the same results down to roundoff accuracy. Regarding optimiz-
ing the MPI message-passing operations, we resorted to using the
so-called memory pinning option of CUDA (NVIDIA Corporation
2011) on the compute nodes hosting the GPU boards to accelerate
memory copies of the MPI messages between the CPUs and the
GPUs (both ways) by preventing memory page swapping in the
Linux system of these compute nodes.

Regarding the level of performance obtained, in Figs 15 and 16
we show the timings of the main parts of the code for different
numbers of CPUs and GPUs. We obtain acceleration factors around
5.7 on 32 GPUs (280 cumulated minutes) and 5.5 on 160 GPUs
(323 min) when compared to 32 and 160 CPU cores for the whole
code and for the first kernel test (Fig. 15). We obtain acceleration
factors of around 4.9 on the kernel calculation and compression. In
the inversion process we reach factors of 14 for 32 GPUs and 7.1 for
160 GPUs. The decrease of the time with the number of processes is
not linear because MPI_REDUCE communications between all the
CPU hosts increase. In addition, to perform these global reduction
operations, host-to-device and device-to-host copies of some arrays
must be performed and have also a time cost between 400 and 700
clock cycles. The reductions, performed by a device-to-host copy,
a sum based on a MPI_ALL_REDUCE global communication be-
tween CPUs and then a host-to-device copy are difficult to overlap
by computations. As in the first test of Fig. 15, the second kernel
test gives an acceleration factor of almost five for the whole code
when multi-GPUs are used, compared to the case of multi-CPUs.
However, as can be seen in Fig. 16, scalability deteriorates with
increasing numbers of processes owing to predominant commu-
nications. In this second kernel test, very poor performances are

very clear from that point of view. For multi-GPUs as well as for
multi-CPUs, scalability decreases almost linearly with the number
of processes and time cost of the inversion reaches an almost con-
stant value for any set of CPUs or GPUs due to the predominance
of global communications. As often, there is thus a trade-off to be
looked for between using more processes and having to handle more
costly global communications.

In Fig. 17(A) we show weak scaling of the inversion process
obtained on a pure CPU cluster. Weak scaling is obtained when
increasing the problem size and the number of processor cores by
the same factor. For multi-CPUs we use 1500, 3000, 6000, 12 000,
24 000, 48 000 and 99 856 data on, respectively, 32, 64, 128, 256,
512, 1024 and 2048 processor cores. We observe that scaling is good
because it has a behaviour close to constant in terms of CPU time
per data volume and per core. In Figs 17(B) and (C) we compare
the weak scaling of multi-CPUs to multi-GPUs, respectively, for
the whole code (kernels calculations, compression and inversion)
and for the inversion phase only. We test 1500, 3000, 6000 and
9000 data for 32, 64, 128 and 192 CPU cores or GPUs. Again
we observe good weak scaling for multi-GPUs, with only small
fluctuations. GPUs accelerate the code by a factor between 4 and
5 for the whole code and around 3 in the inversion phase. For the
largest case, that is, for the highest number of parameters and data,
the acceleration of the code using GPUs is higher and can reach
acceleration factors up to 14 as said before in the ‘strong’ scaling
analysis when fewer processes (around 32) are used. Conversely, we
reach lower accelerations around 4 or 5 when 192 GPUs are used,
which means that GPUs are more efficiently used when they have a
sufficient amount of work to do.

8 C O N C LU S I O N S A N D F U T U R E W O R K

In this paper, we propose a new method to perform fast gravity data
inversion using wavelet compression as well as hybrid GPU/CPU
computing. The introduction of both gravity sensitivity kernel com-
pression and depth-weighting pre-conditioners has led to significant
acceleration of forward modelling and data inversion of around one
to two orders of magnitude on CPU clusters. We have evaluated
the performance of the proposed approach with an application to
the gravity modelling of southwest Ghana, for which the avail-
able geological and geophysical information have allowed us to test
the inversion procedure with a realistic prior geological 3-D model.
Most of the main structural elements of this region and the observed
lithologies were accounted for in order to create density distribution
that allowed us to calculate, by forward gravity modelling, a con-
strained geological model of the upper crust of southwest Ghana.
We discretized this model into approximately 53.8 million pris-
matic cells and we used an observed gravity data set of almost
100 000 points in our inversion procedure. We developed an effi-
cient parallel algorithm together with the multiscale compression
of gravity sensitivity kernels for the calculation of gravity anoma-
lies using computer clusters. When applying four-scale levels of the
fourth-order Daubechies compression operator we obtained com-
pression ratios of around 500 to 1000 (from 0.239 per cent to
0.116 per cent of all the wavelet coefficients retained) for several
tens of millions of discretization density blocks and also obtained
a good scaling of the code. We have also been able to define an
automatic criterion, which determines an optimal compression ra-
tio by minimizing the derivative of the logarithm of the error due
to compression. Fourth-order Daubechies wavelet operators have
proved to be more efficient than Haar wavelets, which only compress
sensitivity matrices with a sparseness reaching lower than
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Figure 15. Comparisons between CPU (left-hand side) and GPU (right-hand side) cases for the huge sensitivity matrix case (890 × 890 × 68 parameters and
99 856 anomaly data). Acceleration factors around 5.7 on 32 GPUs (280 accumulated minutes) and 5.5 on 160 GPUs (323 min) are obtained compared to using
32 and 160 CPU cores for the whole code. Acceleration factors of around 4.9 are obtained for the kernel calculation and compression. In the inversion process
factors of 14 for 32 GPUs and 7.1 for 160 GPUs can be reached. Reasonable scalability is obtained, which slightly deteriorates with an increasing number of
processes (see text for more explanations).

90 per cent in the cases treated here. In summary, an approximate
speedup factor between 500 and 1000 has been obtained based on
compression due to the great smoothness of the gravity kernels
in the Section 4. Inversions have been performed on up to 2048
CPU cores. Supplementary acceleration factors of around 28 for
both kernel calculation and the compression process, and 3.5 and 7
for the inversion part can be obtained on hybrid multi-CPU/multi-
GPU clusters. This double speedup has allowed us to invert gravity

anomalies of the Ghana region in western Africa for huge observed
data and parameter sets in less than 15 min instead of several hours
or tens of hours.

In future work, further parallelization of fourth-order Daubechies
discrete wavelets or Cohen–Daubechies–Fauveau lifting scheme
wavelet compression, already used in Chevrot et al. (2012) could
be improved on GPUs following Shahbahrami (2012) or using the
split-and-merge method of Argüello et al. (2012).
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Figure 16. Comparisons for the high-frequency case between CPU (left-hand side) and GPU (right-hand side) calculations. As in the first test of Fig. 15, we
have an acceleration factor of almost five between multi-CPU and multi-GPU computations for the whole code. However, scalability deteriorates gradually
with increasing number of processes owing to predominant CPU communications and/or CPU/GPU memory copies.

The implementation of high-performance computing methods in
gravity inversion is of increasing importance in geophysical inter-
pretation. Inverse modelling combining seismic and gravity data
for instance has been proposed to provide useful constraints for
regional modelling as shown by recent studies (Vermeesch et al.
2009; Gallardo & Meju 2011; Moorkamp et al. 2011; Morgan et al.
2011). We aim at constraining gravity with high-order finite dif-
ference (Martin & Komatitsch 2009; Martin et al. 2010) or higher
order finite-element (Peter et al. 2011) techniques to better im-
age the geological interfaces at high seismic source frequencies.
This could be applied in the near future to different regions at dif-

ferent scales using computational domains that can be efficiently
truncated with, now popular, optimized perfectly matched layers
(Martin et al. 2008). At larger scales, the use of high-performance
computing will help to calculate more accurate models of the Earth’s
interior taking advantage of the increasing resolution and accuracy
of regional and global data sets from widely distributed seismic
networks [e.g. in Africa, Durrheim & Nyblade (2009)] and from re-
cent global models of potential field data. The recent GOCE space
gravity mission as well as high-resolution global gravity products
combining ground and space measurements (Pavlis et al. 2008; An-
dersen 2010; Balmino et al. 2012; Bonvalot et al. 2012) now provide
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Figure 17. Weak scaling of the inversion process obtained on the multi-CPU (A) cluster. For multi-CPUs we used 1500, 3000, 6000, 12 000, 24 000, 48 000 and
99 856 data on, respectively, 32, 64, 128, 256, 512, 1024 and 2048 processes. We observe that scaling has a behaviour close to constant with few fluctuations.
In (B) and (C) we compare the weak scaling of multi-CPUs to that of multi-GPUs for the whole code (kernels calculations, compression and inversion) as well
as for the inversion phase only. We test 1500, 3000, 6000 and 9000 data for 32, 64, 128 and 192 for both CPU cores and GPUs. We also observe good weak
scaling for multi-GPUs. GPUs accelerate the code by a factor between 4 and 5 for the whole code and around 3 for the inversion phase only.

unprecedented data sources for the gravity field of the Earth to be
used for high-performance combined geophysical inversion at re-
gional or global scales.
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Michéa, D. & Komatitsch, D., 2010. Accelerating a 3D finite-difference wave
propagation code using GPU graphics cards, Geophys. J. Int., 182(1),
389–402.

Moorkamp, M., Jegen, M., Roberts, A. & Hobbs, R., 2010. Massively par-
allel forward modeling of scalar and tensor gravimetry data, Comput.
Geosci., 36(36), 680–686.

Moorkamp, M., Heincke, B., Jegen, M., Roberts, A. & Hobbs, R., 2011. A
framework for 3-D joint inversion of MT, gravity and seismic refraction
data, Geophys. J. Int., 184(1), 477–493.

Morgan, J.V., Warner, M.R., Collins, G.S., Grieve, R.A.F., Christeson, G.L.,
Gulick, S.P.S. & Barton, P.J., 2011. Full waveform tomographic images

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/195/3/1594/623670 by guest on 18 June 2021



1618 R. Martin et al.

of the peak ring at the Chicxulub impact crater, J. geophys. Res., 116,
B06303, doi:10.1029/2010JB008015.

Mosegaard, K. & Tarantola, A., 1995. Monte Carlo sampling of solutions
to inverse problems, J. geophys. Res., 10(B7), 12 431–12 447.

Mosegaard, K. & Tarantola, A., 2002. Probabilistic Approach to Inverse
Problems, Academic Press.

NVIDIA Corporation, 2011. NVIDIA CUDA toolkit documentation version
4. NVIDIA Corporation, Santa Clara, California, USA.

Ortiz-Aleman, C. & Martin, R., 2005. Two-phase oil-gas pipe flow imaging
by simulated annealing, J. geophys. Eng., 2(1), 32–37.

Ortiz-Aleman, C. & Urrutia-Fucugauchi, J., 2010. Aeromagnetic anomaly
modeling of central zone structure and magnetic sources in the Chicxulub
crater, Phys. Earth planet. Inter., 179(3–4), 127–138.

Owens, J.D., Houston, M., Luebke, D.P., Green, S., Stone, J.E. & Phillips,
J.C., 2008. GPU computing, Proc. IEEE, 96(5), 879–899.

Pacheco, P.S., 1997. Parallel Programming with MPI, Morgan Kaufmann.
Parker, R., 1994. Geophysical Inverse Theory, Princeton Univ. Press.
Pavlis, N.K., Holmes, S.A., Kenyon, S.C. & Factor, J.K., 2008. An earth

gravitational model to degree 2160: EGM2008, Tech. Rep, General As-
sembly of the European Geosciences Union, Vienna, Austria, 2008 April
13–18.
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A P P E N D I X A : H A A R A N D DAU B E C H I E S C O M P R E S S I O N I M P L E M E N TAT I O N

Using Haar wavelet compression, the procedures applied in each direction of the space are as follows:

Predict

D2i+1 = S2i − S2i+1, for i = 1, (N + 1)/2 − 1.

Update

D2i = S2i − (1/2)S2i+1, for i = 1, (N + 1)/2 − 1.

Normalization

D2i = D2i

√
2,

D2i+1 = D2i+1/
√

2, (A1)

where vector D represents the coefficients of the dyadic decomposition after wavelet compression of a given 1-D matrix S. For the lifting
fourth-order Daubechies wavelet, the wavelets are built as follows:

Update

D2i+1 = S2i+1 +
√

3S2i , for i = 0, (N + 1)/2 − 1.

Predict

D2i = S2i − (
√

3/4)D2i+1 − ((
√

(3) − 2)/4)D2i+3, for i = 1, (N + 1)/2 − 1.
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Update

D2i = D2i+1 − D2i−2, for i = 0, (N + 1)/2 − 1.

Normalization

D2i = D2i (
√

3 + 1)/
√

2,

D2i+1 = D2i+1(
√

3 − 1)/
√

2. (A2)

A P P E N D I X B : I N V E R S I O N A L G O R I T H M S U S I N G L 1 A N D L 2 N O R M S

The least-square algorithm is used to minimize the L2-norm misfit function (28) as follows:

Set a starting model x0 = 0 or an a priori model

(1) Initialization

β0 = ||b||, α0 = ||ATb||, φ1
0 = ||b||, ρ1

0 = α0, v0 = AT(b), w0 = v0, u0 = b

(2) For i = 0, Niter repeat steps 3 to 6

(3) Update using matrix-vector and transpose matrix-vector products

ui+1 = −αi ui + Avi

βi+1 = ||ui+1||, ui+1 = ui+1/βi+1

vi+1 = −βvi + ATui+1

αi+1 = ||vi+1||, vi+1 = vi+1/αi+1

(4) Update coefficients

ρi =
(
ρ1

i
2 + β2

i+1

)1/2
, ci = ρ1

i /ρi , si = βi+1/ρi , θi+1 = siαi+1, φi = ciφ
1
i , φ

1
i+1 = siφ

1
i

(5) Update current model

xi = xi−1 + (φi/ρi )wi

wi+1 = vi+1 − (θi+1/φi )wi

(6) Test for convergence

if φ1
i+1 < εφ1

1 stop (B1)

Whereas, a gradient method is used to minimize the L2-/L1-norm misfit function (29) as follows:

(1) Initialization

Set a starting model given an a priori model x0

(2) For i = 0, Niter repeat steps 3 to 5

(3) Update

xn+1 = T (xn)

(4) with function

T (x) = Sμ(x + αAT(b − Ax))

(5) Test for convergence

if | xi+1 − xi | < ε | x1 | stop (B2)

where the soft-thresholding function Sμ is given by

Sμ = u − μ if u ≥ μ

Sμ = 0 if |u| ≤ μ

Sμ = u + μ if u ≤ −μ (B3)
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