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#### Abstract

The interpolation step in the Guruswami-Sudan algorithm has attracted a lot of interest and it is now solved by many algorithms in the literature; they use either structured linear algebra or basis reduction for polynomial lattices. This problem of interpolation with multiplicities has been generalized to multivariate polynomials; in this context, to our knowledge only the approach based on polynomial lattices has been studied until now. Here, we reduce this interpolation problem to a problem of simultaneous polynomial approximations, which we solve using fast algorithms for structured linear algebra. This improves the best known complexity bounds for the interpolation step of the list-decoding of Reed-Solomon codes, Parvaresh-Vardy codes or folded Reed-Solomon codes. In the special case of Reed-Solomon codes, our approach has complexity $\mathcal{O}^{\sim}\left(\ell^{\omega-1} m^{2} n\right)$, where $\ell, m, n$ are the list size, the multiplicity and the number of sample points, and $\omega$ is the exponent of linear algebra; the speedup factor with comparison to the state of the art (Cohn and Heninger's algorithm) is $\ell / m$, with $m \leqslant \ell$ in this context.


## 1 Introduction

Problems and results. In this paper, we consider a multivariate interpolation problem with multiplicities and degree constraints (Problem 1 below) which originates from coding theory. In what follows, $\mathbb{K}$ is our base field and, in the coding theory context, $s, \ell, m, n, b$ are respectively known as the number of variables, list size, multiplicity, code length, and as an agreement parameter (which is such that $n-b / m$ is an upper bound on the number of errors allowed on a received word). Furthermore, the $s$ variables are associated with some weights

[^0]$k_{1}, \ldots, k_{s}$; in the coding theory context, all these weights are equal to a same value, say $k$, and $k+1$ corresponds to what is called the message length (or dimension) of the code.

We stress that here we do not address the issue of choosing the parameters $s, \ell, m$ with respect to $n, b, k_{1}, \ldots, k_{s}$, as is often done: in our context, these are all input parameters. Similarly, although we will mention them, we do not make some usual assumptions on these parameters; in particular, we do not make any assumption that ensures that our problem admits a solution: the algorithm will detect whether no solution exists.

Here and hereafter, $\mathbb{N}_{>0}$ is the set of positive integers, $\operatorname{deg}_{X}$ denotes the degree in the single variable $X$, and $\operatorname{deg}_{\boldsymbol{Y}}$ denotes the total degree with respect to the variables $Y_{1}, \ldots, Y_{s}$.

```
Problem 1. MultivariateInterpolation
Input: \(s, \ell, m, n, b\) in \(\mathbb{N}_{>0},\left(k_{1}, \ldots, k_{s}\right)\) in \(\mathbb{N}_{>0}^{s}\) and points \(\left\{\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)\right\}_{1 \leqslant i \leqslant n}\)
    in \(\mathbb{K}^{s+1}\) with the \(x_{i}\) 's pairwise distinct.
Output: a polynomial \(Q\) in \(\mathbb{K}\left[X, Y_{1}, \ldots, Y_{s}\right]\) such that
    (i) \(Q\) is nonzero,
    (ii) \(\operatorname{deg}_{Y}(Q) \leqslant \ell\),
(iii) \(\operatorname{deg}_{X}\left(Q\left(X, X^{k_{1}} Y_{1}, \ldots, X^{k_{s}} Y_{s}\right)\right)<b\),
(iv) for \(1 \leqslant i \leqslant n, Q\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)=0\) with multiplicity at least \(m\).
```

We call conditions (iii), (iiii), and (iv) the list-size condition, the weighted-degree condition, and the vanishing condition, respectively. Furthermore, a point $\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)$ is a zero of $Q$ of multiplicity at least $m$ if the shifted polynomial $Q\left(X+x_{i}, Y_{1}+y_{i, 1}, \ldots, Y_{s}+y_{i, s}\right)$ has no monomial of total degree less than $m$; in characteristic zero or larger than $m$, this is equivalent to require that all derivatives of $Q$ of order up to $m-1$ vanish at $\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)$.

By linearizing condition (iv) under the assumption that conditions (iii) and (iiii) are satisfied, it is easily seen that solving Problem 1 amounts to computing a nonzero solution to an $M \times N$ homogeneous linear system over $\mathbb{K}$. Here, the number $M$ of equations derives from condition (iv) and thus depends on $s, m$, $n$, while the number $N$ of unknowns derives from conditions (iii) and (iii) and thus depends on $s, \ell, b$, and the $k_{i}$ 's. It is customary to assume $M<N$ in order to guarantee the existence of a nonzero solution; however, as said above, we do not make this assumption, since our algorithms do not require it.

Problem 1 is a generalization to $s$ variables $Y_{1}, \ldots, Y_{s}$ of the interpolation step of listdecoding algorithms for Reed-Solomon codes: Sudan's algorithm [44 corresponds to $m=$ $s=1$, and Guruswami-Sudan's algorithm [22] to $s=1$. Multivariate interpolation problems, with $s>1$ and $k_{1}=\cdots=k_{s}$, correspond for instance to Parvaresh-Vardy codes [35] or folded Reed-Solomon codes [21.

Our solution to Problem 1 relies on a reduction to a simultaneous approximation problem (Problem 2 below) which generalizes Padé and Hermite-Padé approximation.

## Problem 2. SimultaneousPolynomialApproximations

Input: positive integers $\mu, \nu, M_{0}^{\prime}, \ldots, M_{\mu-1}^{\prime}, N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime}$ and polynomial tuples $\left\{\left(P_{i}, F_{i, 0}, \ldots, F_{i, \nu-1}\right)\right\}_{0 \leqslant i<\mu}$ in $\mathbb{K}[X]^{\nu+1}$ such that for all $i, P_{i}$ is monic of degree $M_{i}^{\prime}$ and $\operatorname{deg}\left(F_{i, j}\right)<M_{i}^{\prime}$ for all $j$.

Output: polynomials $Q_{0}, \ldots, Q_{\nu-1}$ in $\mathbb{K}[X]$ satisfying the following conditions:
(a) the $Q_{j}$ 's are not all zero,
(b) for $0 \leqslant j<\nu, \operatorname{deg}\left(Q_{j}\right)<N_{j}^{\prime}$,
(c) for $0 \leqslant i<\mu, \sum_{0 \leqslant j<\nu} Q_{j} F_{i, j}=0 \bmod P_{i}$.

In this paper we present two algorithms to solve the latter problem. Both involve a linearization of the univariate equations (디) into a homogeneous linear system over $\mathbb{K}$; if we define

$$
M^{\prime}=\sum_{0 \leqslant i<\mu} M_{i}^{\prime} \quad \text { and } \quad N^{\prime}=\sum_{0 \leqslant j<\nu} N_{j}^{\prime},
$$

then this system has $M^{\prime}$ equations in $N^{\prime}$ unknowns (note that as above, we will not assume that $M^{\prime}<N^{\prime}$ ).

Our two algorithms amount to reformulating this set of equations as a structured linear system, which we solve using the algorithm given by Bostan, Jeannerod, and Schost in [7]. The first approach, given in Section 4, follows the derivation of so-called extended key equations (EKE) presented in the case $s=1, m=1$ by Roth and Ruckenstein [38] and generalized to $s=1, m \geqslant 1$ by Zeh, Gentner, and Augot 47]; the matrix of the system is mosaic-Hankel. In our second approach, presented in Section 5, the linear system is directly obtained from condition (ㄸ) without resorting to EKEs, and has Toeplitz-like structure.

Both points of view lead to the same complexity result, which says that Problem 2 can be solved in time quasi-linear in $M^{\prime}$, multiplied by a subquadratic term in $\rho=\max (\mu, \nu)$. In the following theorems, and the rest of this paper, the soft-O notation $\mathcal{O}^{\sim}()$ indicates that we omit polylogarithmic terms. The exponent $\omega$ is so that we can multiply $n \times n$ matrices in $\mathcal{O}\left(n^{\omega}\right)$ ring operations on any ring, the best known bound being $\omega<2.38$ [13, 43, 46, 17]. Finally, the function M is a multiplication time function for $\mathbb{K}[X]: \mathrm{M}$ is such that polynomials of degree at most $d$ in $\mathbb{K}[X]$ can be multiplied in $\mathrm{M}(d)$ operations in $\mathbb{K}$, and such that M satisfies the super-linearity properties of [18, Ch. 8]. It follows from [10] that $\mathrm{M}(d)$ can be taken in $\mathcal{O}(d \log (d) \log \log (d)) \subset \mathcal{O}^{\sim}(d)$.

Theorem 1. Let $\rho=\max (\mu, \nu)$. There exists a probabilistic algorithm that either computes a solution to Problem 圆, or determines that none exists, using

$$
\mathcal{O}\left(\rho^{\omega-1} \mathrm{M}\left(M^{\prime}\right) \log \left(M^{\prime}\right)^{2}\right) \subset \mathcal{O}^{\sim}\left(\rho^{\omega-1} M^{\prime}\right)
$$

operations in $\mathbb{K}$. Algorithm 2 in Section 4 and Algorithm 3 in Section 5 achieve this result. These algorithms both choose $\mathcal{O}\left(M^{\prime}\right)$ elements in $\mathbb{K}$; if these elements are chosen uniformly
at random in a set $S \subseteq \mathbb{K}$ of cardinality at least $6\left(M^{\prime}+1\right)^{2}$, then the probability of success is at least $1 / 2$.

The probability analysis is a standard consequence of the Zippel-Schwartz lemma; as usual, the probability of success can be made arbitrarily close to one by increasing the size of $S$.

If the field $\mathbb{K}$ has fewer than $6\left(M^{\prime}+1\right)^{2}$ elements, then a probability of success at least $1 / 2$ can still be achieved by using a suitable field extension $\mathbb{L}$, affecting only the logarithmic factor in the cost. Specifically, one can proceed in three steps. First, we take $\mathbb{L}=\mathbb{K}[X] /\langle f\rangle$ with $f \in \mathbb{K}[X]$ irreducible of degree $\Theta\left(\log \left(M^{\prime}\right)\right)$; such an $f$ can be set up using an expected number of $\mathcal{O}^{\sim}\left(\left(\log \left(M^{\prime}\right)\right)^{2}\right) \subset \mathcal{O}\left(M^{\prime}\right)$ operations in $\mathbb{K}$ [18, §14.9]. Then we solve Problem 2 over $\mathbb{L}$ by means of the algorithm of Theorem 1 thus using $\mathcal{O}\left(\rho^{\omega-1} \mathrm{M}\left(M^{\prime}\right) \log \left(M^{\prime}\right)^{2} \cdot \mathrm{M}\left(\log \left(M^{\prime}\right)\right) \log \log \left(M^{\prime}\right)\right)$ operations in $\mathbb{K}$. Finally, from this solution over $\mathbb{L}$ one can deduce a solution over $\mathbb{K}$ for free. This last point comes from the fact that, as we shall see later in the paper, Problem 2 amounts to finding a nonzero vector $u$ over $\mathbb{K}$ such that $A u=0$ for some matrix $A$ over $\mathbb{K}$ : once we have obtained a solution $\bar{u}$ over $\mathbb{L}$, it thus suffices to rewrite it as $\bar{u}=\sum_{0 \leqslant i<\operatorname{deg} f} u_{i} X^{i} \neq 0$ and, noting that $A u_{i}=0$ for all $i$, to return any nonzero $u_{i}$ as a solution over $\mathbb{K}$.

We will use Theorem 1 to solve Problem 1 and obtain the following result.
Theorem 2. Let

$$
\Gamma=\left\{\left(j_{1}, \ldots, j_{s}\right) \in \mathbb{N}^{s} \mid j_{1}+\cdots+j_{s} \leqslant \ell \quad \text { and } \quad j_{1} k_{1}+\cdots+j_{s} k_{s}<b\right\},
$$

and let $\varrho=\max \left(|\Gamma|,\binom{s+m-1}{s}\right)$ and $M=\binom{s+m}{s+1} n$. There exists a probabilistic algorithm that either computes a solution to Problem 1, or determines that none exists, using

$$
\mathcal{O}\left(\varrho^{\omega-1} \mathbf{M}(M) \log (M)^{2}\right) \subset \mathcal{O}^{\sim}\left(\varrho^{\omega-1} M\right)
$$

operations in $\mathbb{K}$. This can be achieved using Algorithm 1 in Section ${ }^{3}$ followed by either Algorithm 圆 or Algorithm 圆. These algorithms choose $\mathcal{O}(M)$ elements in $\mathbb{K}$; if these elements are chosen uniformly at random in a set $S \subseteq \mathbb{K}$ of cardinality at least $6(M+1)^{2}$, then the probability of success is at least $1 / 2$.

If $|\mathbb{K}|<6(M+1)^{2}$ then, as before, a probability of success at least $1 / 2$ can still be ensured via an extension of $\mathbb{K}$ of suitable degree $d$, up to a cost increase by a factor in $\mathcal{O}(\mathrm{M}(d) \log (d))$. Since the $x_{i}$ in Problem 1 are assumed to be pairwise distinct, we have already $|\mathbb{K}| \geqslant n$ and thus we can take $d=\mathcal{O}\left(\log _{n}(M)\right)$.

In order to understand the cost estimate in Theorem 2, we now briefly discuss it under the following usual assumptions on the input parameters:

$$
\begin{aligned}
& \mathbf{H}_{\mathbf{1}}: m \leqslant \ell, \\
& \mathbf{H}_{2}: k_{1}=\cdots=k_{s}=: k,
\end{aligned}
$$

and, under $\mathbf{H}_{\mathbf{2}}$,
$\mathbf{H}_{\mathbf{3}}: \ell k<b$,
$\mathbf{H}_{4}: k<n$.
With regards to the assumption $\mathbf{H}_{1}$ we mention in Appendix A that the case $m \geqslant \ell$ can easily be reduced to the case $m=\ell$. The second assumption $\mathbf{H}_{2}$ states that $k:=k_{1}=$ $\cdots=k_{s}$ : this corresponds to the coding theory context, where $k+1$ is the message length. The third assumption $\mathbf{H}_{\mathbf{3}}$ means that we do not take $\ell$ uselessly large: if $\ell k \geqslant b$, then the weighted-degree constraint implies that some of the coefficients $Q_{j}$ are identically zero. Finally, assumption $\mathbf{H}_{4}$ is natural in the coding theory context: since $k+1$ is the message length, it must be at most $n$. To support this last assumption independently from any application context, we show in Appendix B that with the only assumption " $k_{r} \geqslant n$ for all $r \in\{1, \ldots, s\}$ " on parameters for Problem 1, this problem has either a trivial solution or no solution at all.

Under the assumptions $\mathbf{H}_{\mathbf{2}}$ and $\mathbf{H}_{\mathbf{3}}$, the set $\Gamma$ introduced in Theorem 2 reduces to $\left\{\left(j_{1}, \ldots, j_{s}\right) \in \mathbb{N}^{s}: j_{1}+\cdots+j_{s} \leqslant \ell\right\}$, so that $|\Gamma|=\binom{s+\ell}{s}$. Thus, if we further assume $\mathbf{H}_{1}$, the parameter $\varrho$ in that theorem has the form $\varrho=\binom{s+\ell}{s}$. Assume for simplicity that $s$ is constant; then, $\varrho$ and $M$ grow respectively like $\ell^{s}$ and $m^{s+1} n$. As a particular case, we obtain the following complexity result, which applies to the interpolation step of Guruswami and Sudan's list-decoding algorithm:

Corollary 3. Taking $s=1$, if the parameters $\ell$, $m, n, b$, and $k:=k_{1}$ satisfy $\mathbf{H}_{1}, \mathbf{H}_{2}, \mathbf{H}_{3}$ and $\mathbf{H}_{4}$, then there exists a probabilistic algorithm that computes a solution to Problem 1 using

$$
\mathcal{O}\left(\ell^{\omega-1} \mathrm{M}\left(m^{2} n\right) \log (m n)^{2}\right) \subset \mathcal{O}^{\sim}\left(\ell^{\omega-1} m^{2} n\right)
$$

operations in $\mathbb{K}$. This can be achieved using Algorithm 1 followed by either Algorithm 圆 or Algorithm 3. These algorithms choose $\mathcal{O}\left(m^{2} n\right)$ elements in $\mathbb{K}$; if these elements are chosen uniformly at random in a set $S \subseteq \mathbb{K}$ of cardinality at least $24 m^{4} n^{2}$, then the probability of success is at least $1 / 2$.

If $|\mathbb{K}|<24 m^{4} n^{2}$ then extension degree $d=\mathcal{O}\left(\log _{n}(m)\right)$ suffices, so that the cost above becomes $\mathcal{O}\left(\ell^{\omega-1} \mathrm{M}\left(m^{2} n\right) \log (m n)^{2} \cdot \mathrm{M}(d) \log (d)\right)$. In the applications to coding theory, we have $m=n^{\mathcal{O}(1)}$, so that $d=\mathcal{O}(1)$ and then the cost and probability of success in Corollary 3 hold for any field $\mathbb{K}$.

Notation. For simplicity, in the rest of this paper we will use boldface letters to denote $s$-tuples of objects: $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{s}\right), \boldsymbol{k}=\left(k_{1}, \ldots, k_{s}\right)$, etc. In the special case of $s$-tuples of integers, we also write $|\boldsymbol{k}|=k_{1}+\cdots+k_{s}$. Concerning Problem 1 we will repeatedly use the master polynomial associated with the $x_{i}$ 's, defined as

$$
\begin{equation*}
G(X)=\prod_{i=1}^{n}\left(X-x_{i}\right) \tag{1}
\end{equation*}
$$

as well as the $s$-tuple $\boldsymbol{R}=\left(R_{1}, \ldots, R_{s}\right) \in \mathbb{K}[X]^{s}$ of Lagrange interpolation polynomials, defined by the conditions

$$
\begin{equation*}
\operatorname{deg}\left(R_{j}\right)<n \quad \text { and } \quad R_{j}\left(x_{i}\right)=y_{i, j} \tag{2}
\end{equation*}
$$

for $1 \leqslant i \leqslant n$ and $1 \leqslant j \leqslant s$.

Comparison with previous work. Regarding Problem 1, most previous results focus on the Guruswami-Sudan case $s=1$ and some of them on the Sudan case $s=1, m=1$. We summarize these results in Table $\mathbb{1}$, in which we make assumptions $\mathbf{H}_{\mathbf{1}}, \mathbf{H}_{\mathbf{2}}, \mathbf{H}_{\mathbf{3}}, \mathbf{H}_{4}$; in some cases [36, 1, 5, 12], the complexity was not stated quite exactly in our terms but the translation is straightforward.

In the second column of that table, we give the cost with respect to the interpolation parameters $\ell, m, n$, assuming further $m=n^{\mathcal{O}(1)}$ and $\ell=n^{\mathcal{O}(1)}$. The most significant factor in the running time is its dependency with respect to $n$, with results being either cubic, quadratic, or quasi-linear. Then, under the assumption $\mathbf{H}_{1}: m \leqslant \ell$, the second most important parameter is $\ell$, followed by $m$. In particular, our result in Corollary 3 compares favorably to the cost $\mathcal{O}^{\sim}\left(\ell^{\omega} m n\right)$ obtained by Cohn and Heninger [12], which was, to our knowledge, the best previous bound for this problem.

In the third column, we give the cost with respect to the Reed-Solomon code parameters $n$ and $k$, using worst-case parameter choices that are made to ensure the existence of a solution: $m=\mathcal{O}(n k)$ and $\ell=\mathcal{O}\left(n^{3 / 2} k^{1 / 2}\right)$ in the Guruswami-Sudan case [22] and $\ell=\mathcal{O}\left(n^{1 / 2} k^{-1 / 2}\right)$ in the Sudan case [44]. With these parameter choices, our algorithms present a speedup $(n / k)^{1 / 2}$ over the algorithm in [12].

In the general case $s \geqslant 1$, the result in Theorem 2 improves as well on the best previously known bounds; we discuss those below, under the assumptions $\mathbf{H}_{\mathbf{1}}, \mathbf{H}_{\mathbf{2}}, \mathbf{H}_{\mathbf{3}}, \mathbf{H}_{\mathbf{4}}$.

Most previous algorithms rely on linear algebra, either over $\mathbb{K}$ or over $\mathbb{K}[X]$. Working over $\mathbb{K}$, a natural idea is to rely on cubic-time general linear system solvers, as in Sudan's and Guruswami-Sudan's original papers. Several papers also cast the problem in terms of Gröbner basis computation in $\mathbb{K}[X, Y]$, implicitly or explicitly: the incremental algorithms of [26, 32, 28] are particular cases of the Buchberger-Möller algorithm [29], while Alekhnovich's algorithm [1] is a divide-and-conquer change-of-order for bivariate ideals. In [16], the authors propose a generalization of the incremental algorithm for Newton interpolation to the multivariate case with multiplicities. For simple roots and under some genericity assumption on the points $\left\{\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)\right\}_{1 \leqslant i \leqslant n}$, this algorithm uses $O\left(n^{2}\right)$ operations to compute a polynomial $Q$ which satisfies (ii), (iiii), (iv) with $m=1$. However, the complexity analysis is not clear to us in the general case with multiple roots ( $m \geqslant 1$ ).

Yet another line of work [38, 47] uses Feng-Tzeng's linear system solver [15], combined with a reformulation in terms of syndromes and key equations. We will use (and generalize to the case $s>1$ ) some of these results in Section 4, but we will rely on the structured linear system solver of [7] in order to prove our main results. Prior to our work, Olshevsky and Shokrollahi also used structured linear algebra techniques [33, but it is unclear to us whether their encoding of the problem could lead to similar results as ours.

Table 1: Comparison of our costs with previous ones for $s=1$

|  | Sudan case $(m=1)$ |  |
| :--- | :---: | :---: |
| Sudan [44] | $\mathcal{O}\left(n^{3}\right)$ | $\mathcal{O}\left(n^{3}\right)$ |
| Roth-Ruckenstein [38] | $\mathcal{O}\left(\ell n^{2}\right)$ | $\mathcal{O}\left(n^{2+1 / 2} k^{-1 / 2}\right)$ |
| Olshevsky-Shokrollahi [33] | $\mathcal{O}\left(\ell n^{2}\right)$ | $\mathcal{O}\left(n^{2+1 / 2} k^{-1 / 2}\right)$ |
| This paper | $\mathcal{O}\left(\ell^{\omega-1} \mathrm{M}(n) \log (n)^{2}\right)$ | $\mathcal{O}{ }^{\sim}\left(n^{\omega} k^{1 / 2-\omega / 2}\right)$ |
| Guruswami-Sudan case $(m \geqslant 1)$ |  |  |
| Guruswami-Sudan [22] | $\mathcal{O}\left(m^{6} n^{3}\right)$ | $\mathcal{O}\left(n^{9} k^{6}\right)$ |
| Olshevsky-Shokrollahi [33] | $\mathcal{O}\left(\ell m^{4} n^{2}\right)$ | $\mathcal{O}\left(n^{7+1 / 2} k^{4+1 / 2}\right)$ |
| Augot-Gentner-Zeh [47] | $\mathcal{O}\left(\ell m^{4} n^{2}\right)$ | $\mathcal{O}\left(n^{7+1 / 2} k^{4+1 / 2}\right)$ |
| Kötter / McEliece [26, 28] | $\mathcal{O}\left(\ell m^{4} n^{2}\right)$ | $\mathcal{O}\left(n^{7+1 / 2} k^{4+1 / 2}\right)$ |
| Reinhard [36] | $\mathcal{O}\left(\ell^{3} m^{4} n^{2}\right)$ | $\mathcal{O}\left(n^{10+1 / 2} k^{5+1 / 2}\right)$ |
| Lee-O'Sullivan [27] | $\mathcal{O}\left(\ell^{4} m n^{2}\right)$ | $\mathcal{O}\left(n^{9} k^{3}\right)$ |
| Trifonov [45] (heuristic) | $\mathcal{O}\left(m^{3} n^{2}\right)$ | $\mathcal{O}\left(n^{5} k^{3}\right)$ |
| Alekhnovich [1] | $\mathcal{O}\left(\ell^{4} m^{4} \mathrm{M}(n) \log (n)\right)$ | $\mathcal{O}^{\sim}\left(n^{11} k^{6}\right)$ |
| Beelen-Brander [4] | $\mathcal{O}\left(\ell^{3} \mathrm{M}(\ell m n) \log (n)\right)$ | $\mathcal{O}^{\sim}\left(n^{8} k^{3}\right)$ |
| Bernstein [5] | $\mathcal{O}\left(\ell^{\omega} \mathrm{M}(\ell n) \log (n)\right)$ | $\mathcal{O}^{\sim}\left(n^{3 \omega / 2+5 / 2} k^{\omega / 2+1 / 2}\right)$ |
| Cohn-Heninger [12] | $\mathcal{O}\left(\ell^{\omega} \mathrm{M}(m n) \log (n)\right)$ | $\mathcal{O}^{\sim}\left(n^{3 \omega / 2+2} k^{\omega / 2+1}\right)$ |
| This paper | $\mathcal{O}\left(\ell^{\omega-1} \mathrm{M}\left(m^{2} n\right) \log (n)^{2}\right)$ | $\mathcal{O}^{\sim}\left(n^{3 \omega / 2+3 / 2} k^{\omega / 2+3 / 2}\right)$ |

As said above, another approach rephrases the problem of computing $Q$ in terms of polynomial matrix computations, that is, as linear algebra over $\mathbb{K}[X]$; this was in particular the basis of the extensions to the multivariate case $s>1$ in [9, 8]. Starting from generators of an ad-hoc $\mathbb{K}[X]$-module (or polynomial lattice) that is known to contain a non-trivial $Q$, the algorithms in [27, 9, 4, 8, 5, 12] compute a Gröbner basis of that lattice, or simply a short vector therein. To achieve quasi-linear time in $n$, the algorithms in [4, 8] use a short vector subroutine due to Alekhnovich [1], while those in [5, 12] rely on a faster, randomized algorithm due to Giorgi, Jeannerod, and Villard [19].

Two main lattice constructions exist in the literature; following [9, §4.5], we present them directly in the case $s \geqslant 1$, and then give the cost bound that can be obtained using polynomial lattice reduction to find a short vector in the lattice. The first construction may be called banded (due to the shape of the generators it involves when $s=1$ ); its generators derive from the polynomials $G$ and $\boldsymbol{R}$ introduced before:

$$
\begin{aligned}
& \left\{G^{i} \prod_{r=1}^{s}\left(Y_{r}-R_{r}\right)^{j_{r}}\left|i>0, j_{1}, \ldots, j_{s} \geqslant 0, i+|\boldsymbol{j}|=m\right\}\right. \\
\bigcup & \left\{\prod_{r=1}^{s}\left(Y_{r}-R_{r}\right)^{j_{r}} Y_{r}^{J_{r}}\left|j_{1}, \ldots, j_{s} \geqslant 0, J_{1}, \ldots, J_{s} \geqslant 0,|\boldsymbol{j}|=m,|\boldsymbol{J}| \leqslant \ell-m\right\} .\right.
\end{aligned}
$$

The second construction may be called triangular; its generators derive from the polynomials

$$
\begin{aligned}
& \left\{G^{i} \prod_{r=1}^{s}\left(Y_{r}-R_{r}\right)^{j_{r}}\left|i>0, j_{1}, \ldots, j_{s} \geqslant 0, i+|\boldsymbol{j}|=m\right\}\right. \\
\bigcup & \left\{\prod_{r=1}^{s}\left(Y_{r}-R_{r}\right)^{j_{r}}\left|j_{1}, \ldots, j_{s} \geqslant 0, m \leqslant|\boldsymbol{j}| \leqslant \ell\right\} .\right.
\end{aligned}
$$

When $s=1$, the first construction is used in [4, Remark 16] and [27, 12, and the second one is used in [4, 5] ; the latter also appears in [8] for $s \geqslant 1$. In both cases the actual lattice bases are the coefficient vectors (in $\boldsymbol{Y}$ ) of the polynomials $h\left(X, X^{k} Y_{1}, \ldots, X^{k} Y_{s}\right)$, for $h$ in either of the sets above; these $X^{k}$ are introduced to account for the weighted-degree condition (iii).

In this context, for a lattice of dimension $L$ given by generators of degree at most $d$, the algorithm in [19] computes a shortest vector in the lattice in expected time $\mathcal{O}\left(L^{\omega} \mathrm{M}(d) \log (L d)\right)$, as detailed below. For a deterministic solution, one can use the algorithm of Gupta, Sarkar, Storjohann, and Valeriote [20], whose cost is in $\mathcal{O}\left(L^{\omega} \mathrm{M}(d)\left((\log (L))^{2}+\log (d)\right)\right)$.)

For the banded basis, its dimension $L_{B}$ and degree $d_{B}$ can be taken as follows:

$$
L_{B}=\binom{s+m-1}{s}+\binom{s+m-1}{s-1}\binom{s+\ell-m}{s} \quad \text { and } \quad d_{B}=\mathcal{O}(m n)
$$

The dimension formula is given explicitly in [9, p. 75], while the degree bound is easily obtained when assuming that the parameters $m, n, b$ of Problem 1 satisfy $b \leqslant m n$; such an assumption is not restrictive, since when $b>m n$ the polynomial $Q=G^{m}$ is a trivial solution. In this case, the arithmetic cost for constructing the lattice matrix with the given generators is $\left.\mathcal{O}\binom{s+m}{s}^{2} \mathrm{M}(m n)\right)$, which is $\mathcal{O}\left(L_{B}^{2} \mathrm{M}(m n)\right)$. Similarly, in the triangular case,

$$
L_{T}=\binom{s+\ell}{s} \quad \text { and } \quad d_{T}=\mathcal{O}(\ell n)
$$

and the cost for constructing the lattice matrix is $\mathcal{O}\left(L_{T}^{2} \mathrm{M}(\ell n)\right)$.
Under our assumption $\mathbf{H}_{1}: m \leqslant \ell$, we always have $L_{B} \geqslant L_{T}$ and $d_{B} \leqslant d_{T}$; when $s=1$, we get $L_{B}=L_{T}=\ell+1$.

To bound the cost of reducing these two polynomial lattice bases, recall that the algorithm of [19] works as follows. Given a basis of a lattice of dimension $L$ and degree $d$, if $x_{0} \in \mathbb{K}$ is given such that the determinant of the lattice does not vanish at $X=x_{0}$, then the basis will be reduced deterministically using $\mathcal{O}\left(L^{\omega} \mathrm{M}(d) \log (L d)\right)$ operations in $\mathbb{K}$. Otherwise, such an $x_{0}$ is picked at random in $\mathbb{K}$ or, if the cardinality $|\mathbb{K}|$ is too small to ensure success with probability at least $1 / 2$, in a field extension $\mathbb{L}$ of $\mathbb{K}$. In general, $\mathbb{L}$ should be taken of degree $\mathcal{O}(\log (L d))$ over $\mathbb{K}$; however, here degree 2 will suffice. Indeed, following [5, p. 206] we note that for the two lattice constructions above the determinants have the special form $G(X)^{i_{1}} X^{i_{2}}$ for some $i_{1}, i_{2} \in \mathbb{N}$ (see Appendix Cl). Since $G(X)=\left(X-x_{1}\right) \cdots\left(X-x_{n}\right)$ with $x_{1}, \ldots, x_{n} \in \mathbb{K}$ pairwise distinct, $x_{0}$ can be found deterministically in time $\mathcal{O}(\mathrm{M}(n) \log (n))$
as soon as $|\mathbb{K}|>n+1$, by evaluating $G$ at $n+1$ arbitrary elements of $\mathbb{K}$; else, $|\mathbb{K}|$ is either $n$ or $n+1$, and $x_{0}$ can be found in an extension $\mathbb{L}$ of $\mathbb{K}$ of degree 2 . Such an extension can be computed with probability of success at least $1 / 2$ in time $\mathcal{O}(\log (n))$ (see for example [18, §14.9]). Then, with the algorithm of [19] we obtain a reduced basis over $\mathbb{L}[X]$ using $\mathcal{O}\left(L^{\omega} \mathrm{M}(d) \log (L d)\right)$ operations in $\mathbb{L}$; since the degree of $\mathbb{L}$ over $\mathbb{K}$ is $\mathcal{O}(1)$, this is $\mathcal{O}\left(L^{\omega} \mathrm{M}(d) \log (L d)\right)$ operations in $\mathbb{K}$. Eventually, one can use [39, Theorems 13 and 20] to transform this basis into a reduced basis over $\mathbb{K}[X]$ without impacting the cost bound; or more directly, since here we are only looking for a sufficiently short vector in the lattice, this vector can be extracted from a shortest vector in the reduced basis over $\mathbb{L}[X]$. Therefore, by applying the algorithm of [19] to reduce the banded basis and triangular basis shown above, we will always obtain a polynomial $Q$ solution to Problem 1 (assuming one exists) in expected time

$$
\mathcal{O}\left(L_{B}^{\omega} \mathrm{M}(m n) \log \left(L_{B} m n\right)\right) \quad \text { and } \quad \mathcal{O}\left(L_{T}^{\omega} \mathrm{M}(\ell n) \log \left(L_{T} \ell n\right)\right)
$$

respectively. For $s=1$ and under the assumption $\mathbf{H}_{\mathbf{1}}$, these costs become $\mathcal{O}\left(\ell^{\omega} \mathrm{M}(m n) \log (\ell n)\right)$ and $\mathcal{O}\left(\ell^{\omega} \mathrm{M}(\ell n) \log (\ell n)\right)$, respectively, and are those reported in [12, 5]. For $s>1$, the costs reported in [9, 8] are worse, because the short vector algorithms used in those references are inferior to the ones we refer to. Under $\mathbf{H}_{\mathbf{1}}$ and $\mathbf{H}_{\mathbf{2}}$, the result in Theorem 2 is an improvement over those of both [9] and [8]. To see this, remark that the cost in our theorem is quasi-linear in $\binom{s+\ell}{s}^{\omega-1}\binom{s+m}{s+1} n$, whereas the costs in [9, 8] are at least $\binom{s+\ell}{s}^{3} m n$; a simplification proves our claim.

It is interesting to notice that the two main approaches discussed here - solving a linear system over $\mathbb{K}$ or finding a short vector in a polynomial lattice - ultimately rely on the same condition on the parameters to ensure that a solution exists; this is detailed in Appendix C.

Regarding Problem 2, several particular cases of it are well known. When all $P_{i}$ 's are of the form $X^{M_{i}^{\prime}}$, this problem becomes known as a simultaneous Hermite-Padé approximation problem or vector Hermite-Padé approximation problem [3, 42]. The case $\mu=1$, with $P_{1}$ being given through its roots (and their multiplicities) is known as the M-Padé problem [2]. To our knowledge, the only previous work on Problem 2 in its full generality is by Nielsen in [31, Chapter 2]. Nielsen solves the problem by building an ad-hoc polynomial lattice, which has dimension $\mu+\nu$ and degree $\max _{i<\mu} M_{i}^{\prime}$, and finding a short vector therein. Using the algorithm in [19], the overall cost bound for this approach is $\mathcal{O}^{\sim}\left((\mu+\nu)^{\omega}\left(\max _{i<\mu} M_{i}^{\prime}\right)\right)$, to which our cost bound $\mathcal{O}^{\sim}\left(\max (\mu, \nu)^{\omega-1}\left(\sum_{i<\mu} M_{i}^{\prime}\right)\right)$ from Theorem 1 compares favorably.

Outline of the paper. After a reminder on algorithms for structured linear systems in Section 2, we show how to reduce Problem 1 to Problem 2 in Section 3. This reduction is essentially based on Lemma 5, which extends to the multivariate case $s \geqslant 1$ the result in 47, Proposition 3]. Then, we give two algorithms that both prove Theorem 1, in Sections 4 and 5 , The linearization in the first algorithm extends to the more general context of Problem 2 the derivation of Extended Key Equations presented in 47], ending up with a mosaic-Hankel system. The second algorithm gives a new approach for solving both problems, in which the linearization is more straightforward and the structure of the matrix of the system is

Toeplitz-like. Finally, Appendices A B and Crovide some insight regarding a few remarks made in Section 1

## 2 Solving structured homogeneous linear systems

Our two solutions to Problem 2 rely on fast algorithms for solving linear systems of the form $A u=0$ with $A$ a structured matrix over $\mathbb{K}$. In this section, we briefly review useful concepts and results related to displacement rank techniques. While these techniques can handle systems with several kinds of structure, we will only need (and discuss) those related to Toeplitz-like and Hankel-like systems; for a more comprehensive treatment, the reader may consult [34].

Let $M$ be a positive integer and let $\mathcal{Z}_{M} \in \mathbb{K}^{M \times M}$ be the square matrix with ones on the subdiagonal and zeros elsewhere:

$$
\mathcal{Z}_{M}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{array}\right] \in \mathbb{K}^{M \times M}
$$

Given two integers $M$ and $N$, consider the following operators:

$$
\begin{aligned}
\Delta_{M, N}: \mathbb{K}^{M \times N} & \rightarrow \\
A & \mapsto
\end{aligned} \mathbb{K}^{M \times N}
$$

and

$$
\begin{aligned}
\Delta_{M, N}^{\prime}: \mathbb{K}^{M \times N} & \rightarrow \\
A & \mapsto A-\mathbb{K}_{M}^{M \times N} \\
& \mapsto \mathcal{Z}_{N}
\end{aligned}
$$

which subtract from $A$ its translate one place along the diagonal, resp. along the antidiagonal.

Let us discuss $\Delta_{M, N}$ first. If $A$ is a Toeplitz matrix, that is, invariant along diagonals, $\Delta_{M, N}(A)$ has rank at most two. As it turns out, Toeplitz systems can be solved much faster than general linear systems, in quasi-linear time in $M$. The main idea behind algorithms for structured matrices is to extend these algorithmic properties to those matrices $A$ for which the rank of $\Delta_{M, N}(A)$ is small, in which case we say that $A$ is Toeplitz-like. Below, this rank will be called the displacement rank of $A$ (with respect to $\Delta_{M, N}$ ).

Two matrices $(V, W)$ in $\mathbb{K}^{M \times \alpha} \times \mathbb{K}^{\alpha \times N}$ will be called a generator of length $\alpha$ for $A$ with respect to $\Delta_{M, N}$ if $\Delta_{M, N}(A)=V W$. For the structure we are considering, one can recover $A$ from its generators; in particular, one can use a generator of length $\alpha$ as a way to represent $A$ using $\alpha(M+N)$ field elements. One of the main aspects of structured linear algebra algorithms is to use generators as a compact data structure throughout the whole process.

Up to now, we only discussed the Toeplitz structure. Hankel-like matrices are those which have a small displacement rank with respect to $\Delta_{M, N}^{\prime}$, that is, those matrices $A$ for which
the rank of $\Delta_{M, N}^{\prime}(A)$ is small. As far as solving the system $A u=0$ is concerned, this case can easily be reduced to the Toeplitz-like case. Define $B=A J_{N}$, where $J_{N}$ is the reversal matrix of size $N$, all entries of which are zero, except the anti-diagonal which is set to one. Then, one easily checks that the displacement rank of $A$ with respect to $\Delta_{M, N}^{\prime}$ is the same as the displacement rank of $B$ with respect to $\Delta_{M, N}$, and that if $(V, W)$ is a generator for $A$ with respect to $\Delta_{M, N}^{\prime}$, then $\left(V, W J_{N}\right)$ is a generator for $B$ with respect to $\Delta_{M, N}$. Using the algorithm for Toeplitz-like matrices gives us a solution $v$ to $B v=0$, from which we deduce that $u=J_{N} v$ is a solution to $A u=0$.

In this paper, we will not enter the details of algorithms for solving such structured systems. The main result we will rely on is the following proposition, a minor extension of a result by Bostan, Jeannerod, and Schost [7], which features the best known complexity for this kind of task, to the best of our knowledge. This algorithm is based on previous work of Bitmead and Anderson [6, Morf [30], Kaltofen [24], and Pan [34], and is probabilistic (it depends on the choice of some parameters in the base field $\mathbb{K}$, and success is ensured provided these parameters avoid a hypersurface of the parameter space).

The proof of the following proposition occupies the rest of this section. Remark that some aspects of this statement could be improved (for instance, we could reduce the cost so that it only depends on $M$, not $\max (M, N)$ ), but that would be inconsequential for the applications we make of it.

Proposition 4. Given a generator $(V, W)$ of length $\alpha$ for a matrix $A \in \mathbb{K}^{M \times N}$, with respect to either $\Delta_{M, N}$ or $\Delta_{M, N}^{\prime}$, one can find a nonzero element in the right nullspace of $A$, or determine that none exists, by a probabilistic algorithm that uses $\mathcal{O}\left(\alpha^{\omega-1} \mathrm{M}(P) \log (P)^{2}\right)$ operations in $\mathbb{K}$, with $P=\max (M, N)$. The algorithm chooses $\mathcal{O}(P)$ elements in $\mathbb{K}$; if these elements are chosen uniformly at random in a set $S \subseteq \mathbb{K}$ of cardinality at least $6 P^{2}$, the probability of success is at least $1 / 2$.

Square matrices. In all that follows, we consider only the operator $\Delta_{M, N}$, since we already pointed out that the case of $\Delta_{M, N}^{\prime}$ can be reduced to it for no extra cost.

When $M=N$, we use directly [7, Theorem 1], which gives the running time reported above. That result does not explicitly state which solution we obtain, as it is written for general non-homogeneous systems. Here, we want to make sure we obtain a nonzero element in the right nullspace (if one exists), so slightly more details are needed.

The algorithm in that theorem chooses $3 M-2$ elements in $\mathbb{K}$, the first $2 M-2$ of which are used to precondition $A$ by giving it generic rank profile; this is the case when these parameters avoid a hypersurface of $\mathbb{K}^{2 M-2}$ of degree at most $M^{2}+M$.

Assume this is the case. Then, following [25], the output vector $u$ is obtained in a parametric form as $u=\lambda\left(u^{\prime}\right)$, where $u^{\prime}$ consists of another set of $M$ parameters chosen in $\mathbb{K}$ and $\lambda$ is a surjective linear mapping with image the right nullspace $\operatorname{ker}(A)$ of $A$. If $\operatorname{ker}(A)$ is trivial, the algorithm returns the zero vector in any case, which is correct. Otherwise, the set of vectors $u^{\prime}$ such that $\lambda\left(u^{\prime}\right)=0$ is contained in a hyperplane of $\mathbb{K}^{M}$, so it is enough to choose $u^{\prime}$ outside of that hyperplane to ensure success.

To conclude we rely on the so-called Zippel-Schwartz lemma [14, 48, 40, which can be summarized as follows: if a nonzero polynomial over $\mathbb{K}$ of total degree at most $d$ is evaluated by assigning each of its indeterminates a value chosen uniformly at random in a subset $S$ of $\mathbb{K}$, then the probability that the resulting polynomial value be zero is at most $d /|S|$. Thus, applying that result to the polynomial of degree $d:=M^{2}+M+1 \leqslant 3 M^{2}$ corresponding to the hypersurface and the hyperplane mentioned above, we see that if we choose all parameters uniformly at random in a subset $S \subseteq \mathbb{K}$ of cardinality $|S| \geqslant 6 M^{2}$, the algorithm succeeds with probability at least $1 / 2$.

Wide matrices. Suppose now that $M<N$, so that the system is underdetermined. We add $N-M$ zero rows on top of $A$, obtaining an $N \times N$ matrix $A^{\prime}$. Applying the algorithm for the square case to $A^{\prime}$, we will obtain a right nullspace element $u$ for $A^{\prime}$ and thus $A$, since these nullspaces are the same. In order to do so, we need to construct a generator for $A^{\prime}$ from the generator $(V, W)$ we have for $A$ : one simply takes $\left(V^{\prime}, W\right)$, where $V^{\prime}$ is the matrix in $\mathbb{K}^{N \times \alpha}$ obtained by adding $N-M$ zero rows on top of $V$.

Tall matrices. Suppose finally that $M>N$. This time, we build the matrix $A^{\prime} \in \mathbb{K}^{M \times M}$ by adjoining $M-N$ zero columns to $A$ on the left. The generator ( $V, W$ ) of $A$ can be turned into a generator of $A^{\prime}$ by simply adjoining $M-N$ zero columns to $W$ on the left. We then solve the system $A^{\prime} s=0$, and return the vector $u$ obtained by discarding the first $M-N$ entries of $s$.

The cost of this algorithm fits into the requested bound; all that remains to see is that we obtain a nonzero vector in the right nullspace $\operatorname{ker}(A)$ of $A$ with nonzero probability. Indeed, the nullspaces of $A$ and $A^{\prime}$ are now related by the equality $\operatorname{ker}\left(A^{\prime}\right)=\mathbb{K}^{M-N} \times \operatorname{ker}(A)$. We mentioned earlier that in the algorithm for the square case, the solution $s$ to $A^{\prime} s=0$ is obtained in parametric form, as $s=\lambda\left(s^{\prime}\right)$ for $s^{\prime} \in \mathbb{K}^{M}$, with $\lambda$ a surjective mapping $\mathbb{K}^{M} \rightarrow$ $\operatorname{ker}\left(A^{\prime}\right)$. Composing with the projection $\pi: \operatorname{ker}\left(A^{\prime}\right) \rightarrow \operatorname{ker}(A)$, we obtain a parametrization of $\operatorname{ker}(A)$ as $u=(\pi \circ \lambda)\left(s^{\prime}\right)$. The error probability analysis is then the same as in the square case.

## 3 Reducing Problem 1 to Problem 2

In this section, we show how instances of Problem 1 can be reduced to instances of Problem 2, Algorithm 1 below gives an overview of this reduction. The main technical ingredient, stated in Lemma 5 below, generalizes to any $s \geqslant 1$ the one given for $s=1$ by Zeh, Gentner, and Augot in [47, Proposition 3]. To prove it, we use the same steps as in [47]; we rely on the notion of Hasse derivatives, which allows us to write Taylor expansions in positive characteristic (see Hasse [23] or Roth [37, pp. 87, 276]).

In what follows, comparison and addition of multi-indices in $\mathbb{N}^{s}$ are defined componentwise. For example, writing $\boldsymbol{i} \leqslant \boldsymbol{j}$ is equivalent to ( $i_{1} \leqslant j_{1}$ and $\ldots$ and $i_{s} \leqslant j_{s}$ ), and $\boldsymbol{i}-\boldsymbol{j}$ denotes $\left(i_{1}-j_{1}, \ldots, i_{s}-j_{s}\right)$. If $\boldsymbol{y}=\left(y_{1}, \ldots, y_{s}\right)$ is in $\mathbb{K}[X]^{s}$ and $\boldsymbol{i}=\left(i_{1}, \ldots, i_{s}\right)$ is in $\mathbb{N}^{s}$,
then $\boldsymbol{Y}-\boldsymbol{y}=Y_{1}-y_{1}, \ldots, Y_{s}-y_{s}$ and $\boldsymbol{Y}^{\boldsymbol{i}}=Y_{1}^{i_{1}} \cdots Y_{s}^{i_{s}}$. Finally, for products of binomial coefficients, we shall write

$$
\binom{\boldsymbol{j}}{\boldsymbol{i}}=\binom{j_{1}}{i_{1}} \ldots\binom{j_{s}}{i_{s}}
$$

Note that this integer is zero when $\boldsymbol{i} \not \approx \boldsymbol{j}$.
If $\mathbb{A}$ is any commutative ring with unity and $\mathbb{A}[\boldsymbol{Y}]$ denotes the ring of polynomials in $Y_{1}, \ldots, Y_{s}$ over $\mathbb{A}$, then for a polynomial $P(\boldsymbol{Y})=\sum_{j} P_{\boldsymbol{j}} \boldsymbol{Y}^{\boldsymbol{j}}$ in $\mathbb{A}[\boldsymbol{Y}]$ and a multi-index $\boldsymbol{i}$ in $\mathbb{N}^{s}$, the order-i Hasse derivative of $P$ is the polynomial $P^{[i]}$ in $\mathbb{A}[\boldsymbol{Y}]$ defined by

$$
P^{[i]}=\sum_{j \geqslant i}\binom{\boldsymbol{j}}{\boldsymbol{i}} P_{j} \boldsymbol{Y}^{j-i}
$$

The Hasse derivative satisfies the following property (Taylor expansion): for all $\boldsymbol{a}$ in $\mathbb{A}^{s}$,

$$
P(\boldsymbol{Y})=\sum_{i} P^{[i]}(\boldsymbol{a})(\boldsymbol{Y}-\boldsymbol{a})^{i}
$$

The next lemma shows how Hasse derivatives can help rephrase the vanishing condition (iv) of Problem 1. Below, $G \in \mathbb{K}[X]$ and $\boldsymbol{R} \in \mathbb{K}[X]^{s}$ are the master polynomial and the Lagrange polynomials which were defined in (11) and (2) in the introduction.
Lemma 5. For any polynomial $Q$ in $\mathbb{K}[X, \boldsymbol{Y}], Q$ satisfies the condition (iv) of Problem 1 if and only if for all $\boldsymbol{i}$ in $\mathbb{N}^{s}$ such that $|\boldsymbol{i}|<m$,

$$
Q^{[i]}(X, \boldsymbol{R})=0 \bmod G^{m-|i|}
$$

Proof. Since the $x_{r}$ 's defining $G=\prod_{r=1}^{n}\left(X-x_{r}\right)$ are pairwise distinct, it suffices to prove, for $1 \leqslant r \leqslant n$, the following equivalence for the point $\left(x_{r}, \boldsymbol{y}_{r}\right): Q\left(x_{r}, \boldsymbol{y}_{r}\right)=0$ with multiplicity at least $m$ if and only if for all $\boldsymbol{i}$ in $\mathbb{N}^{s}$ such that $|\boldsymbol{i}|<m, Q^{[i]}(X, \boldsymbol{R})=0 \bmod \left(X-x_{r}\right)^{m-|i|}$. Now, up to a shift one can assume that this point is $\mathbf{0} \in \mathbb{K}^{s+1}$; in other words, it suffices to show that for $\boldsymbol{R}(0)=\mathbf{0} \in \mathbb{K}^{s}$, we have $Q(0, \mathbf{0})=0$ with multiplicity at least $m$ if and only if, for all $\boldsymbol{i}$ in $\mathbb{N}^{s}$ such that $|\boldsymbol{i}|<m, X^{m-|\boldsymbol{i}|}$ divides $Q^{[i]}(X, \boldsymbol{R})$.

Assume first that $\mathbf{0} \in \mathbb{K}^{s+1}$ is a root of $Q$ of multiplicity at least $m$. Then, $Q(X, \boldsymbol{Y})=$ $\sum_{j} Q_{j} \boldsymbol{Y}^{\boldsymbol{j}}$ has only monomials of total degree at least $m$, so that for $\boldsymbol{j} \geqslant \boldsymbol{i}$, each nonzero $Q_{j} \boldsymbol{Y}^{j-i}$ has only monomials of total degree at least $m-|\boldsymbol{i}|$. Now, $\boldsymbol{R}(0)=\mathbf{0} \in \mathbb{K}^{s}$ implies that $X$ divides each component of $\boldsymbol{R}$. Consequently, $X^{m-|\boldsymbol{i}|}$ divides $Q_{j} \boldsymbol{R}^{\boldsymbol{j}-\boldsymbol{i}}$ for each $\boldsymbol{j} \geqslant \boldsymbol{i}$, and thus $Q^{[i]}(X, \boldsymbol{R})$ as well.

Conversely, let us assume that for all $\boldsymbol{i}$ in $\mathbb{N}^{s}$ such that $|\boldsymbol{i}|<m, X^{m-|\boldsymbol{i}|}$ divides $Q^{[i]}(X, \boldsymbol{R})$, and show that $Q$ has no monomial of total degree less than $m$. Writing the Taylor expansion of $Q$ with $\mathbb{A}=\mathbb{K}[X]$ and $\boldsymbol{a}=\boldsymbol{R}$, we obtain

$$
Q(X, \boldsymbol{Y})=\sum_{i} Q^{[i]}(X, \boldsymbol{R})(\boldsymbol{Y}-\boldsymbol{R})^{i}
$$

Each component of $\boldsymbol{R}$ being a multiple of $X$, we deduce that for the multi-indices $\boldsymbol{i}$ such that $|\boldsymbol{i}| \geqslant m$ every nonzero monomial in $Q^{[i]}(X, \boldsymbol{R})(\boldsymbol{Y}-\boldsymbol{R})^{i}$ has total degree at least $m$. Using our assumption, the same conclusion follows for the multi-indices such that $|\boldsymbol{i}|<m$.

Writing $\boldsymbol{k} \cdot \boldsymbol{j}=k_{1} j_{1}+\cdots+k_{s} j_{s}$, recall from the statement of Theorem 2 that $\Gamma$ is the set of all $\boldsymbol{j}$ in $\mathbb{N}^{s}$ such that $|\boldsymbol{j}| \leqslant \ell$ and $\boldsymbol{k} \cdot \boldsymbol{j}<b$. Then, defining the positive integers

$$
N_{j}=b-\boldsymbol{k} \cdot \boldsymbol{j}
$$

for all $\boldsymbol{j}$ in $\Gamma$, we immediately obtain the following reformulation of the list-size and weighteddegree conditions of our interpolation problem:

Lemma 6. For any polynomial $Q$ in $\mathbb{K}[X, \boldsymbol{Y}], Q$ satisfies the conditions (iii) and (iii) of Problem 1 if and only if it has the form

$$
Q(X, \boldsymbol{Y})=\sum_{j \in \Gamma} Q_{\boldsymbol{j}}(X) \boldsymbol{Y}^{\boldsymbol{j}} \quad \text { with } \quad \operatorname{deg}\left(Q_{\boldsymbol{j}}\right)<N_{\boldsymbol{j}}
$$

For $\boldsymbol{i} \in \mathbb{N}^{s}$ with $|\boldsymbol{i}|<m$ and $\boldsymbol{j} \in \Gamma$, let us now define the polynomials $P_{\boldsymbol{i}}, F_{\boldsymbol{i}, \boldsymbol{j}} \in \mathbb{K}[X]$ as

$$
\begin{equation*}
P_{i}=G^{m-|i|} \quad \text { and } \quad F_{i, j}=\binom{\boldsymbol{j}}{\boldsymbol{i}} \boldsymbol{R}^{j-\boldsymbol{i}} \bmod P_{i} \tag{3}
\end{equation*}
$$

It then follows from Lemmas 5 and 6 that $Q$ in $\mathbb{K}[X, \boldsymbol{Y}]$ satisfies the conditions (iii), (iii), (iv) of Problem 1 if and only if $Q=\sum_{\boldsymbol{j} \in \Gamma} Q_{\boldsymbol{j}} \boldsymbol{Y}^{\boldsymbol{j}}$ for some polynomials $Q_{j}$ in $\mathbb{K}[X]$ such that

- $\operatorname{deg}\left(Q_{\boldsymbol{j}}\right)<N_{\boldsymbol{j}}$ for all $\boldsymbol{j}$ in $\Gamma$,
- $\sum_{j \in \Gamma} Q_{j} F_{i, j}=0 \bmod P_{i}$ for all $|\boldsymbol{i}|<m$.

Since the $P_{i}$ are monic polynomials of degree $M_{i}:=n(m-|\boldsymbol{i}|)$ and since $\operatorname{deg} F_{i, j}<M_{\boldsymbol{i}}$, the latter conditions express the problem of finding such a $Q$ as an instance of Problem 2, In order to make the reduction completely explicit, define further

$$
\begin{gathered}
M=\sum_{|i|<m} M_{\boldsymbol{i}} \\
\mu=\binom{s+m-1}{s}, \quad \nu=|\Gamma|, \quad \varrho=\max (\mu, \nu),
\end{gathered}
$$

and choose arbitrary orders on the sets of indices $\left\{\boldsymbol{i} \in \mathbb{N}^{s}| | \boldsymbol{i} \mid<m\right\}$ and $\Gamma$, that is, bijections

$$
\begin{equation*}
\phi:\{0, \ldots, \mu-1\} \rightarrow\left\{\boldsymbol{i} \in \mathbb{N}^{s}| | \boldsymbol{i} \mid<m\right\} \quad \text { and } \quad \psi:\{0, \ldots, \nu-1\} \rightarrow \Gamma \tag{4}
\end{equation*}
$$

Then, for $i$ in $\{0, \ldots, \mu-1\}$ and $j$ in $\{0, \ldots, \nu-1\}$, we associate $M_{i}^{\prime}=M_{\phi(i)}, N_{j}^{\prime}=N_{\psi(j)}$, $P_{i}^{\prime}=P_{\phi(i)}$ and $F_{i, j}^{\prime}=F_{\phi(i), \psi(j)}$.

Proposition 7. Given positive integers $s, \ell, m, n, b, k_{1}, \ldots, k_{s}$, let $\mu, \nu, M_{i}^{\prime}, N_{j}^{\prime}, P_{i}^{\prime}, F_{i, j}^{\prime}$ as well as $\varrho$ and $M$ be defined as above. Then, using $\mathcal{O}(\varrho \mathrm{M}(M) \log (M))$ operations in $\mathbb{K}$, one can reduce an instance of Problem 1 with parameters $s, \ell, m, n, b, k_{1}, \ldots, k_{s}$ and points $\left\{\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)\right\}_{1 \leqslant i \leqslant n}$ to an instance of Problem 图 with parameters $\mu, \nu, M_{0}^{\prime}, \ldots, M_{\mu-1}^{\prime}$, $N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime}$ and input polynomials $\left\{\left(P_{i}^{\prime}, F_{i, 0}^{\prime}, \ldots, F_{i, \nu-1}^{\prime}\right)\right\}_{0 \leqslant i<\mu}$.

Proof. The only thing left to do is the complexity analysis. First, we need to compute $P_{i}=G^{m-|i|}$ for every $\boldsymbol{i}$ such that $|\boldsymbol{i}|<m$. This involves only $m$ different polynomials, namely $G, G^{2}, \ldots, G^{m}$, so it can be done using $\mathcal{O}(m \mathrm{M}(m n))$ operations; this cost is in $\mathcal{O}(\varrho \mathrm{M}(M))$, since $\binom{s+m-1}{s} \geqslant m$ and $M=\sum_{|i|<m} n(m-|\boldsymbol{i}|) \geqslant m n$.

Then, we have to compute (some of) the interpolation polynomials $R_{1}, \ldots, R_{s}$. Due to Lemma 5, the only values of $i \in\{1, \ldots, s\}$ for which $R_{i}$ is needed are those such that the indeterminate $Y_{i}$ may actually appear in $Q(X, \boldsymbol{Y})=\sum_{\boldsymbol{j} \in \Gamma} Q_{\boldsymbol{j}}(X) \boldsymbol{Y}^{\boldsymbol{j}}$. Now, the latter will not occur unless the $i$ th unit $s$-tuple $(0, \ldots, 0,1,0, \ldots, 0)$ belongs to $\Gamma$. Hence, at most $|\Gamma|$ polynomials $R_{i}$ must be computed, each at a cost of $\mathcal{O}(\mathrm{M}(n) \log (n))$ operations in $\mathbb{K}$. Overall, the cost of the interpolation step is thus in $\mathcal{O}(|\Gamma| \mathrm{M}(n) \log (n)) \subset \mathcal{O}(\varrho \mathrm{M}(M) \log (M))$.

Finally, we compute $F_{i, \boldsymbol{j}}$ for every $\boldsymbol{i}, \boldsymbol{j}$. This is done by fixing $\boldsymbol{i}$ and computing all products $F_{i, j}$ incrementally, starting from $R_{1}, \ldots, R_{s}$. Since we compute modulo $P_{\boldsymbol{i}}$, each product takes $\mathcal{O}\left(\mathrm{M}\left(M_{i}\right)\right)$ operations in $\mathbb{K}$. Summing over all $\boldsymbol{j}$ leads to a cost of $\mathcal{O}\left(|\Gamma| \mathrm{M}\left(M_{i}\right)\right)$ per index $\boldsymbol{i}$. Summing over all $\boldsymbol{i}$ and using the super-linearity of $M$ leads to a total cost of $\mathcal{O}(|\Gamma| \mathrm{M}(M))$, which is $\mathcal{O}(\varrho \mathrm{M}(M))$.

The reduction above is deterministic and its cost is negligible compared to the cost in $\mathcal{O}\left(\varrho^{\omega-1} \mathrm{M}(M) \log (M)^{2}\right)$ that follows from Theorem 1 with $\rho=\varrho$ and $M^{\prime}=\sum_{0 \leqslant i<\mu} M_{i}^{\prime}=M$. Since $M$ is by definition equal to $\binom{s+m}{s+1} n$, we conclude that Theorem 1 implies Theorem 2,

## Algorithm 1. Reduction from Problem 1 to Problem 2,

Input: $s, \ell, m, n, b$ in $\mathbb{N}_{>0},\left(k_{1}, \ldots, k_{s}\right)$ in $\mathbb{N}_{>0}^{s}$ and points $\left\{\left(x_{i}, y_{i, 1}, \ldots, y_{i, s}\right)\right\}_{1 \leqslant i \leqslant n}$ in $\mathbb{K}^{s+1}$ with the $x_{i}$ 's pairwise distinct.
Output: parameters $\mu, \nu, M_{0}^{\prime}, \ldots, M_{\mu-1}^{\prime}, N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime},\left\{\left(P_{i}, F_{i, 0}, \ldots, F_{i, \nu-1}\right)\right\}_{0 \leqslant i<\mu}$
for Problem 2, such that a solution to this problem is a solution to Problem 1 with parameters the input of this algorithm.

1. Compute $G(X)$ and $R_{1}(X), \ldots, R_{s}(X)$ as in (1) and (2)
2. Compute $M_{i}=n(m-|\boldsymbol{i}|)$ for $|\boldsymbol{i}|<m$, and $\mu=\binom{s+m-1}{s}$
3. Compute $N_{\boldsymbol{j}}=b-\boldsymbol{k} \cdot \boldsymbol{j}$ for $\boldsymbol{j} \in \Gamma=\left\{\boldsymbol{j} \in \mathbb{N}^{s}| | \boldsymbol{j} \mid \leqslant \ell\right.$ and $\left.N_{\boldsymbol{j}}>0\right\}$, and $\nu=|\Gamma|$
4. Compute $P_{i}$ and $F_{i, j}$ for $|\boldsymbol{i}|<m, \boldsymbol{j} \in \Gamma$ as in (3)
5. Compute bijections $\phi$ and $\psi$ as in (4)
6. Return the integers $\mu, \nu, M_{\phi(0)}, \ldots, M_{\phi(\mu-1)}, N_{\psi(0)}, \ldots, N_{\psi(\nu-1)}$, and the polynomials $\left\{\left(P_{\phi(i)}, F_{\phi(i), \psi(0)}, \ldots, F_{\phi(i), \psi(\nu-1)}\right)\right\}_{0 \leqslant i<\mu}$

## 4 Solving Problem [2 through a mosaic-Hankel linear system

In this section, we give our first solution to Problem 2, thereby proving Theorem [1] this solution is outlined in Algorithm 2 below. It consists of deriving and then linearizing the modular equations of Lemma 8 below, which can be seen as a generalization of the so-called key equations in the context of Reed-Solomon codes. In particular when solving Problem 1 using the reduction to Problem 2 exposed in Section 3, the equations of Lemma 8 extend to arbitrary $s$ the extended key equations presented in [38, 47] for $s=1$. However, unlike in those references, we apply the approach recalled in Section 2 to solve the resulting mosaicHankel linear system, since it features the best cost we are aware of for this task.

We consider input polynomials $\left\{\left(P_{i}, \boldsymbol{F}_{i}\right)\right\}_{0 \leqslant i<\mu}$ with, for all $i, P_{i}$ monic of degree $M_{i}^{\prime}$ and $\boldsymbol{F}_{i}$ a vector of $\nu$ polynomials $\left(F_{i, 0}, \ldots, F_{i, \nu-1}\right)$, all of degree less than $M_{i}^{\prime}$. Given degree bounds $N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime}$, we look for polynomials $\boldsymbol{Q}=\left(Q_{0}, \ldots, Q_{\nu-1}\right)$ in $\mathbb{K}[X]$ such that the following holds:
(a) the $Q_{j}$ 's are not all zero,
(b) for $0 \leqslant j<\nu, \operatorname{deg}\left(Q_{j}\right)<N_{j}^{\prime}$,
(c) for $0 \leqslant i<\mu, \sum_{0 \leqslant j<\nu} Q_{j} F_{i, j}=0 \bmod P_{i}$.

Our goal here is to linearize Problem 2into a homogeneous linear system over $\mathbb{K}$ involving $M^{\prime}$ linear equations with $N^{\prime}$ unknowns, where $M^{\prime}=M_{0}^{\prime}+\cdots+M_{\mu-1}^{\prime}$ and $N^{\prime}=N_{0}^{\prime}+\cdots+N_{\nu-1}^{\prime}$. Without loss of generality, we will assume that

$$
N^{\prime} \leqslant M^{\prime}+1
$$

Indeed, if $N^{\prime} \geqslant M^{\prime}+1$, the instance of Problem 2 we are considering has more unknowns than equations. We may set the last $N^{\prime}-\left(M^{\prime}+1\right)$ unknowns to zero, while keeping the system underdetermined. This simply amounts to replacing the degree bounds $N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime}$ by $N_{0}^{\prime}, \ldots, N_{\nu^{\prime}-2}^{\prime}, N_{\nu^{\prime}-1}^{\prime \prime}$, for $\nu^{\prime} \leqslant \nu$ and $N_{\nu^{\prime}-1}^{\prime \prime} \leqslant N_{\nu^{\prime}-1}^{\prime}$ such that $N_{0}^{\prime}+\cdots+N_{\nu^{\prime}-2}^{\prime}+N_{\nu^{\prime}-1}^{\prime \prime}=M^{\prime}+1$. In particular, $\nu$ may only decrease through this process.

In what follows, we will work with the reversals of the input and output polynomials of Problem 2, defined by

$$
\overline{P_{i}}=X^{M_{i}^{\prime}} P_{i}\left(X^{-1}\right), \quad \overline{F_{i, j}}=X^{M_{i}^{\prime}-1} F_{i, j}\left(X^{-1}\right), \quad \overline{Q_{j}}=X^{N_{j}^{\prime}-1} Q_{j}\left(X^{-1}\right)
$$

Let also $\beta=\max _{h<\nu} N_{h}^{\prime}$ and, for $0 \leqslant i<\mu$ and $0 \leqslant j<\nu$,

$$
\delta_{i}=M_{i}^{\prime}+\beta-1 \quad \text { and } \quad \gamma_{j}=\beta-N_{j}^{\prime} .
$$

In particular, $\delta_{i}$ and $\gamma_{j}$ are nonnegative integers and, recalling that $P_{i}$ is monic, we can define further the polynomials $S_{i, j}$ in $\mathbb{K}[X]$ as

$$
S_{i, j}=\frac{X^{\gamma_{j}} \overline{F_{i, j}}}{\overline{P_{i}}} \bmod X^{\delta_{i}}
$$

for $0 \leqslant i<\mu$ and $0 \leqslant j<\nu$. By using these polynomials, we can now reformulate the approximation condition of Problem 2 in terms of a set of extended key equations:

Lemma 8. Let $Q_{0}, \ldots, Q_{\nu-1}$ be polynomials in $\mathbb{K}[X]$ that satisfy condition (B) in Problem
 a polynomial $T_{i}$ in $\mathbb{K}[X]$ such that

$$
\begin{equation*}
\sum_{0 \leqslant j<\nu} \overline{Q_{j}} S_{i, j}=T_{i} \bmod X^{\delta_{i}} \quad \text { and } \quad \operatorname{deg}\left(T_{i}\right)<\beta-1 \tag{5}
\end{equation*}
$$

Proof. Condition (ㄷ) holds if and only if for all $i$ in $\{0, \ldots, \mu-1\}$, there exists a polynomial $B_{i}$ in $\mathbb{K}[X]$ such that

$$
\begin{equation*}
\sum_{0 \leqslant j<\nu} Q_{j} F_{i, j}=B_{i} P_{i} \tag{6}
\end{equation*}
$$

For all $i, j$, the summand $Q_{j} F_{i, j}$ has degree less than $N_{j}^{\prime}+M_{i}^{\prime}-1$, so the left-hand term above has degree less than $\delta_{i}$. Since $P_{i}$ has degree $M_{i}^{\prime}$, this implies that whenever a polynomial $B_{i}$ as above exists, we must have $\operatorname{deg}\left(B_{i}\right)<\delta_{i}-M_{i}^{\prime}=\beta-1$. Now, by substituting $1 / X$ for $X$ and multiplying by $X^{\delta_{i}-1}$ we can rewrite the identity in (6) as

$$
\begin{equation*}
\sum_{0 \leqslant j<\nu} \overline{Q_{j}} \overline{F_{i, j}} X^{\gamma_{j}}=T_{i} \overline{P_{i}}, \tag{7}
\end{equation*}
$$

where $T_{i}$ is the polynomial of degree less than $\beta-1$ given by $T_{i}=X^{\beta-2} B_{i}\left(X^{-1}\right)$. Since the degrees of both sides of (7) are less than $\delta_{i}$, one can consider the above identity modulo $X^{\delta_{i}}$ without loss of generality, and since $\overline{P_{i}}(0)=1$ one can further divide by $\overline{P_{i}}$ modulo $X^{\delta_{i}}$. This shows that (77) is equivalent to the identity in (5), and the proof is complete.

Following [38, 47], we are going to rewrite the latter conditions as a linear system in the coefficients of the polynomials $Q_{0}, \ldots, Q_{\nu-1}$, eliminating the unknowns $T_{i}$ from the outset. Let us first define the coefficient vector of a solution $\left(Q_{0}, \ldots, Q_{\nu-1}\right)$ to Problem 2 as the vector in $\mathbb{K}^{N^{\prime}}$ obtained by concatenating, for $0 \leqslant j<\nu$, the vectors $\left[Q_{j}^{(0)}, Q_{j}^{(1)}, \ldots, Q_{j}^{\left(N_{j}^{\prime}-1\right)}\right]^{T}$ of the coefficients of $Q_{j}$. Furthermore, denoting by $S_{i, j}^{(0)}, S_{i, j}^{(1)}, \ldots, S_{i, j}^{\left(\delta_{i}-1\right)}$ the $\delta_{i} \geqslant 1$ coefficients of the polynomial $S_{i, j}$, we set up the block matrix

$$
A=\left[A_{i, j}\right]_{0 \leqslant i<\mu, 0 \leqslant j<\nu} \in \mathbb{K}^{M^{\prime} \times N^{\prime}},
$$

whose block $(i, j)$ is the Hankel matrix

$$
A_{i, j}=\left[S_{i, j}^{\left(u+v+\gamma_{j}\right)}\right]_{0 \leqslant u<M_{i}^{\prime}, 0 \leqslant v<N_{j}^{\prime}} \in \mathbb{K}^{M_{i}^{\prime} \times N_{j}^{\prime}}
$$

Lemma 9. A nonzero vector of $\mathbb{K}^{N^{\prime}}$ is in the right nullspace of $A$ if and only if it is the coefficient vector of a solution $\left(Q_{0}, \ldots, Q_{\nu-1}\right)$ to Problem 图.

Proof. It is sufficient to consider a polynomial tuple $\left(Q_{0}, \ldots, Q_{\nu-1}\right)$ that satisfies (b). Then, looking at the high-degree terms in the identities in (5), we see that condition (ㄷ) is equivalent to the following homogeneous system of linear equations over $\mathbb{K}$ : for all $i$ in $\{0, \ldots, \mu-1\}$ and all $\delta$ in $\left\{\delta_{i}-M_{i}^{\prime}, \ldots, \delta_{i}-1\right\}$,

$$
\sum_{0 \leqslant j<\nu} \sum_{0 \leqslant r<N_{j}^{\prime}} Q_{j}^{\left(N_{j}^{\prime}-1-r\right)} S_{i, j}^{(\delta-r)}=0 .
$$

The matrix obtained by considering all these equations is precisely the matrix $A$.
We will use the approach recalled in Section 2 to find a nonzero nullspace element for $A$, with respect to the displacement operator $\Delta_{M^{\prime}, N^{\prime}}^{\prime}$. Not only do we need to prove that the displacement rank of $A$ with respect to $\Delta_{M^{\prime}, N^{\prime}}^{\prime}$ is bounded by a value $\alpha$ not too large, but we also have to efficiently compute a generator of length $\alpha$ for $A$, that is, a matrix pair $(V, W)$ in $\mathbb{K}^{M^{\prime} \times \alpha} \times \mathbb{K}^{\alpha \times N^{\prime}}$ such that $A-\mathcal{Z}_{M^{\prime}} A \mathcal{Z}_{N^{\prime}}=V W$. We will see that here, computing such a generator boils down to computing the coefficients of the polynomials $S_{i, j}$. The cost incurred by computing this generator is summarized in the following lemma; combined with Proposition 4 and Lemma 9, this proves Theorem 1 .

Lemma 10. The displacement rank of $A$ with respect to $\Delta_{M^{\prime}, N^{\prime}}^{\prime}$ is at most $\mu+\nu$. Furthermore, a corresponding generator of length $\mu+\nu$ for $A$ can be computed using $\mathcal{O}\left((\mu+\nu) \mathrm{M}\left(M^{\prime}\right)\right)$ operations in $\mathbb{K}$.

Proof. We are going to exhibit two matrices $V \in \mathbb{K}^{M^{\prime} \times(\mu+\nu)}$ and $W \in \mathbb{K}^{(\mu+\nu) \times N^{\prime}}$ such that $A-\mathcal{Z}_{M^{\prime}} A \mathcal{Z}_{N^{\prime}}=V W$. Because of the structure of $A$, at most $\mu$ rows and $\nu$ columns of the matrix $A-\mathcal{Z}_{M^{\prime}} A \mathcal{Z}_{N^{\prime}}=A-(A$ shifted left and down by one unit) are nonzero. More precisely, only the first row and the last column of each $M_{i}^{\prime} \times N_{j}^{\prime}$ block of this matrix can be nonzero. Indexing the rows, resp. columns, of $A-\mathcal{Z}_{M^{\prime}} A \mathcal{Z}_{N^{\prime}}$ from 0 to $M^{\prime}-1$, resp. from 0 to $N^{\prime}-1$, only the $\mu$ rows with indices of the form $r_{i}=M_{0}^{\prime}+\cdots+M_{i-1}^{\prime}$ for $i=0, \ldots, \mu-1$ can be nonzero, and only the $\nu$ columns with indices of the form $c_{j}=N_{0}^{\prime}+\cdots+N_{j}^{\prime}-1$ for $j=0, \ldots, \nu-1$ can be nonzero.

For any integers $0 \leqslant i<K$, define $\mathcal{O}_{i, K}=\left[\begin{array}{llllll}0 & \cdots & 0 & 1 & \cdots & 0\end{array}\right]^{T} \in \mathbb{K}^{K}$ with 1 at position $i$, and

$$
\mathcal{O}^{(V)}=\left[\mathcal{O}_{r_{i}, M^{\prime}}\right]_{0 \leqslant i<\mu} \in \mathbb{K}^{M^{\prime} \times \mu}, \quad \mathcal{O}^{(W)}=\left[\mathcal{O}_{c_{j}, N^{\prime}}\right]_{0 \leqslant j<\nu}^{T} \in \mathbb{K}^{\nu \times N^{\prime}} .
$$

For given $i$ in $\{0, \ldots, \mu-1\}$ and $j$ in $\{0, \ldots, \nu-1\}$, we will consider $v_{i, j}=\left[v_{i, j}^{(r)}\right]_{0 \leqslant r<M_{i}^{\prime}}$ in $\mathbb{K}^{M_{i}^{\prime} \times 1}$ and $w_{i, j}=\left[w_{i, j}^{(r)}\right]_{0 \leqslant r<N_{j}^{\prime}}$ in $\mathbb{K}^{1 \times N_{j}^{\prime}}$, which are respectively the last column and the first row of the block $(i, j)$ in $A-\mathcal{Z}_{M^{\prime}} A \mathcal{Z}_{N^{\prime}}$, up to a minor point: the first entry of $v_{i, j}$ is set to zero. The coefficients $v_{i, j}^{(r)}$ and $w_{i, j}^{(r)}$ can then be expressed in terms of the entries
$A_{i, j}^{(u, v)}=S_{i, j}^{\left(u+v+\gamma_{j}\right)}$ of the Hankel matrix $A_{i, j}=\left[A_{i, j}^{(u, v)}\right]_{0 \leqslant u<M_{i}^{\prime}, 0 \leqslant v<N_{j}^{\prime}}$ as follows:

$$
\begin{align*}
& v_{i, j}^{(r)}= \begin{cases}0 & \text { if } r=0, \\
A_{i, j}^{\left(r, N_{j}^{\prime}-1\right)}-A_{(i, j+1)}^{(r-1,0)} & \text { if } 1 \leqslant r<M_{i}^{\prime},\end{cases}  \tag{8}\\
& w_{i, j}^{(r)}= \begin{cases}A_{i, j}^{(0, r)}-A_{i-1, j}^{\left(M_{i-1}^{\prime}-1, r+1\right)} & \text { if } r<N_{j}^{\prime}-1, \\
A_{i, j}^{\left(0, N_{j}^{\prime}-1\right)}-A_{i-1, j+1}^{\left(M_{i-1}^{\prime}-1,0\right)} & \text { if } r=N_{j}^{\prime}-1 .\end{cases} \tag{9}
\end{align*}
$$

Note that here, we use the convention that an indexed object is zero when the index is out of the allowed bounds for this object.

Then, we define $V_{j}$ and $W_{i}$ as

$$
V_{j}=\left[\begin{array}{c}
v_{0, j} \\
\vdots \\
v_{\mu-1, j}
\end{array}\right] \in \mathbb{K}^{M^{\prime} \times 1} \quad \text { and } \quad W_{i}=\left[w_{i, 0} \cdots w_{i, \nu-1}\right] \in \mathbb{K}^{1 \times N^{\prime}}
$$

and

$$
V^{\prime}=\left[V_{0} \cdots V_{\nu-1}\right] \in \mathbb{K}^{M^{\prime} \times \nu} \quad \text { and } \quad W^{\prime}=\left[\begin{array}{c}
W_{0} \\
\vdots \\
W_{\mu-1}
\end{array}\right] \in \mathbb{K}^{\mu \times N^{\prime}}
$$

Now, one can easily verify that the matrices

$$
V=\left[\begin{array}{ll}
V^{\prime} & \mathcal{O}^{(V)}
\end{array}\right] \in \mathbb{K}^{M^{\prime} \times(\mu+\nu)} \quad \text { and } \quad W=\left[\begin{array}{c}
\mathcal{O}^{(W)}  \tag{10}\\
W^{\prime}
\end{array}\right] \in \mathbb{K}^{(\mu+\nu) \times N^{\prime}}
$$

are generators for $A$, that is, $A-\mathcal{Z}_{M} A \mathcal{Z}_{N}=V W$.
We notice that all we need to compute the generators $V$ and $W$ are the last $M_{i}^{\prime}+N_{j}^{\prime}-1$ coefficients of $S_{i, j}(X)=S_{i, j}^{(0)}+S_{i, j}^{(1)} X+\cdots+S_{i, j}^{\left(\delta_{i}-1\right)} X^{\delta_{i}-1}$ for every $i$ in $\{0, \ldots, \mu-1\}$ and $j$ in $\{0, \ldots, \nu-1\}$. Now, recall that

$$
S_{i, j}=\frac{X^{\gamma_{j}} \overline{F_{i, j}}}{\overline{P_{i}}} \bmod X^{\delta_{i}}=\frac{X^{\delta_{i}-\left(M_{i}^{\prime}+N_{j}^{\prime}-1\right)} \overline{F_{i, j}}}{\overline{P_{i}}} \bmod X^{\delta_{i}}
$$

Thus, the first $\delta_{i}-\left(M_{i}^{\prime}+N_{j}^{\prime}-1\right)$ coefficients of $S_{i, j}$ are zero, and the last $M_{i}^{\prime}+N_{j}^{\prime}-1$ coefficients of $S_{i, j}$ are the coefficients of

$$
\begin{equation*}
S_{i, j}^{\star}=\frac{\overline{F_{i, j}}}{\overline{P_{i}}} \bmod X^{M_{i}^{\prime}+N_{j}^{\prime}-1} \tag{11}
\end{equation*}
$$

which can be computed in $\mathcal{O}\left(\mathrm{M}\left(M_{i}^{\prime}+N_{j}^{\prime}\right)\right)$ operations in $\mathbb{K}$ by fast power series division. By expanding products, we see that $\mathrm{M}\left(M_{i}^{\prime}+N_{j}^{\prime}\right)=\mathcal{O}\left(\mathrm{M}\left(M_{i}^{\prime}\right)+\mathrm{M}\left(N_{j}^{\prime}\right)\right)$. Summing the costs, we obtain an upper bound of the form

$$
\mathcal{O}\left(\sum_{0 \leqslant i<\mu} \sum_{0 \leqslant j<\nu} \mathrm{M}\left(M_{i}^{\prime}\right)+\mathrm{M}\left(N_{j}^{\prime}\right)\right)
$$

Using the super-linearity of M , this is in $\mathcal{O}\left(\nu \mathrm{M}\left(M^{\prime}\right)+\mu \mathrm{M}\left(N^{\prime}\right)\right)$. Since we assumed that $N^{\prime} \leqslant M^{\prime}+1$, this is $\mathcal{O}\left((\mu+\nu) \mathrm{M}\left(M^{\prime}\right)\right)$.

Algorithm 2. Solving Problem 2 via generalized Key Equations.
Input: positive integers $\mu, \nu, M_{0}^{\prime}, \ldots, M_{\mu-1}^{\prime}, N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime}$ and polynomial tuples $\left\{\left(P_{i}, F_{i, 0}, \ldots, F_{i, \nu-1}\right)\right\}_{0 \leqslant i<\mu}$ in $\mathbb{K}[X]^{\nu+1}$ such that for all $i, P_{i}$ is monic of degree $M_{i}^{\prime}$ and $\operatorname{deg}\left(F_{i, j}\right)<M_{i}^{\prime}$ for all $j$.
Output: polynomials $Q_{0}, \ldots, Q_{\nu-1}$ in $\mathbb{K}[X]$ such that (回), (b), (回).

1. For $i<\mu$ and $j<\nu$, compute the coefficients $\left\{S_{i, j}^{\left(\gamma_{j}+r\right)}, r<M_{i}^{\prime}+N_{j}^{\prime}\right\}$, that is, the coefficients of $S_{i, j}^{\star}$ as defined in (11)
2. For $i<\mu$ and $j<\nu$, compute the vectors $v_{i, j}$ and $w_{i, j}$ as defined in (8) and (19)
3. For $i<\mu$, compute $r_{i}=M_{0}^{\prime}+\cdots+M_{i-1}^{\prime}$; for $j<\nu$, compute $c_{j}=N_{0}^{\prime}+\cdots+N_{j}^{\prime}-1$
4. Deduce the generators $V$ and $W$ as defined in (10) from $r_{i}, c_{j}, v_{i, j}, w_{i, j}$
5. Use the algorithm of Proposition 4 with input $V$ and $W$; if there is no solution then exit with no solution, otherwise find the coefficients of $Q_{0}, \ldots, Q_{\nu-1}$
6. Return $Q_{0}, \ldots, Q_{\nu-1}$

## 5 A direct solution to Problem 2

In this section, we propose an alternative solution to Problem 2 which leads to the same asymptotic running time as in the previous section but avoids the extended key equations of Lemma 8 , it is outlined in Algorithm 3 below. As above, our input consists of the polynomials $\left(P_{i}, F_{i, 0}, \ldots, F_{i, \nu-1}\right)_{0 \leqslant i<\mu}$ and we look for polynomials $Q_{0}, \ldots, Q_{\nu-1}$ in $\mathbb{K}[X]$ such that for $0 \leqslant i<\mu, \sum_{0 \leqslant j<\nu} Q_{j} F_{i, j}=0 \bmod P_{i}$, with the $Q_{j}$ 's not all zero and for $j<\nu$, $\operatorname{deg} Q_{j}<N_{j}^{\prime}$.

In addition, for $r \geqslant 0$, we denote by $F_{i, j}^{(r)}$ and $P_{i}^{(r)}$ the coefficients of degree $r$ of $F_{i, j}$ and $P_{i}$, respectively, and we define $\mathcal{C}_{i}$ as the $M_{i}^{\prime} \times M_{i}^{\prime}$ companion matrix of $P_{i}$; if $B$ is a polynomial of degree less than $M_{i}^{\prime}$ with coefficient vector $v \in \mathbb{K}^{M_{i}^{\prime}}$, then the product $\mathcal{C}_{i} v \in \mathbb{K}^{M_{i}^{\prime}}$ is the coefficient vector of the polynomial $X B \bmod P_{i}$. Explicitly, we have

$$
\mathcal{C}_{i}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -P_{i}^{(0)} \\
1 & 0 & \cdots & 0 & -P_{i}^{(1)} \\
0 & 1 & \cdots & 0 & -P_{i}^{(2)} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -P_{i}^{\left(M_{i}^{\prime}-1\right)}
\end{array}\right] \in \mathbb{K}^{M_{i}^{\prime} \times M_{i}^{\prime}} .
$$

We are going to see that solving Problem 2 is equivalent to finding a nonzero solution to a homogeneous linear system whose matrix is $A^{\prime}=\left(A_{i, j}^{\prime}\right) \in \mathbb{K}^{M^{\prime} \times N^{\prime}}$, where for every
$i<\mu$ and $j<\nu, A_{i, j}^{\prime} \in \mathbb{K}^{M_{i}^{\prime} \times N_{j}^{\prime}}$ is a matrix which depends on the coefficients of $F_{i, j}$ and $P_{i}$. Without loss of generality, we make the same assumption as in the previous section, that is, $N^{\prime} \leqslant M^{\prime}+1$ holds.

For $i, j$ as above and for $h \in \mathbb{N}$, let $\alpha_{i, j}^{(h)} \in \mathbb{K}^{M_{i}^{\prime}}$ be the coefficient vector of the polynomial $X^{h} F_{i, j} \bmod P_{i}$, so that these vectors are given by

$$
\alpha_{i, j}^{(0)}=\left[\begin{array}{c}
F_{i, j}^{(0)} \\
\vdots \\
F_{i, j}^{\left(M_{i}^{\prime}-1\right)}
\end{array}\right] \quad \text { and } \quad \alpha_{i, j}^{(h+1)}=\mathcal{C}_{i} \alpha_{i, j}^{(h)} .
$$

Let then $A^{\prime}=\left(A_{i, j}^{\prime}\right) \in \mathbb{K}^{M^{\prime} \times N^{\prime}}$, where for every $i<\mu$ and $j<\nu$, the block $A_{i, j}^{\prime} \in \mathbb{K}^{M_{i}^{\prime} \times N_{j}^{\prime}}$ is defined by

$$
A_{i, j}^{\prime}=\left[\begin{array}{lll}
\alpha_{i, j}^{(0)} & \cdots & \alpha_{i, j}^{\left(N_{j}^{\prime}-1\right)}
\end{array}\right] .
$$

Lemma 11. A nonzero vector of $\mathbb{K}^{N^{\prime}}$ is in the right nullspace of $A^{\prime}$ if and only if it is the coefficient vector of a solution $\left(Q_{0}, \ldots, Q_{\nu-1}\right)$ to Problem 图.

Proof. By definition $A_{i, j}^{\prime}$ is the $M_{i}^{\prime} \times N_{j}^{\prime}$ matrix of the mapping $Q \mapsto Q F_{i, j} \bmod P_{i}$, for $Q$ in $\mathbb{K}[X]$ of degree less than $N_{j}^{\prime}$. Thus, if $\left(Q_{0}, \ldots, Q_{\nu-1}\right)$ is a $\nu$-tuple of polynomials that satisfies the degree constraint (b) in Problem 2, applying $A^{\prime}$ to the coefficient vector of this tuple outputs the coefficients of the remainders $\sum_{0 \leqslant j<\nu} Q_{j} F_{i, j} \bmod P_{i}$, for $i=0, \ldots, \mu-1$. The claimed equivalence then follows immediately.

The following lemma shows that $A^{\prime}$ possesses a Toeplitz-like structure, with displacement rank at most $\mu+\nu$. Together with Proposition 4 and Lemma 11, this gives our second proof of Theorem 1 .

Lemma 12. The displacement rank of $A^{\prime}$ with respect to $\Delta_{M^{\prime}, N^{\prime}}$ is at most $\mu+\nu$. Furthermore, a corresponding generator of length $\mu+\nu$ for $A^{\prime}$ can be computed using $\mathcal{O}\left((\mu+\nu) \mathrm{M}\left(M^{\prime}\right)\right)$ operations in $\mathbb{K}$.

Proof. We begin by constructing some matrices $Y \in \mathbb{K}^{M^{\prime} \times(\mu+\nu)}$ and $Z \in \mathbb{K}^{(\mu+\nu) \times N^{\prime}}$ such that $\Delta_{M^{\prime}, N^{\prime}}\left(A^{\prime}\right)$ is equal to the product $Y Z$. Define first the matrix

$$
\mathcal{C}=\left[\begin{array}{cccc}
\mathcal{C}_{0} & 0 & \cdots & 0 \\
0 & \mathcal{C}_{1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \mathcal{C}_{\mu-1}
\end{array}\right] \in \mathbb{K}^{M^{\prime} \times M^{\prime}}
$$

Up to $\mu$ columns, $\mathcal{C}$ coincides with $\mathcal{Z}_{M^{\prime}} ;$ we make this explicit as follows. For $i$ in $\{0, \ldots, \mu-1\}$,
define

$$
v_{i}=\left[\begin{array}{c}
P_{i}^{(0)}  \tag{12}\\
\vdots \\
P_{i}^{\left(M_{i}^{\prime}-1\right)}
\end{array}\right] \in \mathbb{K}^{M_{i}^{\prime}}, \quad V_{i}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
v_{i} \\
1 \\
0 \\
\vdots \\
0
\end{array}\right] \in \mathbb{K}^{M^{\prime}}, \quad W_{i}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right] \in \mathbb{K}^{M^{\prime}},
$$

where the last entry of $v_{i}$ in $V_{i}$ and the coefficient 1 in $W_{i}$ have the same index, namely $M_{0}^{\prime}+\cdots+M_{i}^{\prime}-1$. (Hence the last vector $V_{\mu-1}$ only contains $v_{\mu-1}$, without a 1 after it.) Then, defining $V=\left[V_{0} \cdots V_{\mu-1}\right] \in \mathbb{K}^{M^{\prime} \times \mu}$ and $W=\left[W_{0} \cdots W_{\mu-1}\right] \in \mathbb{K}^{M^{\prime} \times \mu}$, we obtain

$$
\mathcal{C}=\mathcal{Z}_{M^{\prime}}-V_{0} W_{0}^{T}-\cdots-V_{\mu-1} W_{\mu-1}^{T}=\mathcal{Z}_{M^{\prime}}-V W^{T} .
$$

As before, we use the convention that an indexed object is zero when the index is out of the allowed bounds for this object. For $j$ in $\{0, \ldots, \nu-1\}$, let us further define

$$
V_{j}^{\prime}=\left[\begin{array}{c}
\alpha_{0, j}^{(0)}  \tag{13}\\
\vdots \\
\alpha_{\mu-1, j}^{(0)}
\end{array}\right]-\left[\begin{array}{c}
\alpha_{0, j-1}^{\left(N_{j-1}^{\prime}\right)} \\
\vdots \\
\alpha_{\mu-1, j-1}^{\left(N_{j-1}^{\prime}\right)}
\end{array}\right] \in \mathbb{K}^{M^{\prime}} \quad \text { and } \quad W_{j}^{\prime}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{array}\right] \in \mathbb{K}^{N^{\prime}},
$$

with the coefficient 1 in $W_{j}^{\prime}$ at index $N_{0}^{\prime}+\cdots+N_{j-1}^{\prime}$, and the compound matrices

$$
V^{\prime}=\left[V_{0}^{\prime} \cdots V_{\nu-1}^{\prime}\right] \in \mathbb{K}^{M^{\prime} \times \nu} \quad \text { and } \quad W^{\prime}=\left[W_{0}^{\prime} \cdots W_{\nu-1}^{\prime}\right] \in \mathbb{K}^{N^{\prime} \times \nu}
$$

Then, we claim that the matrices

$$
Y=\left[\begin{array}{ll}
-V & V^{\prime}
\end{array}\right] \in \mathbb{K}^{M^{\prime} \times(\mu+\nu)} \quad \text { and } \quad Z=\left[\begin{array}{c}
W^{T} A^{\prime} \mathcal{Z}_{N^{\prime}}^{T}  \tag{14}\\
W^{\prime T}
\end{array}\right] \in \mathbb{K}^{(\mu+\nu) \times N^{\prime}}
$$

are generators for $A^{\prime}$ for the Toeplitz-like displacement structure, i.e., that

$$
A^{\prime}-\mathcal{Z}_{M^{\prime}} A^{\prime} \mathcal{Z}_{N^{\prime}}^{T}=Y Z
$$

By construction, we have $\mathcal{C} A^{\prime}=\left(B_{i, j}\right)_{i<\mu, j<\nu} \in \mathbb{K}^{M^{\prime} \times N^{\prime}}$, with $B_{i, j}$ given by

$$
B_{i, j}=\mathcal{C}_{i} A_{i, j}^{\prime}=\left[\alpha_{i, j}^{(1)} \cdots \alpha_{i, j}^{\left(N_{j}^{\prime}-1\right)} \alpha_{i, j}^{\left(N_{j}^{\prime}\right)}\right] \in \mathbb{K}^{M_{i}^{\prime} \times N_{j}^{\prime}}
$$

As a consequence, $A^{\prime}-\mathcal{C} A^{\prime} \mathcal{Z}_{N^{\prime}}^{T}=V^{\prime} W^{\prime T}$, so finally we get, as claimed,

$$
\begin{aligned}
A^{\prime}-\mathcal{Z}_{M^{\prime}} A^{\prime} \mathcal{Z}_{N^{\prime}}^{T} & =A^{\prime}-\left(\mathcal{C}+V W^{T}\right) A^{\prime} \mathcal{Z}_{N^{\prime}}^{T} \\
& =A^{\prime}-\mathcal{C} A^{\prime} \mathcal{Z}_{N^{\prime}}^{T}-V W^{T} A^{\prime} \mathcal{Z}_{N^{\prime}}^{T} \\
& =V^{\prime} W^{\prime T}-V W^{T} A \mathcal{Z}_{N^{\prime}}^{T} \\
& =Y Z
\end{aligned}
$$

To compute $Y$ and $Z$, the only non-trivial steps are those giving $V^{\prime}$ and $W^{T} A^{\prime}$. For the former, we have to compute the coefficients of $X^{N_{j}^{\prime}} F_{i, j} \bmod P_{i}$ for every $i<\mu$ and $j<\nu-1$. For fixed $i$ and $j$, this can be done using fast Euclidean division in $\mathcal{O}\left(\mathrm{M}\left(M_{i}^{\prime}+N_{j}^{\prime}\right)\right)$ operations in $\mathbb{K}$, which is $\mathcal{O}\left(\mathrm{M}\left(M_{i}^{\prime}\right)+\mathrm{M}\left(N_{j}^{\prime}\right)\right)$. Summing over the indices $i<\mu$ and $j<\nu-1$, this gives a total cost of $\mathcal{O}\left(\nu \mathrm{M}\left(M^{\prime}\right)+\mu \mathrm{M}\left(N^{\prime}\right)\right)$ operations. This is $\mathcal{O}\left((\mu+\nu) \mathrm{M}\left(M^{\prime}\right)\right)$, since by assumption $N^{\prime} \leqslant M^{\prime}+1$.

Finally, we show that $W^{T} A^{\prime}$ can be computed using $\mathcal{O}\left((\mu+\nu) \mathrm{M}\left(M^{\prime}\right)\right)$ operations as well. Computing this matrix amounts to computing the rows of $A^{\prime}$ of indices $M_{0}^{\prime}+\cdots+M_{i}^{\prime}-1$, for $i<\mu$. By construction of $A^{\prime}$, this means that we want to compute the coefficients of degree $M_{i}^{\prime}-1$ of $X^{h} F_{i, j} \bmod P_{i}$ for $h=0, \ldots, N_{j}^{\prime}-1$ and for all $i, j$. Unfortunately, the naive approach leads to a cost proportional to $M^{\prime} N^{\prime}$ operations, which is not acceptable. However, for $i$ and $j$ fixed, Lemma 13 below shows how to do this computation using only $\mathcal{O}\left(\mathrm{M}\left(M_{i}^{\prime}\right)+\right.$ $\left.\mathrm{M}\left(N_{j}^{\prime}\right)\right)$ operations, which leads to the announced cost by summing over $i$ and $j$.

Lemma 13. Let $P \in \mathbb{K}[X]$ be monic of degree $m$, let $F \in \mathbb{K}[X]$ be of degree less than $m$, and for $i \geqslant 0$ let $c_{i}$ denote the coefficient of degree $m-1$ of $X^{i} F \bmod P$. For $n \geqslant 1$ we can compute $c_{0}, \ldots, c_{n-1}$ using $\mathcal{O}(\mathrm{M}(m)+\mathrm{M}(n))$ operations in $\mathbb{K}$.

Proof. Writing $F=\sum_{0 \leqslant j<m} f_{j} X^{j}$ we have $X^{i} F \bmod P=\sum_{0 \leqslant j<m} f_{j}\left(X^{i+j} \bmod P\right)$. Hence $c_{i}=\sum_{0 \leqslant j<m} f_{j} b_{i+j}$, with $b_{i}$ denoting the coefficient of degree $m-1$ of $X^{i} \bmod P$. Since $b_{0}=\cdots=b_{m-2}=0$ and $b_{m-1}=1$, we can deduce $c_{0}, \ldots, c_{n-1}$ from $b_{m-1}, b_{m}, \ldots, b_{m+n-2}$ in time $\mathcal{O}(\mathrm{M}(n))$ by multiplication by the lower triangular Toeplitz matrix $\left[f_{m+j-i-1}\right]_{i, j}$ of order $n-1$.

Thus, we are left with the question of computing the $n-1$ coefficients $b_{m}, \ldots, b_{m+n-2}$. Writing $P$ as $P=X^{m}+\sum_{0 \leqslant j<m} p_{j} X^{j}$ and using the fact that $X^{i} P \bmod P=0$ for all $i \geqslant 0$, we see that the $b_{i}$ 's are generated by a linear recurrence of order $m$ with constant coefficients:

$$
b_{i+m}+\sum_{0 \leqslant j<m} p_{j} b_{i+j}=0 \quad \text { for all } i \geqslant 0 .
$$

Consequently, $b_{m}, \ldots, b_{m+n-2}$ can be deduced from $b_{0}, \ldots, b_{m-1}$ in time $\mathcal{O}\left(\frac{n}{m} \mathrm{M}(m)\right)$, which is $\mathcal{O}(\mathrm{M}(m)+\mathrm{M}(n))$, by $\left\lceil\frac{n-1}{m}\right\rceil$ calls to Shoup's algorithm for extending a linearly recurrent sequence [41, Theorem 3.1].

## Algorithm 3. Solving Problem 2.

Input: positive integers $\mu, \nu, M_{0}^{\prime}, \ldots, M_{\mu-1}^{\prime}, N_{0}^{\prime}, \ldots, N_{\nu-1}^{\prime}$ and polynomial tuples $\left\{\left(P_{i}, F_{i, 0}, \ldots, F_{i, \nu-1}\right)\right\}_{0 \leqslant i<\mu}$ in $\mathbb{K}[X]^{\nu+1}$ such that for all $i, P_{i}$ is monic of degree $M_{i}^{\prime}$ and $\operatorname{deg}\left(F_{i, j}\right)<M_{i}^{\prime}$ for all $j$.

Output: polynomials $Q_{0}, \ldots, Q_{\nu-1}$ in $\mathbb{K}[X]$ such that (a), (b), (ㄷ) ).

1. Compute $v_{i}$ and $V_{i}$ for $i<\mu$, as defined in (12); compute $V=\left[V_{0} \cdots V_{\mu-1}\right]$
2. Compute $W_{j}^{\prime}$ for $j<\nu$, as defined in (13) ; compute $W^{\prime}=\left[\begin{array}{lll}W_{0}^{\prime} \cdots W_{\nu-1}^{\prime}\end{array}\right]$
3. Compute $\alpha_{i, j}^{\left(N_{j}^{\prime}\right)}$, that is, the coefficients of $X^{N_{j}^{\prime}} F_{i, j} \bmod P_{i}$, for $i<\mu, j<\nu-1$ (e.g. using fast Euclidean division)
4. Compute $V_{j}^{\prime}$ for $j<\mu$, as defined in (13); compute $V^{\prime}=\left[V_{0}^{\prime} \cdots V_{\nu-1}^{\prime}\right]$
5. Compute the row of index $M_{0}^{\prime}+\cdots+M_{i}^{\prime}-1$ of $A^{\prime}$, for $i<\mu$, that is, the coefficient of degree $M_{i}^{\prime}-1$ of $X^{h} F_{i, j} \bmod P_{i}$, for $h<N_{j}^{\prime}, j<\nu$ (see the proof of Lemma 13 for fast computation).
6. Compute $W^{T} A^{\prime}$ whose row of index $i$ is the row of index $M_{0}^{\prime}+\cdots+M_{i}^{\prime}-1$ of $A^{\prime}$
7. Compute the generators $Y$ and $Z$ as defined in (14)
8. Use the algorithm of Proposition 4 with input $Y$ and $Z$; if there is no solution then exit with no solution, otherwise find the coefficients of $Q_{0}, \ldots, Q_{\nu-1}$
9. Return $Q_{0}, \ldots, Q_{\nu-1}$

## Appendix A. On assumption $\mathrm{H}_{1}$

In this appendix, we discuss the relevance of assumption $\mathbf{H}_{\mathbf{1}}$ that was introduced previously for Problem 1. In the introduction, we did not make any assumption on $m$ and $\ell$, but we mentioned that assumption $\mathbf{H}_{\mathbf{1}}$, that is, $m \leqslant \ell$ is mostly harmless. The following lemma substantiates this claim, by showing that the case $m \geqslant \ell$ can be reduced to the case $m=\ell$. As before, we denote by $G$ the master polynomial $\prod_{1 \leqslant i \leqslant n}\left(X-x_{i}\right)$.

Lemma 14. Let $s, \ell, m, n, b, \boldsymbol{k}$ be parameters for Problem 1, and suppose that $m \geqslant \ell$. If $b \leqslant n(m-\ell)$ then this problem has no solution. Otherwise, its solutions are the polynomials of the form $Q=Q^{\star} G^{m-\ell}$ with $Q^{\star}$ a solution for the parameters $s, \ell, \ell, n, b-n(m-\ell), \boldsymbol{k}$.

Proof. Assume a solution exists, say $Q$, and let $Q_{i}(X, \boldsymbol{Y})=Q\left(X+x_{i}, Y_{1}+y_{i, 1}, \ldots, Y_{s}+y_{i, s}\right)$ for $i=1, \ldots, n$. Every monomial of $Q_{i}$ has the form $X^{h} \boldsymbol{Y}^{j}$ with $h \geqslant m-\ell$, since $|\boldsymbol{j}| \leqslant \ell$ by condition (iii) and $h+|\boldsymbol{j}| \geqslant m$ by condition (iv). Therefore, $X^{m-\ell}$ divides $Q_{i}$ and, shifting back the coordinates for each $i$, we deduce that $G^{m-\ell}$ divides $Q$. It follows in particular
that $G(X)^{m-\ell}$ divides $Q\left(X, X^{k_{1}} Y_{1}, \ldots, X^{k_{s}} Y_{s}\right)$, which is nonzero by condition (ii) and whose degree in $X$ is less than $b$ by condition (iiii); since $G(X)^{m-\ell}$ has degree $n(m-\ell)$, this implies

$$
n(m-\ell)<b
$$

Let us now consider $Q^{\star}=Q / G^{m-\ell}$ and show that it solves Problem 1 for the parameters $s, \ell, \ell, n, b-n(m-\ell), \boldsymbol{k}$. First, $Q^{\star}$ clearly satisfies conditions (ii) and (iii). Furthermore,

$$
Q^{\star}\left(X, X^{k_{1}} Y_{1}, \ldots, X^{k_{s}} Y_{s}\right)=Q\left(X, X^{k_{1}} Y_{1}, \ldots, X^{k_{s}} Y_{s}\right) / G(X)^{m-\ell}
$$

so that condition (iii) holds with $b$ replaced by $b-n(m-\ell)$. Finally, $Q^{\star}$ satisfies condition (iv) with $m$ replaced by $\ell$ : writing $Q_{i}^{\star}(X, \boldsymbol{Y})=Q^{\star}\left(X+x_{i}, Y_{1}+y_{i, 1}, \ldots, Y_{s}+y_{i, s}\right)$ for $i \in\{1, \ldots, n\}$, we have

$$
Q_{i}^{\star}(X, \boldsymbol{Y})=\frac{Q_{i}(X, \boldsymbol{Y})}{X^{m-\ell} G_{i}(X)^{m-\ell}}, \quad G_{i}(X)=\prod_{h \neq i}\left(X+x_{i}-x_{h}\right)
$$

all the monomials of $Q_{i}(X, \boldsymbol{Y}) / X^{m-\ell}$ have the form $X^{h} \boldsymbol{Y}^{j}$ with $h+|\boldsymbol{j}| \geqslant m-(m-\ell)=\ell$ and, since $G_{i}(0) \neq 0$, the same holds for $Q_{i}^{\star}(X, \boldsymbol{Y})$.

Conversely, let $Q^{\prime}$ be any solution to Problem 1 with parameters $s, \ell, \ell, n, b-n(m-\ell), \boldsymbol{k}$. Proceeding as in the previous paragraph, one easily verifies that the product $Q^{\prime} G^{m-\ell}$ is a solution to Problem 1 with parameters $s, \ell, m, n, b, \boldsymbol{k}$, so the proof is complete.

## Appendix B. On a generalization of assumption $\mathrm{H}_{4}$

In this appendix, we show the relevance of the assumption " $k_{i}<n$ for some $i \in\{1, \cdots, n\}$ " when considering Problem [1; in particular when we assume $\mathbf{H}_{2}: k_{1}=\cdots=k_{s}=: k$, this shows the relevance of $\mathbf{H}_{\mathbf{4}}: k<n$. Namely, when $k_{i} \geqslant n$ for every $i$, Lemma 15 below gives an explicit solution to Problem 1. Although the assumption $k<n$ is natural in the coding theory context, we provide here an argument to support the above mentioned more general assumption independently from any application context.

Lemma 15. Let $s, \ell, m, n, b, \boldsymbol{k}$ be parameters for Problem 1 and suppose that $k_{r} \geqslant n$ for $r=1, \ldots, s$. If $b \leqslant m n$ then this problem has no solution. Otherwise, a solution is given by the polynomial $G^{m}$ (considered as an element of $\mathbb{K}[X, \boldsymbol{Y}]$ ).

Proof. If $b>m n$ then it is easily checked that $G^{m}$ satisfies conditions (ii)-(iv) and thus solves Problem 1. Now, to conclude the proof, let us show that if Problem 1 admits a solution $Q$, then $b>m n$ must hold. Let $d=\operatorname{deg}_{Y} Q$. If $d \geqslant m$, then the weighted-degree condition (iiii) gives $b>\operatorname{deg}_{X} Q\left(X, X^{k} \boldsymbol{Y}\right) \geqslant d\left(\min _{r} k_{r}\right) \geqslant m n$. Let us finally assume $d<m$. Following the proof of Lemma [14, we can write $Q=G(X)^{m-d} Q^{\star}$ for some $Q^{\star}$ in $\mathbb{K}[X, \boldsymbol{Y}]$ such that $\operatorname{deg}_{\boldsymbol{Y}} Q^{\star}=d$. Then, the weighted-degree condition gives $b>n(m-d)+\operatorname{deg}_{X} Q^{\star}\left(X, X^{k} \boldsymbol{Y}\right) \geqslant$ $n(m-d)+d n=m n$.

## Appendix C. Parameter constraints

We have seen that following the linear algebra point of view for solving Problem 1, the linearization of condition (iv) with the degree constraints (iii) and (iiii) yields a homogeneous linear system with $M$ equations and $N$ unknowns. Then, one may assume $M<N$ to ensure the existence of a solution to the problem. In particular in the coding theory context, this gives a constraint on the input parameters which is usually used to choose $s, m, \ell$ with respect to $n, k, b$.

Our goal in this appendix is to verify that in the coding theory context and considering the polynomial lattice point of view, the constraint on the parameters which ensures the existence of a nontrivial solution to Problem 1 is the same inequality $M<N$. In other words, if we require such a guarantee on the existence of a solution, these two approaches can solve Problem 1 for exactly the same set of parameters.

Let us assume $\mathbf{H}_{\mathbf{1}}, \mathbf{H}_{\mathbf{2}}, \mathbf{H}_{\mathbf{3}}, \mathbf{H}_{\mathbf{4}}$ and recall that in this context we have the identities

$$
\begin{gathered}
\Gamma=\left\{\boldsymbol{j} \in \mathbb{N}^{s}:|\boldsymbol{j}| \leqslant \ell\right\} \quad \text { and } \quad|\Gamma|=\binom{s+\ell}{s}, \\
N=\sum_{|j| \leqslant \ell} N_{\boldsymbol{j}}=\sum_{|j| \leqslant \ell} b-|\boldsymbol{j}| k=\binom{s+\ell}{s} b-\sum_{|j| \leqslant \ell}|\boldsymbol{j}| k, \\
M=\sum_{|i|<m} M_{i}=\sum_{|i|<m} n(m-|\boldsymbol{i}|)=\binom{s+m}{s+1} n .
\end{gathered}
$$

In the polynomial lattice based approach (see for instance [12]), the list-size and vanishing conditions (iii) and (iv) are consequences of belonging to the lattice $\mathcal{L}$ (two possibilities for building $\mathcal{L}$ are presented in Section (1). Thus, remembering how we built $\mathcal{L}$ with basis polynomials $h\left(X, X^{k} \boldsymbol{Y}\right)$ to account for the weighted-degree $(1, k, \ldots, k)$, we note that a shortest (nonzero) vector in the lattice $\mathcal{L}$ will correspond to a polynomial $Q(X, Y)$ satisfying (iii) and (iv) such that $\operatorname{deg}_{X} Q\left(X, X^{k} \boldsymbol{Y}\right)$ is minimal.

Besides, it is known [12, Section 2.2] that any shortest vector in $\mathcal{L}$ has degree at most $\operatorname{deg}(\operatorname{det} \mathcal{L}) / \operatorname{dim} \mathcal{L} ;$ that is, the corresponding $Q(X, \boldsymbol{Y})$ will satisfy $\operatorname{deg}_{X} Q\left(X, X^{k} \boldsymbol{Y}\right) \leqslant$ $\operatorname{deg}(\operatorname{det} \mathcal{L}) / \operatorname{dim} \mathcal{L}$. Then, in order to guarantee that a shortest vector in $\mathcal{L}$ will correspond to a polynomial $Q(X, \boldsymbol{Y})$ that satisfies the weighted-degree condition (iiil), we rely on the following condition:

$$
\begin{equation*}
\frac{\operatorname{deg}(\operatorname{det} \mathcal{L})}{\operatorname{dim} \mathcal{L}}<b \tag{15}
\end{equation*}
$$

For both lattices described in Section 11 one can verify that

$$
\operatorname{det} \mathcal{L}=G(X)^{i_{1}} X^{i_{2}}, \quad i_{1}=\sum_{0 \leqslant \backslash i \mid<m} n(m-|\boldsymbol{i}|), \quad i_{2}=\sum_{0 \leqslant|\boldsymbol{j}| \leqslant \ell}|\boldsymbol{j}| k
$$

so that the condition (15) can be rewritten

$$
\frac{1}{\binom{s+\ell}{s}}\left(\sum_{0 \leqslant|i|<m} n(m-|\boldsymbol{i}|)+\sum_{0 \leqslant|\boldsymbol{j}| \leqslant \ell}|\boldsymbol{j}| k\right)<b
$$

which is precisely the assumption $M<N$ seen before.
Thus, in both approaches, the same assumption can be used to ensure that we will find a solution to our problem. Now, solving Problem 1 without this assumption on the parameters, as we presented using structured linear algebra, can also be done in the context of polynomial lattice based algorithms. Indeed, even if the inequality (15) does not hold, one can still build the lattice, compute a shortest vector therein and check whether the corresponding polynomial $Q$ satisfies the weighted-degree condition. If it does, then $Q$ is a solution to our problem; otherwise, there is no solution with these parameters.
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