
HAL Id: hal-00933678
https://inria.hal.science/hal-00933678v1

Preprint submitted on 20 Jan 2014 (v1), last revised 14 Jan 2015 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A regularization approach to functional Itô calculus and
strong-viscosity solutions to path-dependent PDEs

Andrea Cosso, Francesco Russo

To cite this version:
Andrea Cosso, Francesco Russo. A regularization approach to functional Itô calculus and strong-
viscosity solutions to path-dependent PDEs. 2014. �hal-00933678v1�

https://inria.hal.science/hal-00933678v1
https://hal.archives-ouvertes.fr


A regularization approach to functional Itô calculus and
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Abstract

First, we revisit functional Itô/path-dependent calculus started by B. Dupire, R.

Cont and D.-A. Fournié, using the formulation of calculus via regularization. Relations

with the corresponding Banach space valued calculus introduced by C. Di Girolami and

the second named author are explored. The second part of the paper is devoted to the

study of the Kolmogorov type equation associated with the so called window Brownian

motion, called path-dependent heat equation, for which well-posedness at the level of

classical solutions is established. Then, a notion of strong approximating solution, called

strong-viscosity solution, is introduced which is supposed to be a substitution tool to

the viscosity solution. For that kind of solution, we also prove existence and uniqueness.

The notion of strong-viscosity solution motivates the last part of the paper which is

devoted to explore this new concept of solution for general semilinear PDEs in the finite

dimensional case. We prove an equivalence result between the classical viscosity solution

and the new one. The definition of strong-viscosity solution for semilinear PDEs is

inspired by the notion of good solution, and it is based again on an approximating

procedure.
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1 Introduction

Recently, a new branch of stochastic calculus has appeared, known as functional Itô calculus,

which results to be an extension of classical Itô calculus to functionals depending on the

all path of a stochastic process and not only on its current value, see Dupire [16], Cont

and Fournié [5, 6, 7]. On the other hand, C. Di Girolami, the second named author and

more recently G. Fabbri, have introduced in a series of papers ([12, 13, 14, 15, 11]), a

stochastic calculus via regularizations for processes taking values in a separable Banach

space B, which includes (when B = C([−T, 0]), as applications a path-dependent type

calculus having similar objectives.

In the first part of the present paper, we revisit functional Itô calculus by means of

stochastic calculus via regularization. We recall that developed functional Itô calculus

and derived a functional Itô’s formula using discretization techniques of Föllmer [23] type,

instead of regularization techniques. Let us illustrate another difference with respect to

[5]. One of the main issues of functional Itô calculus is the definition of the functional (or

pathwise) derivatives, i.e., the horizontal derivative (calling in only the past values of the

trajectory) and the vertical derivative (calling in only the present value of the trajectory).

In [5], it is essential to consider functionals defined on the space of càdlàg trajectories, since

the definition of functional derivatives necessitates of discontinuous paths. Therefore, if a

functional is defined only on the space of continuous trajectories (because, e.g., it depends

on the paths of a continuous process as Brownian motion), we have to extend it anyway to

the space of càdlàg trajectories, even though, in general, there is no unique way to extend

it. In contrast to this approach, we introduce an intermediate space between the space of

continuous trajectories C([−T, 0]) and the space of càdlàg trajectories D([−T, 0]), denoted
C ([−T, 0]), which allows us to define functional derivatives. C ([−T, 0]) is the space of

bounded trajectories on [−T, 0], continuous on [−T, 0[ and with possibly a jump at 0. We

endow C ([−T, 0]) with a topology such that C([−T, 0]) is dense in C ([−T, 0]) with respect

to this topology. Therefore, any functional U : [0, T ] × C([−T, 0]) → R, continuous with

respect to the topology of C ([−T, 0]), admits a unique extension to C ([−T, 0]), denoted
u : [0, T ]×C ([−T, 0]) → R. We present some significant functionals for which a continuous

extension exists. Then, we develop the functional Itô calculus for u : [0, T ]×C ([−T, 0]) → R.

Notice that we use a slightly different notation with respect to [5]. In particular, in

place of a map U : [0, T ] × C([−T, 0]) → R, in [5] a family of maps F = (Ft)t∈[0,T ], with

Ft : C([0, t]) → R, is considered. However, we can always move from one formulation to

the other. Indeed, given F = (Ft)t∈[0,T ], where each Ft : C([0, t]) → R, we can define

U : [0, T ]× C([−T, 0]) → R as follows:

U(t, η) := Ft(η(·+ T )|[0,t]), (t, η) ∈ [0, T ] × C([−T, 0]).

Vice-versa, let U : [0, T ] ×C([−T, 0]) → R and define F = (Ft)t∈[0,T ] as

Ft(η̃) := U(t, η), (t, η̃) ∈ [0, T ]× C([0, t]), (1.1)

where η is the element of C([−T, 0]) obtained from η̃ firstly translating η̃ on the interval

[−t, 0], then extending it in a constant way up to −T , namely η(x) := η̃(x+ t)1[−t,0](x) +
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η̃(−t)1[−T,−t)(x), for any x ∈ [−T, 0]. Observe that, in principle, the map U contains

more information than F , since in (1.1) we do not take into account the values of U at

(t, η) ∈ [0, T ] × C([−T, 0]) with η not constant on the interval [−T,−t]. Despite this, the

equivalence between the two notations is guaranteed by the fact that, as it will be clear later,

when we consider the composition of U with a stochastic process, this extra information

plays no role. Our formulation has two advantages. Firstly, we can work with a single

map instead of a family of maps. In addition, the time variable and the path have two

distinct roles in our setting, as for the time variable and the space variable in the classical

Itô calculus. This, in particular, allows us to define the horizontal derivative independently

of the time derivative, so that, the horizontal derivative defined in [5] corresponds to the

sum of our horizontal derivative and of the time derivative. We mention that an alternative

approach to functional derivatives was introduced in [1].

We end the first part of the paper showing how our functional Itô’s formula is strictly

related to the Itô’s formula derived in the framework of Banach space valued stochastic

calculus via regularization, for the case of window processes. This latter and brand new

branch of stochastic calculus and stochastic analysis has been recently conceived, deeply

studied, and developed in many directions in [15, 14, 13], [11] and for more details [12]. For

the particular case of window processes, we also refer to Theorem 6.3 and Section 7.2 in

[11]. In the present paper, we prove formulae which allow to express functional derivatives

in terms of differential operators arising in the Banach space valued stochastic calculus

via regularization, with the aim of identifying the building blocks of our functional Itô’s

formula with the terms appearing in the Itô’s formula for window processes.

Dupire [16] introduced also the concept of path-dependent partial differential equation,

to which the second part of the present paper is devoted. Di Girolami and the second

named author, in Chapter 9 of [12], considered a similar equation in the framework of

Banach space valued calculus, for which we refer also to [22]. We focus on path-dependent

nonlinear Kolmogorov equations driven by the path-dependent heat operator, for which

we provide a definition of classical solution. We prove a uniqueness result for this kind of

solution, by means of probabilistic methods based on the theory of backward stochastic

differential equations (BSDEs). More precisely, we show that, if a classical solution exists,

then it can be expressed through the solution of a certain backward stochastic differential

equation. Therefore, from the uniqueness of the BSDE it follows that there exists at most

one classical solution. Then, we prove an existence result for classical solutions. However,

this notion of solution turns out to be unsuitable to deal with all significant examples. As

a matter of fact, if we consider the path-dependent PDE arising in the hedging problem

of lookback contingent claims, we can not expect too much regularity of the solution (this

example is studied in detail in subsection 3.2). Therefore, we are led to consider a weaker

notion of solution to the path-dependent nonlinear Kolmogorov equation. In particular, we

are interested in a viscosity-type solution, namely a solution which is not required to be

differentiable, but only locally uniformly continuous.

The issue of providing a suitable definition of viscosity solutions for path-dependent

PDEs has attracted a great interest. We recall that Ekren, Keller, Touzi, and Zhang [17]

and Ekren, Touzi, and Zhang [19, 20] recently provided a definition of viscosity solution to
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path-dependent PDEs, replacing the classical minimum/maximum property, which appears

in the standard definition of viscosity solution, with an optimal stopping problem under

nonlinear expectation [18]. We also recall that other definitions of viscosity solutions for

path-dependent PDEs were given by Peng [33] and Tang and Zhang [42]. In contrast with

the above cited papers, our definition of solution is not inspired by the standard definition

of viscosity solution given in terms of test functions or jets. In fact, our weak solution,

called strong-viscosity solution, to the path-dependent nonlinear Kolmogorov equation is

defined, in a few words, as the pointwise limit of classical solutions to perturbed equations.

We notice that our definition is more similar in spirit to the concept of good solution,

which turned out to be equivalent to the definition of Lp-viscosity solution for certain fully

nonlinear partial differential equations, see, e.g., [3], [9], [26], and [27]. It has also some

similarities with the vanishing viscosity method, which represents one of the primitive ideas

leading to the conception of the modern definition of viscosity solution. Our definition is

likewise inspired by the notion of strong solution (which justifies the name of our solution),

as defined for example in [2], [24], and [25], even though strong solutions are required to be

more regular than simply locally uniformly continuous (this regularity is usually required

to prove uniqueness of strong solutions, which for example in [24] and [25] is based on a

Fukushima-Dirichlet decomposition). Instead, our definition of strong-viscosity solution to

the path-dependent nonlinear Kolmogorov equation is only required to be locally uniformly

continuous and with polynomial growth. The term viscosity in the name of our solution is

also justifies by the fact that in the finite dimensional case we have an equivalence result

between the notion of strong-viscosity solution and that of viscosity solution. We prove a

uniqueness theorem for strong-viscosity solutions using the theory of backward stochastic

differential equations and we provide an existence result.

We conclude the second part of the paper analyzing more in detail the notion of strong-

viscosity solution for semilinear equations, focusing on the more understandable finite di-

mensional case. In particular, we notice that, if from one hand we consider only equations,

as well as perturbed equations, whose classical solutions admit a nonlinear Feynman-Kac

representation formula in terms of BSDEs, on the other hand our definition of strong-

viscosity solution has the advantage that the comparison theorem follows directly from

the comparison theorem for BSDEs. In other words, the comparison theorem for strong-

viscosity solutions can be proved using probabilistic methods, in contrast to real analysis’

tools which characterize comparison theorems for viscosity solutions and revealed to be ar-

duous to extend to the infinite dimensional setting, see, e.g., [21]. We present two definitions

of strong-viscosity solution, one of them is more in the spirit of the standard definition of

viscosity solution, since it is required to be both a strong-viscosity subsolution and a strong-

viscosity supersolution. A strong-viscosity supersolution (resp. subsolution) is defined, in

few words, to be the pointwise limit of classical supersolutions (resp. subsolutions) to per-

turbed semilinear equations. We prove, using the theory of backward stochastic differential

equations, that a comparison theorem for strong-viscosity sub and supersolutions holds,

therefore obtaining a uniqueness result for our strong-viscosity solution. More precisely, we

prove that every strong-viscosity supersolution (resp. subsolution) can be represented by a

supersolution (resp. subsolution) of a BSDE. Indeed, every strong-viscosity supersolution
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is the limit of a sequence of classical supersolutions, which admit a representation in terms

of supersolutions of BSDEs. Then, using a limit theorem for BSDEs (partly inspired by the

monotonic limit theorem of Peng [32]), we derive a limit BSDE supersolution, which turns

out to be a probabilistic representation for our strong-viscosity supersolution. Therefore,

as already mentioned, the comparison theorem for strong-viscosity sub and supersolutions

is a consequence of the comparison theorem for BSDEs. We conclude investigating the

equivalence between the notion of strong-viscosity solution and the standard definition of

viscosity solution.

The rest of the paper is organized as follows. In section 2 we develop functional Itô cal-

culus via regularization: after a brief introduction on finite dimensional stochastic calculus

via regularization in subsection 2.1, we introduce and study the space C ([−T, 0]) in subsec-

tion 2.2; then, we define the pathwise derivatives and we prove the functional Itô’s formula

in subsection 2.3; in subsection 2.4, instead, we discuss the relation between functional Itô

calculus via regularization and Banach space valued stochastic calculus via regularization

for window processes. In section 3, on the other hand, we study path-dependent PDEs.

More precisely, in subsection 3.1 we discuss classical solutions to the path-dependent non-

linear Kolmogorov equation; in subsection 3.2 we present a significant hedging example to

motivate the introduction of a weaker notion of solution; in subsection 3.3 we provide the

definition of strong-viscosity solution to the path-dependent nonlinear Kolmogorov equa-

tion; finally, in subsection 3.4 we explore the notion of strong-viscosity solution for more

general PDEs (not only PDEs driven by the heat operator), in the finite dimensional case.

2 Functional Itô calculus: a regularization approach

2.1 Background: finite dimensional calculus via regularization

The theory of stochastic calculus via regularization has been developed in several papers,

starting from [37, 38]. We recall below only the results used in the present paper, and we

refer to [40] for a survey on the subject. We emphasize that integrands are allowed to be

anticipating. Moreover, the integration theory and calculus appears to be close to a pure

pathwise approach even though there is still a probability space behind.

Fix a probability space (Ω,F ,P) and T ∈]0,∞[. Let F = (Ft)t∈[0,T ] denote a filtration

satisfying the usual conditions. Let X = (Xt)t∈[0,T ] (resp. Y = (Yt)t∈[0,T ]) be a real

continuous (resp. P-a.s. integrable) process. Every real continuous process X = (Xt)t∈[0,T ]
is naturally extended to all t ∈ R setting Xt = X0, t ≤ 0, and Xt = XT , t ≥ T . We also

define a C([−T, 0])-valued process X = (Xt)t∈R, called the window process associated

with X, defined by

Xt := {Xt+x, x ∈ [−T, 0]}, t ∈ R.

Definition 2.1 Suppose that, for every t ∈ [0, T ], the following limit

∫ t

0
Ysd

−Xs := lim
ε→0+

∫ t

0
Ys
Xs+ε −Xs

ε
ds, (2.1)
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exists in probability. If the obtained random function admits a continuous modification,

that process is denoted by
∫ ·
0 Y d

−X and called forward integral of Y with respect to

X.

Definition 2.2 A family of processes (H
(ε)
t )t∈[0,T ] is said to converge to (Ht)t∈[0,T ] in the

ucp sense, if sup0≤t≤T |H(ε)
t −Ht| goes to 0 in probability, as ε→ 0+.

Proposition 2.1 Suppose that the limit (2.1) exists in the ucp sense. Then, the forward

integral
∫ ·
0 Y d

−X of Y with respect to X exists.

Let us introduce the concept of covariation, which is a crucial notion in stochastic

calculus via regularization. Let us suppose that X,Y are continuous processes.

Definition 2.3 The covariation of X and Y is defined by

[X,Y ]t = [Y,X]t = lim
ε→0+

1

ε

∫ t

0
(Xs+ε −Xs)(Ys+ε − Ys)ds, t ∈ [0, T ],

if the limit exists in probability for every t ∈ [0, T ], provided that the limiting random

function admits a continuous version (this is the case if the limit holds in the ucp sense). If

X = Y, X is said to be a finite quadratic variation process and we set [X] := [X,X].

The forward integral and the covariation generalize the classical Itô integral and covari-

ation for semimartingales. In particular, we have the following result, for a proof we refer

to, e.g., [40].

Proposition 2.2 The following properties hold:

(i) Let S1, S2 be continuous F-semimartingales. Then, [S1, S2] is the classical bracket

[S1, S2] = 〈M1,M2〉, where M1 (resp. M2) is the local martingale part of S1 (resp.

S2).

(ii) Let V be a continuous bounded variation process and Y be a càdlàg process (or vice-

versa); then [V ] = [Y, V ] = 0. Moreover
∫ ·
0 Y d

−V =
∫ ·
0 Y dV , is the Lebesgue-

Stieltjes integral.

(iii) If W is a Brownian motion and Y is an F-progressively measurable process such that
∫ T

0 Y 2
s ds <∞, P-a.s., then

∫ ·
0 Y d

−W exists and equals the Itô integral
∫ ·
0 Y dW .

We end this crash introduction to finite dimensional stochastic calculus via regular-

ization presenting one of its cornerstones: Itô’s formula. It is a well-known result in the

theory of semimartingales, but it also extends to the framework of finite quadratic variation

processes. For a proof we refer to Theorem 2.1 of [39].

Theorem 2.1 Let F : [0, T ] × R −→ R be of class C1,2 ([0, T ]× R) and X = (Xt)t∈[0,T ]
be a real continuous finite quadratic variation process. Then, the following Itô’s formula

holds, P-a.s.,

F (t,Xt) = F (0,X0) +

∫ t

0
∂tF (s,Xs)ds+

∫ t

0
∂xF (s,Xs)d

−Xs
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+
1

2

∫ t

0
∂2x xF (s,Xs)d[X]s, 0 ≤ t ≤ T. (2.2)

2.1.1 The deterministic calculus via regularization

A useful particular case of finite dimensional stochastic calculus via regularization arises

when Ω is a singleton, i.e., when the calculus becomes deterministic. In addition, in this

deterministic framework we will make use of the definite integral on an interval [a, b], where

a < b are two real numbers. Typically, we will consider a = −T or a = −t and b = 0.

We start with two conventions. By default, every bounded variation function f : [a, b] →
R will be considered as càdlàg. Moreover, if f : [a, b] → R is a càdlàg function, we extend

it naturally to another càdlàg function f̃ on the real line as follows:

f̃(x) =















f(b), x > b,

f(x), a ≤ x ≤ b,

0, x < a.

Definition 2.4 Let f : [a, b] → R be a càdlàg function and g : [a, b] → R be in L1([a, b]).

(i) Suppose that the following limit

∫

[a,b]
g(s)d−f(s) := lim

ε→0+

∫ b

a

g(s)
f(s + ε)− f(s)

ε
ds,

exists and it is finite. Then, the obtained quantity is denoted by
∫

[a,b] gd
−f and called

(deterministic, definite) forward integral of g with respect to f (on [a, b]).

(ii) Suppose that the following limit

∫

[a,b]
g(s)d+f(s) := lim

ε→0+

∫ b

a

g(s)
f(s)− f(s− ε)

ε
ds,

exists and it is finite. Then, the obtained quantity is denoted by
∫

[a,b] gd
+f and called

(deterministic, definite) backward integral of g with respect to f (on [a, b]).

Let us now introduce the deterministic covariation.

Definition 2.5 Let f, g : [a, b] → R be continuous functions and suppose that 0 ∈ [a, b].

The (deterministic) covariation of f and g (on [a, b]) is defined by

[f, g] (x) = [g, f ] (x) = lim
ε→0+

1

ε

∫ x

0
(f(s+ ε)− f(s))(g(s + ε)− g(s))ds, x ∈ [a, b],

if the limit exists and it is finite for every x ∈ [a, b]. If f = g, we set [f ] := [f, f ] and it is

called quadratic variation of f (on [a, b]).

We notice that in Definition 2.5 the quadratic variation [f ] is continuous on [a, b], since f

is a continuous function. We conclude this subsection with an integration by parts formula

for the deterministic forward and backward integrals.
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Proposition 2.3 Let f : [a, b] → R be a càdlàg function and g : [a, b] → R be a bounded

variation function. Then, the following integration by parts formulae hold:
∫

[a,b]
g(s)d−f(s) = g(b−)f(b)−

∫

]a,b]
f(s)dg(s) (2.3)

and, if f is continuous,
∫

[a,b]
g(s)d+f(s) = g(b)f(b) −

∫

]a,b]
f(s)dg(s). (2.4)

Proof. Let us prove the integration by parts formula (2.4) relative to the backward integral.

By its definition, we are led to consider the following expression, for ε > 0,

∫ b

a

g(s)
f(s)− f(s− ε)

ε
ds =

1

ε

∫ b

b−ε
g(s + ε)f(s)ds − 1

ε

∫ a

a−ε
g(s + ε)f(s)ds

−
∫ b

a

g(s+ ε)− g(s)

ε
f(s)ds.

Since g(s) = g(b), for s ≥ b, we get

1

ε

∫ b

b−ε
g(s + ε)f(s)ds = g(b)

1

ε

∫ b

b−ε
f(s)ds

ε→0+−→ g(b)f(b).

Moreover, since f(s) = 0, for s < a, we obtain

1

ε

∫ a

a−ε
g(s+ ε)f(s)ds = 0.

Finally, by Fubini’s theorem we have

∫ b

a

g(s + ε)− g(s)

ε
f(s)ds =

∫ b

a

1

ε

(
∫

]s,s+ε]
dg(r)

)

f(s)ds

=

∫

]a,b+ε]

1

ε

(
∫ b∧r

a∨(r−ε)
f(s)ds

)

dg(r).

Recalling that g(s) = g(b), for s ≥ b, and f(s) = 0, for s < a, we obtain

∫ b

a

g(s+ ε)− g(s)

ε
f(s)ds =

∫

]a,b]

1

ε

(
∫ b∧r

a∨(r−ε)
f(s)ds

)

dg(r)

=

∫

]a,b]

1

ε

(
∫ r

r−ε
f(s)ds

)

dg(r).

Since f is continuous at r ∈]a, b], it follows that
∫ r

r−ε f(s)ds/ε→ f(r) as ε→ 0+. Therefore,

by Lebesgue’s dominated convergence theorem, we find

∫

]a,b]

1

ε

(
∫ r

r−ε
f(s)ds

)

dg(r)
ε→0+−→

∫

]a,b]
f(r)dg(r),

which implies the validity of (2.4). The integration by parts formula relative to the forward

integral is proved analogously. 2
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2.2 The spaces C ([−T, 0]) and C ([−T, 0[)

Let C([−T, 0]) denote the set of real continuous functions on [−T, 0], endowed with supre-

mum norm ‖η‖∞ = supx∈[−T,0] |η(x)|, for any η ∈ C([−T, 0]).

Remark 2.1 We shall develop functional Itô calculus via regularization firstly for time-

independent functionals U : C([−T, 0]) → R, since we aim at emphasizing that in our

framework the time variable and the path play two distinct roles, as emphasized in the

introduction. This, also, allows us to focus only on the definition of horizontal and vertical

derivatives. Clearly, everything can be extended in an obvious way to the time-dependent

case U : [0, T ] × C([−T, 0]) → R, as we shall illustrate later. 2

Consider a map U : C([−T, 0]) → R. Our aim is to derive a functional Itô’s formula

for U . To do this, we are led to define, in the spirit of [16] and [5], the functional (i.e.,

horizontal and vertical) derivatives for U . Since the definition of functional derivatives

necessitates of discontinuous paths, in [5] the idea is to consider functionals defined on the

space of càdlàg trajectories D([−T, 0]). However, we can not, in general, extend in a unique

way a functional U defined on C([−T, 0]) to D([−T, 0]). Our idea, instead, is to consider

an intermediate space between C([−T, 0]) and D([−T, 0]), denoted C ([−T, 0]), which is the

space of bounded trajectories on [−T, 0], continuous on [−T, 0[ and with possibly a jump

at 0. We endow C ([−T, 0]) with a (inductive) topology such that C([−T, 0]) is dense in

C ([−T, 0]) with respect to this topology. Therefore, if U is continuous with respect to the

topology of C ([−T, 0]), then it admits a unique continuous extension u : C ([−T, 0]) → R.

Definition 2.6 We denote by C ([−T, 0]) the set of bounded functions η : [−T, 0] → R such

that η is continuous on [−T, 0[, equipped with the topology we now describe.

Convergence. We endow C ([−T, 0]) with a topology inducing the following convergence:

(ηn)n converges to η in C ([−T, 0]) as n tends to infinity if:

(i) ‖ηn‖∞ ≤ C, for any n ∈ N, for some positive constant C independent of n;

(ii) supx∈K |ηn(x)− η(x)| → 0 as n tends to infinity, for any compact set K ⊂ [−T, 0[;

(iii) ηn(0) → η(0) as n tends to infinity.

Topology. For each compact K ⊂ [−T, 0[ define the seminorm pK on C ([−T, 0]) by

pK(η) = sup
x∈K

|η(x)| + |η(0)|, ∀ η ∈ C ([−T, 0]).

Let M > 0 and CM ([−T, 0]) be the set of functions in C ([−T, 0]) which are bounded by

M . Still denote pK the restriction of pK to CM([−T, 0]) and consider the topology on

CM ([−T, 0]) induced by the collection of seminorms (pK)K . Then, we endow C ([−T, 0])
with the smallest topology (inductive topology) turning all the inclusions iM : CM([−T, 0]) →
C ([−T, 0]) into continuous maps.
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Remark 2.2 (i) Notice that C([−T, 0]) is dense in C ([−T, 0]), when endowed with the

topology of C ([−T, 0]). As a matter of fact, let η ∈ C ([−T, 0]) and define, for any n ∈
N\{0},

ϕn(x) =

{

η(x), −T ≤ x ≤ −1/n,

n(η(0) − η(−1/n))x + η(0), −1/n < x ≤ 0.

Then, we see that ϕn ∈ C([−T, 0]) and ϕn → η in C ([−T, 0]).
Now, for any a ∈ R define

Ca([−T, 0]) := {η ∈ C([−T, 0]) : η(0) = a},
Ca([−T, 0]) := {η ∈ C ([−T, 0]) : η(0) = a}.

Then, Ca([−T, 0]) is dense in Ca([−T, 0]) with respect to the topology of C ([−T, 0]).
(ii) We provide two examples of functionals U : C([−T, 0]) → R, continuous with respect to

the topology of C ([−T, 0]), and necessarily with respect to the topology of C([−T, 0]) (the
proof is straightforward and not reported):

(a) U(η) = g(η(t1), . . . , η(tn)), for all η ∈ C([−T, 0]), with −T ≤ t1 < · · · < tn ≤ 0 and

g : Rn → R continuous.

(b) U(η) =
∫

[−T,0] ϕ(x)d
−η(x), for all η ∈ C([−T, 0]), with ϕ : [0, T ] → R a càdlàg

bounded variation function. Concerning this example, keep in mind that, using the

integration by parts formula, U(η) admits the representation (2.3).

On the other hand, consider the functional U(η) = supx∈[−T,0] η(x), for all η ∈ C([−T, 0]). It
is obviously continuous, but it is not continuous with respect to the topology of C ([−T, 0]).
As a matter of fact, for any n ∈ N consider ηn ∈ C([−T, 0]) given by

ηn(x) =















0, −T ≤ x ≤ − T
2n ,

2n+1

T
x+ 2, − T

2n < x ≤ − T
2n+1 ,

−2n+1

T
x, − T

2n+1 < x ≤ 0.

Then, U(ηn) = supx∈[−T,0] ηn(x) = 1, for any n. However, ηn converges to the zero function

in C ([−T, 0]), as n tends to infinity. This example will play an important role in Section 3 to

justify a weaker notion of solution to the path-dependent nonlinear Kolmogorov equation.

2

To define the functional derivatives, we shall need to separate the “past” from the

“present” of η ∈ C ([−T, 0]). Indeed, roughly speaking, the horizontal derivative calls in

the past values of η, namely {η(x) : x ∈ [−T, 0[}, while the vertical derivative calls in the

present value of η, namely η(0). To this end, it is useful to introduce the space C ([−T, 0[).

Definition 2.7 We denote by C ([−T, 0[) the set of bounded continuous functions γ : [−T, 0[→
R, equipped with the topology we now describe.

Convergence. We endow C ([−T, 0[) with a topology inducing the following convergence:

(γn)n converges to γ in C ([−T, 0[) as n tends to infinity if:
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(i) supx∈[−T,0[ |γn(x)| ≤ C, for any n ∈ N, for some positive constant C independent of

n;

(ii) supx∈K |γn(x)− γ(x)| → 0 as n tends to infinity, for any compact set K ⊂ [−T, 0[.

Topology. For each compact K ⊂ [−T, 0[ define the seminorm qK on C ([−T, 0[) by

qK(γ) = sup
x∈K

|γ(x)|, ∀ γ ∈ C ([−T, 0[).

Let M > 0 and CM ([−T, 0[) be the set of functions in C ([−T, 0[) which are bounded by

M . Still denote qK the restriction of qK to CM ([−T, 0[) and consider the topology on

CM ([−T, 0[) induced by the collection of seminorms (qK)K . Then, we endow C ([−T, 0[)
with the smallest topology (inductive topology) turning all the inclusions iM : CM([−T, 0[) →
C ([−T, 0[) into continuous maps.

Remark 2.3 (i) Notice that C ([−T, 0]) is isomorphic to C ([−T, 0[) × R. As a matter of

fact, it is enough to consider the map

J : C ([−T, 0]) → C ([−T, 0[) × R

η 7→ (η|[−T,0[, η(0)).

Observe that J−1 : C ([−T, 0[)× R → C ([−T, 0]) is given by J−1(γ, a) = γ1[−T,0[ + a1{0}.

(ii) C ([−T, 0]) is a space which contains C([−T, 0]) as a subset and it has the property of sep-

arating “past” from “present”. Another space having the same property is L2([−T, 0]; dµ)
where µ is the sum of the Dirac measure at zero and Lebesgue measure. Similarly as for

item (i), that space is isomorphic to L2([−T, 0]) × R, which is a very popular space ap-

pearing in the analysis of functional dependent (as delay) equations, starting from [4].

2

For every u : C ([−T, 0]) → R, we can now exploit the space C ([−T, 0[) to define a map

ũ : C ([−T, 0[) × R → R where “past” and “present” are separated.

Definition 2.8 Let u : C ([−T, 0]) → R and define ũ : C ([−T, 0[) × R → R as

ũ(γ, a) := u(γ1[−T,0[ + a1{0}), ∀ (γ, a) ∈ C ([−T, 0[) × R. (2.5)

In particular, we have u(η) = ũ(η|[−T,0[, η(0)), for all η ∈ C ([−T, 0]).

We conclude this subsection with a characterization of the dual spaces of C ([−T, 0])
and C ([−T, 0[), which has an independent interest. Firstly, we need to introduce the set

M([−T, 0]) of finite signed Borel measures on [−T, 0]. We also denote M0([−T, 0]) ⊂
M([−T, 0]) the set of measures µ such that µ({0}) = 0.

Proposition 2.4 Let Λ ∈ C ([−T, 0])∗, the dual space of C ([−T, 0]). Then, there exists a

unique µ ∈ M([−T, 0]) such that

Λη =

∫

[−T,0]
η(x)µ(dx), ∀ η ∈ C ([−T, 0]).
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Proof. Let Λ ∈ C ([−T, 0])∗ and define

Λ̃ϕ := Λϕ, ∀ϕ ∈ C([−T, 0]).

Notice that Λ̃ : C([−T, 0]) → R is a continuous functional on the Banach space C([−T, 0])
endowed with the supremum norm ‖ · ‖∞. Therefore Λ̃ ∈ C([−T, 0])∗ and it follows from

Riesz representation theorem (see, e.g., Theorem 6.19 in [36]) that there exists a unique

µ ∈ M([−T, 0]) such that

Λ̃ϕ =

∫

[−T,0]
ϕ(x)µ(dx), ∀ϕ ∈ C([−T, 0]).

Obviously Λ̃ is also continuous with respect to the topology of C ([−T, 0]). Since C([−T, 0])
is dense in C ([−T, 0]) with respect to the topology of C ([−T, 0]), we deduce that there

exists a unique continuous extension of Λ̃ to C ([−T, 0]), which is clearly given by

Λη =

∫

[−T,0]
η(x)µ(dx), ∀ η ∈ C ([−T, 0]).

2

Proposition 2.5 Let Λ ∈ C ([−T, 0[)∗, the dual space of C ([−T, 0[). Then, there exists a

unique µ ∈ M0([−T, 0]) such that

Λγ =

∫

[−T,0[
γ(x)µ(dx), ∀ γ ∈ C ([−T, 0[).

Proof. Let Λ ∈ C ([−T, 0[)∗ and define

Λ̃η := Λ(η|[−T,0[), ∀ η ∈ C ([−T, 0]). (2.6)

Notice that Λ̃ : C ([−T, 0]) → R is a continuous functional on C ([−T, 0]). It follows from

Proposition 2.4 that there exists a unique µ ∈ M([−T, 0]) such that

Λ̃η =

∫

[−T,0]
η(x)µ(dx) =

∫

[−T,0[
η(x)µ(dx) + η(0)µ({0}), ∀ η ∈ C ([−T, 0]). (2.7)

Let η1, η2 ∈ C ([−T, 0]) be such that η11[−T,0[ = η21[−T,0[. Then, we see from (2.6)

that Λ̃η1 = Λ̃η2, which in turn implies from (2.7) that µ({0}) = 0. In conclusion,

µ ∈ M0([−T, 0]) and Λ is given by

Λγ =

∫

[−T,0[
γ(x)µ(dx), ∀ γ ∈ C ([−T, 0[).

2

2.3 Functional derivatives and functional Itô’s formula

In the present section we shall prove one of the main result of this section, namely the func-

tional Itô’s formula for U : C([−T, 0]) → R and, more generally, for U : [0, T ]×C([−T, 0]) →
R. We begin introducing the functional derivatives in the spirit of Dupire [16], firstly for a

functional u : C ([−T, 0]) → R, and then for U : C([−T, 0]) → R.
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Definition 2.9

Consider u : C ([−T, 0]) → R and η ∈ C ([−T, 0]).
(i) We say that u admits horizontal derivative at η if the following limit exists and it is

finite:

DHu(η) := lim
ε→0+

u(η(·)1[−T,0[ + η(0)1{0})− u(η(· − ε)1[−T,0[ + η(0)1{0})

ε
. (2.8)

(i)’ Let ũ be as in (2.5), then we say that ũ admits horizontal derivative at (γ, a) ∈
C ([−T, 0[) × R if the following limit exists and it is finite:

DH ũ(γ, a) := lim
ε→0+

ũ(γ(·), a) − ũ(γ(· − ε), a)

ε
. (2.9)

Notice that if DHu(η) exists then DH ũ(η|[−T,0[, η(0)) exists and they are equal; viceversa,

if DH ũ(γ, a) exists then DHu(γ1[−T,0[ + a1{0}) exists and they are equal.

(ii) We say that u admits first-order vertical derivative at η if the first-order partial

derivative at (η|[−T,0[, η(0)) of ũ with respect to its second argument, denoted by ∂aũ(η|[−T,0[, η(0)),

exists and we set

DV u(η) := ∂aũ(η|[−T,0[, η(0)).

(iii) We say that u admits second-order vertical derivative at η if the second-order

partial derivative at (η|[−T,0[, η(0)) of ũ with respect to its second argument, denoted by

∂2aaũ(η|[−T,0[, η(0)), exists and we set

DV V u(η) := ∂2aaũ(η|[−T,0[, η(0)).

Definition 2.10 We say that u : C ([−T, 0]) → R is of class C 1,2(past× present) if:

(i) u is continuous;

(ii) DHu exists everywhere on C ([−T, 0]) and for every γ ∈ C ([−T, 0[) the map

(ε, a) 7−→ DH ũ(γ(· − ε), a), (ε, a) ∈ [0,∞[×R

is continuous on [0,∞[×R;

(iii) DV u and DV V u exist everywhere on C ([−T, 0]) and are continuous.

Remark 2.4 Notice that in Definition 2.10 we still obtain the same class of functions

C 1,2(past× present) if we substitute point (ii) with:

(ii’) DHu exists everywhere on C ([−T, 0]) and for every γ ∈ C ([−T, 0[) there exists δ(γ) >
0 such that the map

(ε, a) 7−→ DH ũ(γ(· − ε), a), (ε, a) ∈ [0,∞[×R (2.10)

is continuous on [0, δ(γ)) × R.
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In particular, if (ii’) holds then we can always take δ(γ) = ∞ for any γ ∈ C ([−T, 0[), which
implies (ii). To prove this last statement, let us proceed by contradiction assuming that

δ∗(γ) = sup
{

δ(γ) > 0: the map (2.10) is continuous on [0, δ(γ)[×R
}

< ∞.

Notice that δ∗(γ) is in fact a max, therefore the map (2.10) is continuous on [0, δ∗(γ)[×R.

Now, define γ̄(·) := γ(· − δ∗(γ)). Then, by condition (ii’) there exists δ(γ̄) > 0 such that

the map

(ε, a) 7−→ DH ũ(γ̄(· − ε), a) = DH ũ(γ(· − ε− δ∗(γ)), a)

is continuous on [0, δ(γ̄)[×R. This shows that the map (2.10) is continuous on [0, δ∗(γ) +

δ(γ̄)[×R, a contradiction with the definition of δ∗(γ). 2

We can now provide the definition of functional derivatives for a map U : C([−T, 0]) → R.

Definition 2.11 Let U : C([−T, 0]) → R and η ∈ C([−T, 0]). Suppose that there exists

a unique extension u : C ([−T, 0]) → R of U (e.g., if U is continuous with respect to the

topology of C ([−T, 0])). Then we define:

(i) The horizontal derivative of U at η as:

DHU(η) := DHu(η).

(ii) The first-order vertical derivative of U at η as:

DV U(η) := DV u(η).

(iii) The second-order vertical derivative of U at η as:

DV V U(η) := DV V u(η).

Definition 2.12 We say that U : C([−T, 0]) → R is C1,2(past × present) if U admits a

(necessarily unique) extension u : C ([−T, 0]) → R of class C 1,2(past× present).

Theorem 2.2 Let U : C([−T, 0]) → R be of class C1,2(past× present) and X = (Xt)t∈[0,T ]
be a real continuous finite quadratic variation process. Then, the following functional

Itô’s formula holds, P-a.s.,

U(Xt) = U(X0) +

∫ t

0
DHU(Xs)ds+

∫ t

0
DV U(Xs)d−Xs +

1

2

∫ t

0
DV V U(Xs)d[X]s, (2.11)

for all 0 ≤ t ≤ T .

Proof. Fix t ∈ [0, T ] and consider the quantity

I0(ε, t) =

∫ t

0

U(Xs+ε)− U(Xs)
ε

ds =
1

ε

∫ t+ε

t

U(Xs)ds−
1

ε

∫ ε

0
U(Xs)ds, ε > 0.

Since (U(Xs))s≥0 is continuous, I0(ε, t) converges ucp to U(Xt)−U(X0), i.e., sup0≤t≤T |I0(ε, t)−
(U(Xt) − U(X0))| converges to zero in probability when ε → 0+. On the other hand, we

can write I0(ε, t) in terms of the function ũ, defined in (2.5), as follows

I0(ε, t) =

∫ t

0

ũ(Xs+ε|[−T,0[,Xs+ε)− ũ(Xs|[−T,0[,Xs)

ε
ds.
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Now we split I0(ε, t) into two terms:

I1(ε, t) =

∫ t

0

ũ(Xs+ε|[−T,0[,Xs+ε)− ũ(Xs|[−T,0[,Xs+ε)

ε
ds, (2.12)

I2(ε, t) =

∫ t

0

ũ(Xs|[−T,0[,Xs+ε)− ũ(Xs|[−T,0[,Xs)

ε
ds. (2.13)

We begin proving that

I1(ε, t)
ucp−→
ε→0+

∫ t

0
DHU(Xs)ds. (2.14)

Firstly, fix γ ∈ C ([−T, 0[) and define

φ(ε, a) := ũ(γ(· − ε), a), (ε, a) ∈ [0,∞[×R.

Then, denoting by ∂+ε φ the right partial derivative of φ with respect to ε and using formula

(2.9), we find

∂+ε φ(ε, a) = lim
r→0+

φ(ε+ r, a) − φ(ε, a)

r

= − lim
r→0+

ũ(γ(· − ε), a) − ũ(γ(· − ε− r), a)

r

= −DH ũ(γ(· − ε), a), ∀ (ε, a) ∈ [0,∞[×R.

Since u ∈ C 1,2(past × present), we see from Definition 2.10(ii), that ∂+ε φ is continuous on

[0,∞[×R. It follows from a standard differential calculus’ result (see for example Corollary

1.2, Chapter 2, in [31]) that φ is continuously differentiable on [0,∞[×R with respect to

its first argument. Then, for every (ε, a) ∈ [0,∞[×R, from the fundamental theorem of

calculus, we have

φ(ε, a) − φ(0, a) =

∫ ε

0
∂εφ(r, a)dr,

which in terms of ũ reads

ũ(γ(·), a) − ũ(γ(· − ε), a) =

∫ ε

0
DH ũ(γ(· − r), a)dr. (2.15)

Now, we rewrite, by means of a shift in time, the term I1(ε, t) in (2.12) as follows:

I1(ε, t) =

∫ t

0

ũ(Xs|[−T,0[,Xs)− ũ(Xs−ε|[−T,0[,Xs)

ε
ds

+

∫ t+ε

t

ũ(Xs|[−T,0[,Xs)− ũ(Xs−ε|[−T,0[,Xs)

ε
ds

−
∫ ε

0

ũ(Xs|[−T,0[,Xs)− ũ(Xs−ε|[−T,0[,Xs)

ε
ds. (2.16)

Plugging (2.15) into (2.16), setting γ = Xs, a = Xs, we obtain

I1(ε, t) =

∫ t

0

1

ε

(
∫ ε

0
DH ũ(Xs−r|[−T,0[,Xs)dr

)

ds
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+

∫ t+ε

t

1

ε

(
∫ ε

0
DH ũ(Xs−r|[−T,0[,Xs)dr

)

ds

−
∫ ε

0

1

ε

(
∫ ε

0
DH ũ(Xs−r|[−T,0[,Xs)dr

)

ds. (2.17)

Observe that
∫ t

0

1

ε

(
∫ ε

0
DH ũ(Xs−r|[−T,0[,Xs)dr

)

ds
ucp−→
ε→0+

∫ t

0
DHu(Xs)ds.

Similarly, we see that the other two terms in (2.17) converge ucp to zero. As a consequence,

we get (2.14).

Regarding I2(ε, t) in (2.13), it can be written, by means of the following standard

Taylor’s expansion for a function f ∈ C2(R):

f(b) = f(a) + f ′(a)(b − a) +
1

2
f ′′(a)(b − a)2

+

∫ 1

0
(1− α)

(

f ′′(a+ α(b− a))− f ′′(a)
)

(b− a)2dα,

as the sum of the following three terms:

I21(ε, t) =

∫ t

0
∂aũ(Xs|[−T,0[,Xs)

Xs+ε −Xs

ε
ds

I22(ε, t) =
1

2

∫ t

0
∂2aaũ(Xs|[−T,0[,Xs)

(Xs+ε −Xs)
2

ε
ds

I23(ε, t) =

∫ t

0

(
∫ 1

0
(1− α)

(

∂2aaũ(Xs|[−T,0[,Xs + α(Xs+ε −Xs))

− ∂2aaũ(Xs|[−T,0[,Xs)
)(Xs+ε −Xs)

2

ε
dα

)

ds.

By similar arguments as in Proposition 1.2 of [39], we have

I22(ε, t)
ucp−→
ε→0+

1

2

∫ t

0
∂2aaũ(Xs|[−T,0[,Xs)d[X]s =

1

2

∫ t

0
DV V u(Xs)d[X]s.

Regarding I23(ε, t), for every ω ∈ Ω, define ψω : [0, T ] × [0, 1] × [0, 1] → R as

ψω(s, α, ε) := (1− α)∂2aaũ
(

Xs|[−T,0[(ω),Xs(ω) + α(Xs+ε(ω)−Xs(ω))
)

,

for all (s, α, ε) ∈ [0, T ]× [0, 1]× [0, 1]. Notice that ψω is uniformly continuous. Denote ρψω

its continuity modulus, then

sup
t∈[0,T ]

|I23(ε, t)| ≤
∫ T

0
ρψω

(ε)
(Xs+ε −Xs)

2

ε
ds.

Since X has finite quadratic variation, we deduce that I23(ε, t) → 0 ucp as ε→ 0+. Finally,

because of I0(ε, t), I1(ε, t), I22(ε, t), and I23(ε, t) converge ucp, it follows that the forward

integral exists:

I21(ε, t)
ucp−→
ε→0+

∫ t

0
∂aũ(Xs|[−T,0[,Xs)d

−Xs =

∫ t

0
DV u(Xs)d

−Xs,

from which the thesis follows. 2
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Remark 2.5 Notice that, under the hypotheses of Theorem 2.2, the forward integral
∫ t

0 D
V U(Xs)d−Xs exists as a ucp limit, which is generally not required. 2

Remark 2.6 The definition of horizontal derivative. Notice that our definition of horizon-

tal derivative differs from that introduced in [16], since it is based on a limit on the left,

while the definition proposed in [16] would conduct to the following formula:

DH,+u(η) := lim
ε→0+

ũ(η(· + ε)1[−T,0[, η(0)) − ũ(η(·)1[−T,0[, η(0))
ε

. (2.18)

To give an insight into the difference between (2.8) and (2.18), let us consider a real continu-

ous finite quadratic variation processX with associated window process X. Then, in the def-

inition (2.18) ofDH,+u(Xt) we consider the increment ũ(Xt|[−T,0[(·+ε),Xt)−ũ(Xt|[−T,0[,Xt),

comparing the present value of u(Xt) = ũ(Xt|[−T,0[,Xt) with an hypothetical future value

ũ(Xt|[−T,0[(· + ε),Xt), obtained assuming a constant time evolution for X. On the other

hand, in our definition (2.8) we consider the increment ũ(Xt|[−T,0[,Xt)− ũ(Xt−ε|[−T,0[,Xt),

where only the present and past values of X are taken into account, and where we also

extend in a constant way the trajectory of X before time 0. In particular, unlike (2.18),

since we do not call in the future in our formula (2.8), we do not have to specify a future

time evolution for X, but only a past evolution before time 0. This difference between (2.8)

and (2.18) is crucial for the proof of the functional Itô’s formula. In particular, the adoption

of (2.18) as definition for the horizontal derivative would require an additional regularity

condition on u in order to prove an Itô’s formula for the process t 7→ u(Xt). Indeed, as it

can be seen from the proof of Theorem 2.2, to prove Itô’s formula we are led to consider

the following term:

I1(ε, t) =

∫ t

0

ũ(Xs+ε|[−T,0[,Xs+ε)− ũ(Xs|[−T,0[,Xs+ε)

ε
ds.

When adopting definition (2.18) it is convenient to write I1(ε, t) as the sum of two integrals:

I11(ε, t) =

∫ t

0

ũ(Xs+ε|[−T,0[,Xs+ε)− ũ(Xs|[−T,0[(·+ ε),Xs+ε)

ε
ds,

I12(ε, t) =

∫ t

0

ũ(Xs|[−T,0[(·+ ε),Xs+ε)− ũ(Xs|[−T,0[,Xs+ε)

ε
ds.

It can be shown quite easily that, under suitable regularity conditions on u (more precisely,

if u is continuous, DH,+u exists everywhere on C ([−T, 0]), and for every γ ∈ C ([−T, 0[)
the map (ε, a) 7−→ DH,+ũ(γ(·+ ε), a) is continuous on [0,∞) ×R), we have

I12(ε, t)
ucp−→
ε→0+

∫ t

0
DH,+u(Xs)ds.

To conclude the proof of Itô’s formula along the same lines as in Theorem 2.2, we should

prove

I11(ε, t)
ucp−→
ε→0+

0. (2.19)
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In order to guarantee (2.19), we need to impose some additional regularity condition on ũ,

and hence on u. As an example, (2.19) is satisfied if we assume the following condition on

ũ: there exists a constant C > 0 such that, for every ε > 0,

|ũ(γ1, a)− ũ(γ2, a)| ≤ Cε sup
x∈[−ε,0[

|γ1(x)− γ2(x)|,

for all γ1, γ2 ∈ C ([−T, 0[) and a ∈ R, with γ1(x) = γ2(x) for any x ∈ [−T,−ε]. This last

condition is verified if, for example, ũ is uniformly Lipschitz continuous with respect to the

L1([−T, 0])-norm on C ([−T, 0[), namely: there exists a constant C > 0 such that

|ũ(γ1, a)− ũ(γ2, a)| ≤ C

∫

[−T,0[
|γ1(x)− γ2(x)|dx,

for all γ1, γ2 ∈ C ([−T, 0[) and a ∈ R. 2

We conclude this subsection providing the functional Itô’s formula for a map U : [0, T ]×
C([−T, 0]) → R depending also on the time variable. Firstly, we notice that for a map

U : [0, T ] × C([−T, 0]) → R (resp. u : [0, T ] × C ([−T, 0]) → R) the functional derivatives

DHU , DV U , and DV V U (resp. DHu, DV u, and DV V u) are defined in an obvious way as in

Definition 2.11 (resp. Definition 2.9). Moreover, given u : [0, T ] × C ([−T, 0]) → R we can

define, as in Definition 2.8, a map ũ : [0, T ] × C ([−T, 0[) × R → R. Then, we can give the

following definitions.

Definition 2.13 Let I be [0, T [ or [0, T ]. We say that u : I × C ([−T, 0]) → R is of class

C 1,2((I × past)× present) if the properties below hold.

(i) u is continuous;

(ii) ∂tu exists everywhere on I × C ([−T, 0]) and is continuous;

(iii) DHu exists everywhere on I × C ([−T, 0]) and for every γ ∈ C ([−T, 0[) the map

(t, ε, a) 7−→ DH ũ(t, γ(· − ε), a), (t, ε, a) ∈ I × [0,∞[×R

is continuous on I × [0,∞[×R;

(iv) DV u and DV V u exist everywhere on I × C ([−T, 0]) and are continuous.

Definition 2.14 Let I be [0, T [ or [0, T ]. We say that U : I ×C([−T, 0]) → R is C1,2((I ×
past) × present)) if U admits a (necessarily unique) extension u : I × C ([−T, 0]) → R of

class C 1,2((I × past)× present).

We can now state the functional Itô’s formula, whose proof is not reported, since it can

be done along the same lines as Theorem 2.2.

Theorem 2.3 Let U : [0, T ]×C([−T, 0]) → R be of class C1,2(([0, T ]×past)×present) and

X = (Xt)t∈[0,T ] be a real continuous finite quadratic variation process. Then, the following

functional Itô’s formula holds, P-a.s.,

U(t,Xt) = U(0,X0) +

∫ t

0

(

∂tU(s,Xs) +DHU(s,Xs)
)

ds+

∫ t

0
DV U(s,Xs)d−Xs
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+
1

2

∫ t

0
DV V U(s,Xs)d[X]s, (2.20)

for all 0 ≤ t ≤ T .

Remark 2.7 Notice that, as a particular case, choosing U(t, η) = F (t, η(0)), for any

(t, η) ∈ [0, T ] × C([−T, 0]), with F ∈ C1,2([0, T ] × R), we retrieve the classical Itô’s

formula for finite quadratic variation processes, i.e. (2.2). More precisely, in this case

U admits as unique continuous extension the map u : [0, T ] × C ([−T, 0]) → R given by

u(t, η) = F (t, η(0)), for all (t, η) ∈ [0, T ] × C ([−T, 0]). Moreover, we see that DHU ≡ 0,

while DV U = ∂xF and DV V U = ∂2xxF , where ∂xF (resp. ∂2xxF ) denotes the first-order

(resp. second-order) partial derivative of F with respect to its second argument. 2

2.4 Comparison with Banach space valued calculus via regularization

In the present subsection our aim is to make a link between functional Itô calculus, as

derived in this paper, and Banach space valued stochastic calculus via regularization for

window processes, which has been conceived in [12], see also [15, 14, 13], and [11] for more

recent developments. More precisely, our purpose is to identify the building blocks of our

functional Itô’s formula (2.11) with the terms appearing in the Itô’s formula derived in

Theorem 6.3 and Section 7.2 in [11]. While it is expected that the vertical derivative DV U
can be identified with the term Dδ0

dxU of the Fréchet derivative, it is more difficult to guess

to which terms the horizontal derivative DHU corresponds. To clarify this latter point, in

this subsection we derive two formulae which express DHU in terms of Fréchet derivatives

of U .

Let us introduce some useful notations. We denote by BV ([−T, 0]) the set of càdlàg

bounded variation functions on [−T, 0], which is a Banach space when equipped with the

norm

‖η‖BV ([−T,0]) := |η(0)| + ‖η‖Var([−T,0]), η ∈ BV ([−T, 0]),

where ‖η‖Var([−T,0]) = |dη|([−T, 0]) and |dη| is the total variation measure associated to the

measure dη ∈ M([−T, 0]) generated by η: dη([−T,−t]) = η(−t) − η(−T ), t ∈ [−T, 0]. We

recall from subsection 2.1 that we extend η ∈ BV ([−T, 0]) to all x ∈ R setting η(x) = 0,

x < −T , and η(x) = η(0), x ≥ 0. Let us now introduce some useful facts about tensor

products of Banach spaces.

Definition 2.15 Let (E, ‖ · ‖E) and (F, ‖ · ‖F ) be two Banach spaces.

(i) We shall denote by E ⊗ F the algebraic tensor product of E and F , defined as the

set of elements of the form v =
∑n

i=1 ei ⊗ fi, for some positive integer n, where e ∈ E and

f ∈ F . The map ⊗ : E × F → E ⊗ F is bilinear.

(ii) We endow E ⊗ F with the projective norm π:

π(v) := inf

{ n
∑

i=1

‖ei‖E‖fi‖F : v =
n
∑

i=1

ei ⊗ fi

}

, ∀ v ∈ E ⊗ F.
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(iii) We denote by E⊗̂πF the Banach space obtained as the completion of E ⊗ F for the

norm π. We shall refer to E⊗̂πF as the tensor product of the Banach spaces E and

F .

(iv) If E and F are Hilbert spaces, we denote E⊗̂hF the Hilbert tensor product, which is

still a Hilbert space obtained as the completion of E⊗F for the scalar product 〈e′⊗ f ′, e′′⊗
f ′′〉 := 〈e′, e′′〉E〈f ′, f ′′〉F , for any e′, e′′ ∈ E and f ′, f ′′ ∈ F .

(v) The symbols E⊗̂2
π and e⊗2 denote, respectively, the Banach space E⊗̂πE and the ele-

ment e⊗ e of the algebraic tensor product E ⊗ E.

Remark 2.8 (i) The projective norm π belongs to the class of the so-called reasonable

crossnorms α on E ⊗ F , verifying α(e⊗ f) = ‖e‖E‖f‖F .
(ii) We notice, proceeding for example as in [14] (see, in particular, formula (2.1) in [14];

for more information on this subject we refer to [41]), that the dual (E⊗̂πF )
∗ of E⊗̂πF

is isomorphic to the space of continuous bilinear forms Bi(E,F ), equipped with the norm

‖ · ‖E,F defined as

‖Φ‖E,F := sup
e∈E,f∈F

‖e‖E ,‖f‖F≤1

|Φ(e, f)|, ∀Φ ∈ Bi(E,F ).

Moreover, there exists a canonical isomorphism between Bi(E,F ) and L(E,F ∗), the space

of bounded linear operators from E into F ∗. Hence, we have the following chain of identi-

fications: (E⊗̂πF )
∗ ∼= Bi(E,F ) ∼= L(E;F ∗). 2

Definition 2.16 Let E be a Banach space. We say that U : E → R is of class C2(E) if

(i) DU , the first Fréchet derivative of U , belongs to C(E;E∗) and

(ii) D2U , the second Fréchet derivative of U , belongs to C(E;L(E;E∗)).

Remark 2.9 Take E = C([−T, 0]) in Definition 2.16.

(i) First Fréchet derivative DU . We have

DU : C([−T, 0]) −→ (C([−T, 0]))∗ ∼= M([−T, 0]).

For every η ∈ C([−T, 0]), we shall denote DdxU(η) the unique measure in M([−T, 0]) such
that

DU(η)ϕ =

∫

[−T,0]
ϕ(x)DdxU(η), ∀ϕ ∈ C([−T, 0]).

Notice that M([−T, 0]) can be represented as the direct sum: M([−T, 0]) = M0([−T, 0])⊕
D0, where we recall that M0([−T, 0]) is the subset of M([−T, 0]) of measures µ such that

µ({0}) = 0, instead D0 (which is a shorthand for D0([−T, 0])) denotes the one-dimensional

space of measures which are multiples of the Dirac measure δ0. For every η ∈ C([−T, 0])
we denote by (D⊥

dxU(η),Dδ0
dxU(η)) the unique pair in M0([−T, 0])⊕D0 such that

DdxU(η) = D⊥
dxU(η) +Dδ0

dxU(η).

(ii) Second Fréchet derivative D2U . We have

D2U : C([−T, 0]) −→ L(C([−T, 0]); (C([−T, 0]))∗) ∼= Bi(C([−T, 0]), C([−T, 0]))
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∼= (C([−T, 0])⊗̂πC([−T, 0]))∗,

where we used the identifications of Remark 2.8(iii). Let η ∈ C([−T, 0]); a typical situation

arises when there existsDdx dyU(η) ∈ M([−T, 0]2) such thatD2U(η) ∈ L(C([−T, 0]); (C([−T, 0]))∗)
admits the representation

D2U(η)(ϕ,ψ) =

∫

[−T,0]2
ϕ(x)ψ(y)Ddx dyU(η), ∀ϕ,ψ ∈ C([−T, 0]).

Moreover, Ddx dyU(η) is uniquely determined. 2

The definition below was given in [12].

Definition 2.17 Let E be a Banach space. A Banach subspace (χ, ‖ · ‖χ) continuously

injected into (E⊗̂2
π)

∗, i.e., ‖ · ‖χ ≥ ‖ · ‖
(E⊗̂

2
π)

∗ , will be called a Chi-subspace (of (E⊗̂2
π)

∗).

Remark 2.10 Take E = C([−T, 0]) in Definition 2.17. As indicated in [12], a typical

example of Chi-subspace of C([−T, 0])⊗̂2
π is M([−T, 0]2) equipped with the usual total

variation norm, denoted by ‖ · ‖Var. Another important Chi-subspace of C([−T, 0])⊗̂2
π is

the following, which is also a Chi-subspace of M([−T, 0]2):

χ0 :=
{

µ ∈ M([−T, 0]2) : µ(dx, dy) = g1(x, y)dxdy + λ1δ0(dx) ⊗ δ0(dy)

+ g2(x)dx⊗ λ2δ0(dy) + λ3δ0(dx)⊗ g3(y)dy + g4(x)δy(dx)⊗ dy,

g1 ∈ L2([−T, 0]2), g2, g3 ∈ L2([−T, 0]), g4 ∈ L∞([−T, 0]), λ1, λ2, λ3 ∈ R
}

.

Using the notations of Example 3.4 and Remark 3.5 in [14], to which we refer for more details

on this subject, we notice that χ0 is indeed given by the direct sum χ0 = L2([−T, 0]2) ⊕
(

L2([−T, 0])⊗̂hD0

)

⊕
(

D0⊗̂hL
2([−T, 0])

)

⊕ D0,0([−T, 0]2) ⊕Diag([−T, 0]2). In the sequel,

we shall refer to the term g4(x)δy(dx) ⊗ dy as the diagonal component and to g4(x) as

the diagonal element of µ. 2

We can now state our first representation result for DHU .

Proposition 2.6 Let U : C([−T, 0]) → R be continuously Fréchet differentiable. Suppose

the following.

(i) For any η ∈ C([−T, 0]) there exists Dac
x U(η) ∈ BV ([−T, 0]) such that

D⊥
dxU(η) = Dac

x U(η)dx.

(ii) There exist continuous extensions (necessarily unique):

u : C ([−T, 0]) → R, Dac
x u : C ([−T, 0]) → BV ([−T, 0])

of U and Dac
x U , respectively.

Then, for any η ∈ C([−T, 0]),

DHU(η) =

∫

[−T,0]
Dac
x U(η)d+η(x), (2.21)

where we recall that previous deterministic integral has been defined in Section 2.1.1. In

particular, the horizontal derivative DHU(η) and the backward integral in (2.21) exist.
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Proof. Let η ∈ C([−T, 0]), then starting from the left-hand side of (2.21), using the

definition of DHU(η), we are led to consider the following increment for the function u:

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})

ε
. (2.22)

We shall expand (2.22) using a Taylor’s formula. Firstly, notice that, since U is C1 Fréchet

on C([−T, 0]), for every η1 ∈ C([−T, 0]), with η1(0) = η(0), from the fundamental theorem

of calculus we have

U(η) − U(η1) =

∫ 1

0

(
∫ 0

−T
Dac
x U(η + λ(η1 − η))(η(x) − η1(x))dx

)

dλ.

Recalling from Remark 2.2 the density of Cη(0)([−T, 0]) in Cη(0)([−T, 0]) with respect to

the topology of C ([−T, 0]), we deduce the following Taylor’s formula for u:

u(η)− u(η1) =

∫ 1

0

(
∫ 0

−T
Dac
x u(η + λ(η1 − η))(η(x) − η1(x))dx

)

dλ, (2.23)

for all η1 ∈ Cη(0)([−T, 0]). As a matter of fact, for any δ ∈]0, T/2] let (similarly to Remark

2.2(i))

η1,δ(x) :=

{

η1(x), −T ≤ x ≤ −δ,
1
δ
(η1(0)− η1(−δ))x+ η1(0), −δ < x ≤ 0

and η1,0 := η1. Then η1,δ ∈ C([−T, 0]), for any δ ∈]0, T/2], and η1,δ → η1 in C ([−T, 0]), as
δ → 0+. Now, define f : [−T, 0]× [0, 1] × [0, T/2] → R as follows

f(x, λ, δ) := Dac
x u(η + λ(η1,δ − η))(η(x) − η1,δ(x)),

for all (x, λ, δ) ∈ [−T, 0]× [0, 1]× [0, T/2]. Notice that f is continuous and hence bounded,

since its domain is a compact set. Then, it follows from Lebesgue’s dominated convergence

theorem that

∫ 1

0

(
∫ 0

−T
Dac
x U(η + λ(η1,δ − η))(η(x) − η1,δ(x))dx

)

dλ

=

∫ 1

0

(
∫ 0

−T
f(x, λ, δ)dx

)

dλ
δ→0+−→

∫ 1

0

(
∫ 0

−T
f(x, λ, 0)dx

)

dλ

=

∫ 1

0

(
∫ 0

−T
Dac
x u(η + λ(η1 − η))(η(x) − η1(x))dx

)

dλ,

from which we deduce (2.23), since U(η1,δ) → u(η1) as δ → 0+. Taking η1(·) = η(· −
ε)1[−T,0[ + η(0)1{0}, we obtain

u(η)− u(η(· − ε)1[−T,0[ + η(0)1{0})

ε

=

∫ 1

0

(
∫ 0

−T
Dac
x u

(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
)η(x)− η(x− ε)

ε
dx

)

dλ

= I1(η, ε) + I2(η, ε) + I3(η, ε),
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where

I1(η, ε) :=

∫ 1

0

(
∫ 0

−T
η(x)

1

ε

(

Dac
x u

(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
)

−Dac
x+εu

(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
)

)

dx

)

dλ,

I2(η, ε) :=
1

ε

∫ 1

0

(
∫ 0

−ε
η(x)Dac

x+εu
(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
)

dx

)

dλ,

I3(η, ε) := −1

ε

∫ 1

0

(
∫ −T

−T−ε
η(x)Dac

x+εu
(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
)

dx

)

dλ.

Notice that, since η(x) = 0 for x < −T , we see that I2(η, ε) = 0. Moreover, since Dac
x u(·) =

Dac
0 u(·), for x ≥ 0, and η+ λ(η(· − ε)− η(·))1[−T,0[ → η in C ([−T, 0]) as ε→ 0+, it follows

that (using the continuity of Dac
x u from C ([−T, 0]) into BV ([−T, 0]), which implies that

Dac
0 u(η + λ(η(· − ε)− η(·))1[−T,0[) → Dac

0 u(η) as ε→ 0+)

1

ε

∫ 0

−ε
η(x)Dac

x+εu
(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
)

dx

=
1

ε

∫ 0

−ε
η(x)dxDac

0 u
(

η + λ
(

η(· − ε)− η(·)
)

1[−T,0[
) ε→0+−→ η(0)Dac

0 u(η).

Finally, concerning I1(η, ε), from Fubini’s theorem we obtain (denoting ηε,λ := η + λ(η(· −
ε)− η(·))1[−T,0[)

I1(η, ε) =

∫ 1

0

(
∫ 0

−T
η(x)

1

ε

(

Dac
x u(ηε,λ)−Dac

x+εu(ηε,λ)
)

dx

)

dλ

= −
∫ 1

0

(
∫ 0

−T
η(x)

1

ε

(
∫

]x,x+ε]
Dac
dyu(ηε,λ)

)

dx

)

dλ

= −
∫ 1

0

(
∫

]−T,ε]

1

ε

(
∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)

Dac
dyu(ηε,λ)

)

dλ

= I11(η, ε) + I12(η, ε),

where

I11(η, ε) := −
∫ 1

0

(
∫

]−T,ε]

1

ε

(
∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)

(

Dac
dyu(ηε,λ)−Dac

dyu(η)
)

)

dλ,

I12(η, ε) := −
∫ 1

0

(
∫

]−T,ε]

1

ε

(
∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)

Dac
dyu(η)

)

dλ

= −
(
∫

]−T,ε]

1

ε

(
∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)

Dac
dyu(η).

Recalling that Dac
x u(·) = Dac

0 u(·), for x ≥ 0, we see that in I11(η, ε) and I12(η, ε) the

integrals on ]− T, ε] are equal to the same integrals on ]− T, 0], i.e.,

I11(η, ε) = −
∫ 1

0

(
∫

]−T,0]

1

ε

(
∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)

(

Dac
dyu(ηε,λ)−Dac

dyu(η)
)

)

dλ
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= −
∫ 1

0

(
∫

]−T,0]

1

ε

(
∫ y

y−ε
η(x)dx

)

(

Dac
dyu(ηε,λ)−Dac

dyu(η)
)

)

dλ,

I12(η, ε) = −
∫

]−T,0]

1

ε

(
∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)

Dac
dyu(η)

= −
∫

]−T,0]

1

ε

(
∫ y

y−ε
η(x)dx

)

Dac
dyu(η).

Now, observe that

|I11(η, ε)| ≤ ‖η‖∞‖Dac
· u(ηε,λ)−Dac

· u(η)‖Var([−T,0])
ε→0+−→ 0.

Moreover, since η is continuous at y ∈] − T, 0], we deduce that
∫ y

y−ε η(x)dx/ε → η(y) as

ε→ 0+. Therefore, by Lebesgue’s dominated convergence theorem, we get

I12(η, ε)
ε→0+−→ −

∫

]−T,0]
η(y)Dac

dyu(η).

In conclusion, we have

DHU(η) = η(0)Dac
0 u(η)−

∫

]−T,0]
η(y)Dac

dyu(η),

which gives (2.21) using the integration by parts formula (2.4). 2

For our second representation result of DHU we need the following generalization of the

deterministic backward integral when the integrand is a measure.

Definition 2.18 Let f : [−T, 0] → R be a càdlàg function and g ∈ M([−T, 0]). Suppose

that the following limit
∫

[−T,0]
g(ds)d+f(s) := lim

ε→0+

∫

[−T,0]
g(ds)

f(s)− f(s− ε)

ε
,

exists and it is finite. Then, the obtained quantity is denoted by
∫

[−T,0] gd
+f and called

(deterministic, definite) backward integral of g with respect to f (on [a, b]).

Proposition 2.7 Let η ∈ C([−T, 0]) be such that the quadratic variation on [−T, 0] exists.
Let U : C([−T, 0]) → R be twice continuously Fréchet differentiable such that

D2U : C([−T, 0]) −→ χ0 ⊂ (C([−T, 0])⊗̂πC([−T, 0]))∗ continuously with respect to χ0.

Let us also suppose the following.

(i) D2,Diag
x U(η), the diagonal element of the second-order derivative at η, has a set of dis-

continuity which has null measure with respect to [η] (in particular, if it is countable).

(ii) There exist continuous extensions (necessarily unique):

u : C ([−T, 0]) → R, D2
dx dyu : C ([−T, 0]) → χ0

of U and D2
dx dyU , respectively.
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(iii) The horizontal derivative DHU(η) exists at η ∈ C([−T, 0]).

Then

DHU(η) =

∫

[−T,0]
D⊥
dxU(η)d+η(x) −

1

2

∫

[−T,0]
D2,Diag
x U(η)d[η](x). (2.24)

In particular, the backward integral in (2.24) exists.

Proof. Let η ∈ C([−T, 0]), then using the definition of DHU(η) we are led to consider the

following increment for the function u:

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})

ε
, (2.25)

with ε > 0. Our aim is to expand (2.25) using a Taylor’s formula. To this end, we begin

noting that, since U is C2 Fréchet, for every η1 ∈ C([−T, 0]) the following standard Taylor’s

expansion holds:

U(η1) = U(η) +
∫

[−T,0]
DdxU(η)

(

η1(x)− η(x)
)

+
1

2

∫

[−T,0]2
D2
dx dyU(η)

(

η1(x)− η(x)
)(

η1(y)− η(y)
)

+

∫ 1

0
(1− λ)

(
∫

[−T,0]2

(

D2
dx dyU(η + λ(η1 − η))

−D2
dx dyU(η)

)

(

η1(x)− η(x)
)(

η1(y)− η(y)
)

)

dλ.

Now, using the density of Cη(0)([−T, 0]) into Cη(0)([−T, 0]) with respect to the topology

of C ([−T, 0]) and proceeding as in the proof of Proposition 2.6, we deduce the following

Taylor’s formula for u:

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})

ε
(2.26)

=

∫

[−T,0]
D⊥
dxU(η)

η(x) − η(x− ε)

ε

− 1

2

∫

[−T,0]2
D2
dx dyU(η)

(η(x) − η(x− ε))(η(y) − η(y − ε))

ε
1[−T,0[×[−T,0[(x, y)

−
∫ 1

0
(1− λ)

(
∫

[−T,0]2

(

D2
dx dyu(η + λ(η(· − ε)− η(·))1[−T,0[)

−D2
dx dyU(η)

) (η(x)− η(x− ε))(η(y) − η(y − ε))

ε
1[−T,0[×[−T,0[(x, y)

)

dλ.

Recalling the definition of χ0 given in Remark 2.10, we notice that (due to the presence of

the indicator function 1[−T,0[×[−T,0[)

∫

[−T,0]2
D2
dx dyU(η)

(η(x) − η(x− ε))(η(y) − η(y − ε))

ε
1[−T,0[×[−T,0[(x, y)

=

∫

[−T,0]2
D2,L2

x y U(η)(η(x) − η(x− ε))(η(y) − η(y − ε))

ε
dx dy
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+

∫

[−T,0]
D2,Diag
x U(η)(η(x) − η(x− ε))2

ε
dx,

where, by hypothesis, the maps η ∈ C ([−T, 0]) 7→ D2,L2

x y u(η) ∈ L2([−T, 0]2) and η ∈
C ([−T, 0]) 7→ D2,Diag

x u(η) ∈ L∞([−T, 0]) are continuous. In particular, (2.26) becomes

u(η)− u(η(· − ε)1[−T,0[ + η(0)1{0})

ε
= I1(ε) + I2(ε) + I3(ε) + I4(ε) + I5(ε), (2.27)

where

I1(ε) :=

∫

[−T,0]
D⊥
dxU(η)

η(x) − η(x− ε)

ε
,

I2(ε) := −1

2

∫

[−T,0]2
D2,L2

x y U(η)(η(x) − η(x− ε))(η(y) − η(y − ε))

ε
dx dy,

I3(ε) := −1

2

∫

[−T,0]
D2,Diag
x U(η)(η(x) − η(x− ε))2

ε
dx,

I4(ε) := −
∫ 1

0
(1− λ)

(
∫

[−T,0]2

(

D2,L2

x y u(η + λ(η(· − ε)− η(·))1[−T,0[)

−D2,L2

x y U(η)
) (η(x) − η(x− ε))(η(y) − η(y − ε))

ε
dx dy

)

dλ,

I5(ε) := −
∫ 1

0
(1− λ)

(
∫

[−T,0]

(

D2,Diag
x u(η + λ(η(· − ε)− η(·))1[−T,0[)

−D2,Diag
x U(η)

) (η(x)− η(x− ε))2

ε
dx

)

dλ.

Firstly, we shall prove that

I2(ε)
ε→0+−→ 0. (2.28)

To this end, for every ε > 0, define the operator Tε : L
2([−T, 0]2) → R as follows:

Tε g =

∫

[−T,0]2
g(x, y)

(η(x) − η(x− ε))(η(y) − η(y − ε))

ε
dx dy, ∀ g ∈ L2([−T, 0]2).

Then Tε ∈ L2([−T, 0])∗. Indeed, from Cauchy-Schwarz inequality,

|Tε g| ≤ ‖g‖L2([−T,0]2)

√

∫

[−T,0]2

(η(x)− η(x− ε))2(η(y) − η(y − ε))2

ε2
dx dy

= ‖g‖L2([−T,0]2)

∫

[−T,0]

(η(x) − η(x− ε))2

ε
dx

and this last quantity is bounded with respect to ε since the quadratic variation of η on

[−T, 0] exists. In particular, we have proved that for every g ∈ L2([−T, 0]2) there exists a

constant Mg ≥ 0 such that

sup
0<ε<1

|Tε g| ≤ Mg.

It follows from Banach-Steinhaus theorem that there exists a constant M ≥ 0 such that

sup
0<ε<1

‖Tε‖L2([−T,0])∗ ≤ M. (2.29)
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Now, let us consider the set S := {g ∈ L2([−T, 0]2) : g(x, y) = e(x)f(y), with e, f ∈
C1([−T, 0])}, which is dense in L2([−T, 0]2). Let us show that

Tε g
ε→0+−→ 0, ∀ g ∈ S. (2.30)

Fix g ∈ S, with g(x, y) = e(x)f(y) for any (x, y) ∈ [−T, 0], then

Tε g =
1

ε

∫

[−T,0]
e(x)

(

η(x)− η(x− ε)
)

dx

∫

[−T,0]
f(y)

(

η(y)− η(y − ε)
)

dy. (2.31)

We have
∣

∣

∣

∣

∫

[−T,0]
e(x)

(

η(x)− η(x− ε)
)

dx

∣

∣

∣

∣

=

∣

∣

∣

∣

∫

[−T,0]

(

e(x)− e(x+ ε)
)

η(x)dx

−
∫

[−T−ε,−T ]
e(x+ ε)η(x)dx +

∫

[−ε,0]
e(x+ ε)η(x)dx

∣

∣

∣

∣

≤ ε

(
∫

[−T,0]
|ė(x)|dx + 2‖e‖∞

)

‖η‖∞.

Similarly,
∣

∣

∣

∣

∫

[−T,0]
f(y)

(

η(y)− η(y − ε)
)

dy

∣

∣

∣

∣

≤ ε

(
∫

[−T,0]
|ḟ(y)|dy + 2‖f‖∞

)

‖η‖∞.

Therefore, from (2.31) we find

|Tε g| ≤ ε

(
∫

[−T,0]
|ė(x)|dx+ 2‖e‖∞

)(
∫

[−T,0]
|ḟ(y)|dy + 2‖f‖∞

)

‖η‖2∞,

which converges to zero as ε goes to zero and therefore (2.30) is established. This in turn

implies that

Tε g
ε→0+−→ 0, ∀ g ∈ L2([−T, 0]2). (2.32)

Indeed, fix g ∈ L2([−T, 0]2) and let (gn)n ⊂ S be such that gn → g in L2([−T, 0]2). Then

|Tε g| ≤ |Tε(g − gn)|+ |Tε gn| ≤ ‖Tε‖L2([−T,0]2)∗‖g − gn‖L2([−T,0]2) + |Tε gn|.

From (2.29) it follows that

|Tε g| ≤ M‖g − gn‖L2([−T,0]2) + |Tε gn|,

which implies lim supε→0+ |Tε g| ≤ M‖g − gn‖L2([−T,0]2). Sending n to infinity, we deduce

(2.32) and finally (2.28).

Let us now consider the term I3(ε) in (2.27). Since the quadratic variation [η] exists, it

follows from Portmanteau’s theorem and hypothesis (i) that

I3(ε) =

∫

[−T,0]
D2,Diag
x U(η)(η(x) − η(x− ε))2

ε
dx −→

ε→0+

∫

[−T,0]
D2,Diag
x U(η)d[η](x).

Regarding the term I4(ε) in (2.27), let φη : [0, 1]
2 → L2([−T, 0]2) be given by

φη(ε, λ)(·, ·) = D2,L2

· · u
(

η + λ(η(· − ε)− η(·))1[−T,0[
)

.
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By hypothesis, φη is a continuous map, and hence it is uniformly continuous, since [0, 1]2

is a compact set. Let ρφη denote the continuity modulus of φη, then
∥

∥D2,L2

· · u
(

η + λ(η(· − ε)− η(·))1[−T,0[
)

−D2,L2

· · U(η)
∥

∥

L2([−T,0]2)

= ‖φη(ε, λ) − φη(0, λ)‖L2([−T,0]2) ≤ ρφη(ε).

This implies, by Cauchy-Schwarz inequality,
∣

∣

∣

∣

∫ 1

0
(1 − λ)

(
∫

[−T,0]2

(

D2,L2

x y u(η + λ(η(· − ε)− η(·))1[−T,0[)

−D2,L2

x y U(η)
) (η(x)− η(x− ε))(η(y) − η(y − ε))

ε
dx dy

)

dλ

∣

∣

∣

∣

≤
∫ 1

0
(1− λ)

∥

∥D2,L2

· · u(η + λ(η(· − ε)− η(·))1[−T,0])

−D2,L2

· · U(η)
∥

∥

L2([−T,0]2)

√

∫

[−T,0]2

(η(x) − η(x− ε))2(η(y) − η(y − ε))2

ε2
dx dy dλ

≤
∫ 1

0
(1− λ)ρφη (ε)

(
∫

[−T,0]

(η(x)− η(x− ε))2

ε
dx

)

dλ

=
1

2
ρφη(ε)

∫

[−T,0]

(η(x)− η(x− ε))2

ε
dx

ε→0+−→ 0.

Finally, we consider the term I5(ε) in (2.27). Define ψη : [0, 1]
2 → L∞([−T, 0]) as follows:

ψη(ε, λ)(·) = D2,Diag
· u

(

η + λ(η(· − ε)− η(·))1[−T,0[
)

.

We see that ψη is uniformly continuous. Let ρψη
denote the continuity modulus of ψη , then

∥

∥D2,Diag
· u

(

η + λ(η(· − ε)− η(·))1[−T,0[
)

−D2,Diag
· U(η)

∥

∥

L∞([−T,0])

= ‖ψη(ε, λ) − ψη(0, λ)‖L∞([−T,0]) ≤ ρψη
(ε).

Therefore, we have
∣

∣

∣

∣

∫ 1

0
(1− λ)

(
∫

[−T,0]

(

D2,Diag
x u(η + λ(η(· − ε)− η(·))1[−T,0[)

−D2,Diag
x U(η)

) (η(x)− η(x− ε))2

ε
dx

)

dλ

∣

∣

∣

∣

≤
∫ 1

0
(1− λ)

(
∫

[−T,0]
ρψη

(ε)
(η(x) − η(x− ε))2

ε
dx

)

dλ

=
1

2
ρψη

(ε)

∫

[−T,0]

(η(x) − η(x− ε))2

ε
dx

ε→0+−→ 0.

In conclusion, we have proved that all the integral terms in the right-hand side of (2.27),

unless I1(ε), admit a limit when ε goes to zero. Since the left-hand side admits a limit,

namely DHU(η), we deduce that the backward integral

I1(ε) =

∫

[−T,0]
D⊥
dxU(η)

η(x) − η(x− ε)

ε

ε→0+−→
∫

[−T,0]
D⊥
dxU(η)d+η(x)

exists and it is finite, which concludes the proof. 2
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3 Strong-viscosity solutions to path-dependent PDEs

In the present section, we study the path-dependent nonlinear Kolmogorov equation:

{

∂tU +DHU + 1
2D

V V U = F (t, η,U ,DV U), ∀ (t, η) ∈ [0, T [×C([−T, 0]),
U(T, η) = G(η), ∀ η ∈ C([−T, 0]),

(3.1)

where G : C([−T, 0]) → R and F : [0, T ] × C([−T, 0]) × R × R → R are Borel measurable

functions. Firstly, we provide a definition of classical solution to equation (3.1). Then, mo-

tivated by a significant hedging example, we introduce a concept of weak (strong-viscosity)

solution.

3.1 Path-dependent Kolmogorov equation: classical solutions

In this subsection, we give the definition of classical solution to the path-dependent nonlin-

ear Kolmogorov equation (3.1) and provide a uniqueness result using BSDE methods. We

conclude proving existence in the case F ≡ 0, arising for example in hedging problems of

path-dependent contingent claims.

Definition 3.1 A function U : [0, T ] × C([−T, 0]) → R in C1,2(([0, T [×past) × present) ∩
C([0, T ] × C([−T, 0])), which solves equation (3.1), is called a classical solution to the

path-dependent nonlinear Kolmogorov equation (3.1).

To prove uniqueness we need to introduce some additional notations. Let (Ω,F ,P) be a

complete probability space on which a real Brownian motion W = (Wt)t≥0 is defined. Let

F = (Ft)t≥0 denote the completion of the natural filtration generated by W .

• Sp(t, T ), p ≥ 1, 0 ≤ t ≤ T , the set of real càdlàg F-predictable processes Y = (Ys)t≤s≤T
such that

‖Y ‖p
Sp(t,T )

:= E

[

sup
t≤s≤T

|Ys|p
]

< ∞.

• Hp(t, T )d, p ≥ 1, 0 ≤ t ≤ T , the set of Rd-valued predictable processes Z = (Zs)t≤s≤T
such that

‖Z‖p
Hp(t,T )d

:= E

[(
∫ T

t

|Zs|2ds
)

p

2
]

< ∞.

We simply write Hp(t, T ) when d = 1.

• A+,2(t, T ), 0 ≤ t ≤ T , the set of real nondecreasing predictable processes K =

(Ks)t≤s≤T ∈ S2(t, T ) with Kt = 0, so that

‖K‖2
S2(t,T )

:= E
[

|KT |2
]

.

• Lp(t, T ;Rm), p ≥ 1, 0 ≤ t ≤ T , the set of Rm-valued F-predictable processes φ =

(φs)t≤s≤T such that

‖φ‖p
Lp(t,T ;Rm)

:= E

[
∫ T

t

|φs|pds
]

< ∞.
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Definition 3.2 Let t ∈ [0, T ] and η ∈ C([−T, 0]). Then, we define the stochastic flow:

Wt,η
s (x) =

{

η(x+ s− t), −T ≤ x ≤ t− s,

η(0) +Wx+s −Wt, t− s < x ≤ 0,

for any t ≤ s ≤ T .

Theorem 3.1 Let G : C([−T, 0]) → R and F : [0, T ] × C([−T, 0]) × R × R → R be Borel

measurable functions satisfying, for some positive constants C and m,

|F (t, η, y, z) − F (t, η, y′, z′)| ≤ C
(

|y − y′|+ |z − z′|
)

,

|G(η)| + |F (t, η, 0, 0)| ≤ C
(

1 + ‖η‖m∞
)

,

for all (t, η) ∈ [0, T ] × C([−T, 0]), y, y′ ∈ R, and z, z′ ∈ R. Let U : [0, T ] × C([−T, 0]) → R

be a classical solution to equation (3.1), satisfying the polynomial growth condition:

|U(t, η)| ≤ C
(

1 + ‖η‖m∞
)

, ∀ (t, η) ∈ [0, T ] × C([−T, 0]). (3.2)

Then, we have

U(t, η) = Y t,η
t , ∀ (t, η) ∈ [0, T ] × C([−T, 0]),

where (Y t,η
s , Zt,ηs )s∈[t,T ] = (U(s,Wt,η

s ),DV U(s,Wt,η
s )1[t,T [(s))s∈[t,T ] ∈ S2(t, T ) × H2(t, T ) is

the solution to the backward stochastic differential equation, P-a.s.,

Y t,η
s = G(Wt,η

T ) +

∫ T

s

F (r,Wt,η
r , Y t,η

r , Zt,ηr )dr −
∫ T

s

Zt,ηr dWr, t ≤ s ≤ T.

In particular, there exists at most one classical solution to the path-dependent nonlinear

Kolmogorov equation (3.1).

Proof. Fix (t, η) ∈ [0, T [×C([−T, 0]) and set, for all t ≤ s ≤ T ,

Y t,η
s = U(s,Wt,η

s ), Zt,ηs = DV U(s,Wt,η
s )1[t,T [(s).

Then, for any T0 ∈ [t, T [, applying Itô’s formula (2.20) to U(s,Wt,η
s ) and using the fact that

U solves equation (3.1), we find, P-a.s.,

Y t,η
s = Y t,η

T0
+

∫ T0

s

F (r,Wt,η
r , Y t,η

r , Zt,ηr )dr −
∫ T0

s

Zt,ηr dWr, t ≤ s ≤ T0. (3.3)

The thesis would follow if we could pass to the limit in (3.3) as T0 → T . To do this, we

notice that it follows from Proposition A.1 that there exists a positive constant c, depending

only on T and the constants C and m appearing in the statement of the present Theorem

3.1, such that

E

∫ T0

t

|Zt,ηs |2ds ≤ c‖Y t,η‖2S2(t,T ) + cE

∫ T

t

|F (r,Wt,η
r , 0, 0)|2dr, ∀T0 ∈ [t, T [.

We recall that, for any q ≥ 1,

E

[

sup
t≤s≤T

‖Wt,η
s ‖q∞

]

< ∞. (3.4)
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Notice that from (3.2) and (3.4) we have ‖Y t,η‖S2(t,T ) < ∞, so that Y ∈ S2(t, T ). Then,

from monotone convergence theorem we find

E

∫ T

t

|Zt,ηs |2ds ≤ c‖Y t,η‖2S2(t,T ) + cE

∫ T

t

|F (r,Wt,η
r , 0, 0)|2dr.

Therefore, it follows from the polynomial growth condition of F and (3.4) that Z ∈ H2(t, T ).

This implies, using the Lipschitz character of F in (y, z), that E
∫ T

t
|F (r,Wt,η

r , Y t,η
r , Zt,ηr )|2dr <

∞, so that we can pass to the limit in (3.3) and we get the thesis. 2

We conclude this subsection with an existence result for the path-dependent heat equa-

tion, namely for the path-dependent nonlinear Kolmogorov equation (3.1) with F ≡ 0.

Theorem 3.2 Let F ≡ 0 and G : C([−T, 0]) → R be given by, for all η ∈ C([−T, 0])

G(η) = g

(
∫

[−T,0]
ϕ1(x+ T )d−η(x), . . . ,

∫

[−T,0]
ϕN (x+ T )d−η(x)

)

, (3.5)

for some functions g ∈ C2
p(R

N ) (g and its first and second derivatives are continuous and

have polynomial growth) and ϕ1, . . . , ϕN ∈ C2([0, T ]), with N ∈ N\{0} and ϕi(x) = 0 for

any x ∈ R\[0, T ]. Then, there exists a unique classical solution U to the path-dependent

heat equation (3.1), which is given by

U(t, η) = E
[

G(Wt,η
T )

]

, ∀ (t, η) ∈ [0, T ]× C([−T, 0]).

Proof. Let us consider the function U : [0, T ] × C([−T, 0]) → R given by, for all (t, η) ∈
[0, T ] × C([−T, 0]),

U(t, η) = E
[

G(Wt,η
T )

]

= E

[

g

(
∫

[−t,0]
ϕ1(x+ t)d−η(x) +

∫ T

t

ϕ1(s)dWs, . . .

)]

= Ψ

(

t,

∫

[−t,0]
ϕ1(x+ t)d−η(x), . . . ,

∫

[−t,0]
ϕN (x+ t)d−η(x)

)

,

where

Ψ(t, x1, . . . , xN ) = E

[

g

(

x1 +

∫ T

t

ϕ1(s)dWs, . . . , xN +

∫ T

t

ϕN (s)dWs

)]

,

for any (t, x1, . . . , xN ) ∈ [0, T ]× RN . Notice that, for any i, j = 1, . . . , N ,

DxiΨ(t, x1, . . . , xN ) = E

[

Dxig

(

x1 +

∫ T

t

ϕ1(s)dWs, . . . , xN +

∫ T

t

ϕN (s)dWs

)]

,

D2
xixj

Ψ(t, x1, . . . , xN ) = E

[

D2
xixj

g

(

x1 +

∫ T

t

ϕ1(s)dWs, . . . , xN +

∫ T

t

ϕN (s)dWs

)]

,

so that Ψ and its first and second spatial derivatives are continuous on [0, T ]×RN . Let us

focus on the time derivative ∂tΨ of Ψ. We have, for any h > 0 such that t+ h ∈ [0, T ],

Ψ(t+ h, x1, . . . , xN )−Ψ(t, x1, . . . , xN )

h
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=
1

h
E

[

g

(

x1 +

∫ T

t+h
ϕ1(s)dWs, . . .

)

− g

(

x1 +

∫ T

t

ϕ1(s)dWs, . . .

)]

.

Then, using a standard Taylor’s formula, we find

Ψ(t+ h, x1, . . . , xN )−Ψ(t, x1, . . . , xN )

h
(3.6)

= −1

h
E

[
∫ 1

0

N
∑

i=1

Dxig

(

x1 +

∫ T

t

ϕ1(s)dWs − α

∫ t+h

t

ϕ1(s)dWs, . . .

)
∫ t+h

t

ϕi(s)dWsdα

]

.

Now, it follows from the integration by parts formula of Malliavin calculus, see, e.g., formula

(1.42) in [29] (taking into account that Itô integrals are Skorohod integrals), that, for any

i = 1, . . . , N ,

E

[

Dxig

(

x1 +

∫ T

t

ϕ1(s)
(

1− α1[t,t+h](s)
)

dWs, . . .

)
∫ t+h

t

ϕi(s)dWs

]

(3.7)

= (1− α)E

[ N
∑

j=1

D2
xixj

g

(

x1 +

∫ T

t

ϕ1(s)
(

1− α1[t,t+h](s)
)

dWs, . . .

)
∫ t+h

t

ϕi(s)ϕj(s)ds

]

.

Then, plugging (3.7) into (3.6) and letting h → 0+, we get (recalling that D2
xixj

g has

polynomial growth, for any i, j)

∂+t Ψ(t, x1, . . . , xN ) = −1

2
E

[ N
∑

i,j=1

D2
xixj

g

(

x1 +

∫ T

t

ϕ1(s)dWs, . . .

)

ϕi(t)ϕj(t)

]

, (3.8)

for any (t, x1, . . . , xN ) ∈ [0, T [×RN , where ∂+t Ψ denotes the right-time derivative of Ψ.

Since Ψ and ∂+t Ψ are continuous, we deduce that ∂tΨ exists and is continuous on [0, T [

(see for example Corollary 1.2, Chapter 2, in [31]). Moreover, from the representation

formula (3.8) we see that ∂tΨ exists and is continuous up to time T . Furthermore, from

the expression of D2
xixj

Ψ, we see that

∂tΨ(t, x1, . . . , xN ) = −1

2

N
∑

i,j=1

ϕi(t)ϕj(t)D
2
xixj

Ψ(t, x1, . . . , xN ).

Therefore, Ψ ∈ C1,2([0, T ] × RN ) and is a classical solution to the Cauchy problem:

{

∂tΨ(t,x) + 1
2

∑N
i,j=1ϕi(t)ϕj(t)D

2
xixj

Ψ(t,x) = 0, ∀ (t,x) ∈ [0, T [×RN ,

Ψ(t,x) = g(x), ∀x ∈ RN .
(3.9)

Now we express the derivatives of U in terms of Ψ. We begin noting that, taking into

account Proposition 2.3, for each i and t ∈ [0, T ], the linear functional Ti,t : C([−T, 0]) → R

is given by

Ti,tη =

∫

[−t,0]
ϕi(x+ t)d−η(x) = η(0)ϕi(t)−

∫ 0

−t
η(x)ϕ̇i(x+ t)dx, ∀ η ∈ C([−T, 0]).
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This shows easily that Ti,t is continuous with respect to the topology of C ([−T, 0]). This

in turn implies that U is continuous with respect to the topology of C ([−T, 0]). Therefore,
U admits a unique extension u : C ([−T, 0]) → R, which is given by

u(t, η) = Ψ

(

t,

∫

[−t,0]
ϕ1(x+ t)d−η(x), . . . ,

∫

[−t,0]
ϕN (x+ t)d−η(x)

)

,

for all (t, η) ∈ [0, T ] × C ([−T, 0]). We also define the map ũ : [0, T ] × C ([−T, 0[) × R → R

as in (2.5):

ũ(t, γ, a) = u(t, γ1[−T,0[ + a1{0}) = Ψ

(

t, . . . , aϕi(t)−
∫ 0

−t
γ(x)ϕ̇i(x+ t)dx, . . .

)

,

for all (t, γ, a) ∈ [0, T ] × C ([−T, 0[) × R. Let us evaluate the time derivative ∂tU(t, η), for
a given (t, η) ∈ [0, T [×C([−T, 0]):

∂tU(t, η) = ∂tΨ

(

t,

∫

[−t,0]
ϕ1(x+ t)d−η(x), . . . ,

∫

[−t,0]
ϕN (x+ t)d−η(x)

)

+
N
∑

i=1

DxiΨ

(

t, . . . ,

∫

[−t,0]
ϕi(x+ t)d−η(x), . . .

)

∂t

(
∫

[−t,0]
ϕi(x+ t)d−η(x)

)

.

Notice that

∂t

(
∫

[−t,0]
ϕi(x+ t)d−η(x)

)

= ∂t

(

η(0)ϕ(t) −
∫ 0

−t
η(x)ϕ̇i(x+ t)dx

)

= η(0)ϕ̇(t)− η(−t)ϕ̇i(0+)−
∫ 0

−t
η(x)ϕ̈i(x+ t)dx.

Let us proceed with the horizontal derivative. We have

DHU(t, η) = DHu(t, η) = DH ũ(t, η|[−T,0[, η(0))

= lim
ε→0+

ũ(t, η|[−T,0[(·), η(0)) − ũ(t, η|[−T,0[(· − ε), η(0))

ε

= lim
ε→0+

(

1

ε
Ψ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x)ϕ̇i(x+ t)dx, . . .

)

− 1

ε
Ψ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x− ε)ϕ̇i(x+ t)dx, . . .

))

.

From the fundamental theorem of calculus, we obtain

1

ε
Ψ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x)ϕ̇i(x+ t)dx, . . .

)

− 1

ε
Ψ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x− ε)ϕ̇i(x+ t)dx, . . .

)

=
1

ε

∫ ε

0

N
∑

i=1

DxiΨ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x− y)ϕ̇i(x+ t)dx, . . .

)

∂y

(

η(0)ϕi(t)

−
∫ 0

−t
η(x− y)ϕ̇i(x+ t)dx

)

dy.
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Notice that

∂y

(

η(0)ϕi(t)−
∫ 0

−t
η(x− y)ϕ̇i(x+ t)dx

)

= −∂y
(
∫ −y

−t−y
η(x)ϕ̇i(x+ y + t)dx

)

= −
(

η(−y)ϕ̇i(t)− η(−t− y)ϕ̇i(0
+) +

∫ −y

−t−y
η(x)ϕ̈i(x+ y + t)dx

)

.

Therefore

DHU(t, η)

= − lim
ε→0+

1

ε

∫ ε

0

N
∑

i=1

DxiΨ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x− y)ϕ̇i(x+ t)dx, . . .

)(

η(−y)ϕ̇i(t)

− η(−t− y)ϕ̇i(0
+) +

∫ −y

−t−y
η(x)ϕ̈i(x+ y + t)dx

)

dy

= −
N
∑

i=1

DxiΨ

(

t, . . . , η(0)ϕi(t)−
∫ 0

−t
η(x)ϕ̇i(x+ t)dx, . . .

)(

η(0)ϕ̇(t)− η(−t)ϕ̇i(0+)

−
∫ 0

−t
η(x)ϕ̈i(x+ t)dx

)

.

Finally, concerning the vertical derivative we have

DV U(t, η) = DV u(t, η) = ∂aũ(t, η1[−T,0[ + η(0)1{0})

=

N
∑

i=1

DxiΨ

(

t,

∫

[−t,0]
ϕ1(x+ t)d−η(x), . . .

)

ϕi(t)

and

DV V U(t, η) = DV V u(t, η) = ∂2aaũ(t, η1[−T,0[ + η(0)1{0})

=

N
∑

i,j=1

D2
xixj

Ψ

(

t,

∫

[−t,0]
ϕ1(x+ t)d−η(x), . . .

)

ϕi(t)ϕj(t).

From the regularity of Ψ it follows that U ∈ C1,2(([0, T ] × past) × present)). Moreover,

since Ψ satisfies the Cauchy problem (3.9), we conclude that ∂tU(t, η) + DHU(t, η) +
1
2D

V V U(t, η) = 0, for all (t, η) ∈ [0, T [×C([−T, 0]), therefore U is a classical solution to the

path-dependent heat equation (3.1). 2

3.2 Towards a weaker notion of solution: a significant hedging example

In the present subsection, we consider the path-dependent nonlinear Kolmogorov equation

(3.1) in the case F ≡ 0. This situation is particularly interesting, since it arises, for example,

in hedging problems of path-dependent contingent claims. More precisely, consider a real

continuous finite quadratic variation process X on (Ω,F ,P) and denote X the window

process associated to X. Let us assume that [X]t = t, for any t ∈ [0, T ]. the hedging
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problem that we have in mind is the following: given a contingent claim’s payoff G(XT ), is

it possible to have

G(XT ) = G0 +

∫ T

0
Zt d

−Xt, (3.10)

for some G0 ∈ R and some F-adapted process Z = (Zt)t∈[0,T ] such that Zt = v(t,Xt), with

v : [0, T ]×C([−T, 0]) → R? When X is a Brownian motion W and
∫ T

0 |Zt|2dt <∞, P-a.s.,

the previous forward integral is an Itô integral. If G is regular enough and it is cylindrical

in the sense of (3.5), we know from Theorem 3.2 that there exists a unique classical solution

U : [0, T ]× C([−T, 0]) → R to equation (3.1).

Then, we see from Itô’s formula (2.20) that U satisfies, P-a.s.,

U(t,Xt) = U(0,X0) +

∫ t

0
DV U(s,Xs) d−Xs, 0 ≤ t ≤ T. (3.11)

In particular, (3.10) holds with Zt = DV U(t,Xt), for any t ∈ [0, T ], G0 = U(0,Xt).
However, a significant hedging example is the lookback-type payoff

G(η) = sup
x∈[−T,0]

η(x), ∀ η ∈ C([−T, 0]).

We look again for U : [0, T ] × C([−T, 0]) → R which verifies (3.11), at least for X being

a Brownian motion W . Since U(t,Wt) has to be a martingale, a candidate for U it is

U(t, η) = E[G(Wt,η
T )], for all (t, η) ∈ [0, T ]×C([−T, 0]). However, this latter U can be shown

not to be regular to be a classical solution to equation (3.1), even if it is “virtually” a solution

to the path-dependent nonlinear Kolmogorov equation (3.1). This will lead us to introduce

a weaker notion of solution to equation (3.1). To characterize the map U , we notice that it

admits the probabilistic representation formula, for all (t, η) ∈ [0, T ]× C([−T, 0]),

U(t, η) = E
[

G(Wt,η
T )

]

= E

[

sup
−T≤x≤0

W
t,η
T (x)

]

= E

[(

sup
−t≤x≤0

η(x)
)

∨
(

sup
t≤x≤T

(

Wx −Wt + η(0)
)

)]

= f
(

t, sup
−t≤x≤0

η(x), η(0)
)

,

where the function f : [0, T ]× R× R → R is given by

f(t,m, x) = E
[

m ∨ (ST−t + x)
]

, ∀ (t,m, x) ∈ [0, T ]× R× R, (3.12)

with St = sup0≤s≤tWs, for all t ∈ [0, T ]. Recalling Remark 2.2, it follows from the presence

of sup−t≤x≤0 η(x) among the arguments of f , that U is not continuous with respect to

the topology of C ([−T, 0]), therefore it can not be a classical solution to equation (3.1).

However, we notice that sup−t≤x≤0 η(x) is Lipschitz on (C([−T, 0]), ‖ · ‖∞), therefore it will

follow from Theorem 3.4 that U is a strong-viscosity solution to equation (3.1) in the sense

of Definition 3.4. Nevertheless, in this particular case, even if U is not a classical solution,

we shall prove that it is associated to the classical solution of a certain finite dimensional

PDE. To this end, we begin computing an explicit form for f , for which it is useful to recall

the following standard result.
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Lemma 3.1 (Reflection principle) For every a > 0 and t > 0,

P(St ≥ a) = P(|Bt| ≥ a).

In particular, for each t, the random variables St and |Bt| have the same law, whose density

is given by:

ϕt(z) =

√

2

πt
e−

z2

2t 1[0,∞)(z), ∀ z ∈ R.

Proof. See Proposition 3.7, Chapter III, in [35]. 2

From Lemma 3.1 it follows that, for all (t,m, x) ∈ [0, T [×R× R,

f(t,m, x) =

∫ ∞

0
m ∨ (z + x)ϕT−t(z)dz =

∫ ∞

0
m ∨ (z + x)

2√
T − t

ϕ
( z√

T − t

)

dz,

where ϕ(z) = exp(z2/2)/
√
2π, z ∈ R, is the standard Gaussian density.

Lemma 3.2 The function f defined in (3.12) is given by, for all (t,m, x) ∈ [0, T [×R×R,

f(t,m, x) = 2m
(

Φ
( m− x√

T − t

)

− 1

2

)

+ 2x
(

1− Φ
( m− x√

T − t

))

+

√

2(T − t)

π
e
− (m−x)2

2(T−t) ,

for x ≤ m, and

f(t, x,m) = x+

√

2(T − t)

π
,

for x > m, where Φ(y) =
∫ y

−∞ ϕ(z)dz, y ∈ R, is the standard Gaussian cumulative distri-

bution function.

Proof. First case: x ≤ m. We have

f(t,m, x) =

∫ m−x

0
m

2√
T − t

ϕ
( z√

T − t

)

dz +

∫ ∞

m−x
(z + x)

2√
T − t

ϕ
( z√

T − t

)

dz. (3.13)

The first integral on the right-hand side of (3.13) becomes

∫ m−x

0
m

2√
T − t

ϕ
( z√

T − t

)

dz = 2m

∫ m−x√
T−t

0
ϕ(z)dz = 2m

(

Φ
( m− x√

T − t

)

− 1

2

)

,

where Φ(y) =
∫ y

−∞ ϕ(z)dz, y ∈ R, is the standard Gaussian cumulative distribution func-

tion. Concerning the second integral in (3.13), we have

∫ ∞

m−x
(z + x)

2√
T − t

ϕ
( z√

T − t

)

dz = 2
√
T − t

∫ ∞

m−x√
T−t

zϕ(z)dz + 2x

∫ ∞

m−x√
T−t

ϕ(z)dz

=

√

2(T − t)

π
e
−

(m−x)2

2(T−t) + 2x
(

1− Φ
( m− x√

T − t

))

.

Second case: x > m. We have

f(t,m, x) =

∫ ∞

0
(z + x)

2√
T − t

ϕ
( z√

T − t

)

dz
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= 2
√
T − t

∫ ∞

0
zϕ(z)dz + 2x

∫ ∞

0
ϕ(z)dz =

√

2(T − t)

π
+ x.

2

We also have the following regularity result regarding the function f .

Lemma 3.3 The function f defined in (3.12) is continuous on [0, T ]×R×R, moreover it

is once (resp. twice) continuously differentiable in (t,m) (resp. in x) on [0, T [×Q, where

Q is the closure of the set Q := {(m,x) ∈ R × R : m > x}. In addition, the following Itô’s

formula holds:

f(t, St, Bt) = f(0, 0, 0) +

∫ t

0

(

∂tf(s, Ss, Bs) +
1

2
∂2xxf(s, Ss, Bs)

)

ds (3.14)

+

∫ t

0
∂mf(s, Ss, Bs)dSs +

∫ t

0
∂xf(s, Ss, Bs)dBs, 0 ≤ t ≤ T, P-a.s.

Proof. The regularity properties of f are deduced from its explicit form derived in

Lemma 3.2, after straightforward calculations. Concerning Itô’s formula (3.14), the proof

can be done along the same lines as the standard Itô’s formula. We simply notice that, in

the present case, only the restriction of f to Q is smooth. However, the process ((St, Bt))t
is Q-valued. It is well-known that if Q would be an open set, then Itô’s formula would

hold. In our case, Q is the closure of its interior Q. This latter property is enough for the

validity of Itô’s formula. In particular, the basic tools for the proof of Itô’s formula are the

following Taylor’s expansions for the function f :

f(t′,m, x) = f(t,m, x) + ∂tf(t,m, x)(t
′ − t)

+

∫ 1

0
∂tf(t+ λ(t′ − t),m, x)(t′ − t)dλ,

f(t,m′, x) = f(t,m, x) + ∂mf(t,m, x)(m
′ −m)

+

∫ 1

0
∂mf(t,m+ λ(m′ −m), x)(m′ −m)dλ,

f(t,m, x′) = f(t,m, x) + ∂xf(t,m, x)(x
′ − x) +

1

2
∂2xxf(t,m, x)(x

′ − x)2

+

∫ 1

0
(1− λ)

(

∂2xxf(t,m, x+ λ(x′ − x))− ∂2xxf(t,m, x)
)

(x′ − x)2dλ,

for all (t,m, x) ∈ [0, T ]×Q. To prove the above Taylor’s formulae, note that they hold on

the open set Q, using the regularity of f . Then, we can extend them to the closure of Q,

since f and its derivatives are continuous on Q. Consequently, Itô’s formula can be proved

in the usual way. 2

Even though, as already observed, U does not belong to C1,2(([0, T [×past)× present)∩
C([0, T ] × C([−T, 0])), so that it can not be a classical solution to equation (3.1), the

function f is a solution to a certain Cauchy problem, as stated in the following proposition.
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Proposition 3.1 The function f defined in (3.12) solves the backward heat equation:

{

∂tf(t,m, x) +
1
2∂

2
xxf(t,m, x) = 0, ∀ (t,m, x) ∈ [0, T [×Q,

f(T,m, x) = m, ∀ (m,x) ∈ Q.

Proof. We provide two distinct proofs.

Direct proof. Since we know the explicit expression of f , we can derive the form of ∂tf and

∂2xxf by direct calculations:

∂tf(t,m, x) = − 1√
T − t

ϕ
( m− x√

T − t

)

, ∂2xxf(t,m, x) =
2√
T − t

ϕ
( m− x√

T − t

)

,

for all (t,m, x) ∈ [0, T [×Q, from which the thesis follows.

Probabilistic proof. By definition, the process (f(t, St, Bt))t∈[0,T ] is given by:

f(t, St, Bt) = E
[

ST
∣

∣Ft
]

,

so that it is a uniformly integrable F-martingale. Then, it follows from Itô’s formula (3.14)

that
∫ t

0

(

∂tf(s, Ss, Bs) +
1

2
∂2xxf(s, Ss, Bs)

)

ds+

∫ t

0
∂mf(s, Ss, Bs)dSs = 0,

for all 0 ≤ t ≤ T , P-almost surely. As a consequence, the thesis follows if we prove that

∫ t

0
∂mf(s, Ss, Bs)dSs = 0. (3.15)

By direct calculation, we have

∂mf(t,m, x) = 2Φ
( m− x√

T − t

)

− 1, ∀(t,m, x) ∈ [0, T [×Q.

Therefore, (3.15) becomes

∫ t

0

(

2Φ

(

Ss −Bs√
T − s

)

− 1

)

dSs = 0. (3.16)

Now we observe that the local time of Ss − Bs is equal to 2Ss, see Exercise 2.14 in [35].

It follows that the measure dSs is carried by {s : Ss − Bs = 0}. This in turn implies the

validity of (3.16), since the integrand in (3.16) is zero on the set {s : Ss −Bs = 0}. 2

3.3 Path-dependent Kolmogorov equation: strong-viscosity solutions

Motivated by previous subsection, we now introduce a notion of weak solution for the

path-dependent nonlinear Kolmogorov equation (3.1), which we refer to as strong-viscosity

solution. Firstly, we need the following definition.

Definition 3.3 Let F be a collection of Rd-valued functions on [0, T ]×X, where (X, ‖·‖) is
a normed space. We say that F is locally equicontinuous if to any R, ε > 0 corresponds

a δ such that |f(t, x) − f(s, y)| < ε for every f ∈ F and for all pair of points (t, x), (s, y)

with |t− s|, ‖x− y‖ < δ and ‖x‖, ‖y‖ < R.
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Definition 3.4 A function U : [0, T ] × C([−T, 0]) → R is called strong-viscosity solu-

tion to the path-dependent nonlinear Kolmogorov equation (3.1) if there exists a sequence

(Un, Gn, Fn)n satisfying:

(i) Un : [0, T ]× C([−T, 0]) → R, Gn : C([−T, 0]) → R, and Fn : [0, T ]× C([−T, 0])× R×
R → R are locally equicontinuous functions such that, for some positive constants C

and m, independent of n,

|Fn(t, η, y, z) − Fn(t, η, y
′, z′)| ≤ C(|y − y′|+ |z − z′|),

|Un(t, η)|+ |Gn(η)|+ |Fn(t, η, 0, 0)| ≤ C
(

1 + ‖η‖m∞
)

,

for all (t, η) ∈ [0, T ] × C([−T, 0]), y, y′ ∈ R, and z, z′ ∈ R.

(ii) Un is a classical solution to

{

∂tUn +DHUn + 1
2D

V V Un = Fn(t, η,Un,DV Un), ∀ (t, η) ∈ [0, T )× C([−T, 0]),
Un(T, η) = Gn(η), ∀ η ∈ C([−T, 0]).

(iii) (Un(t, η), Gn(η), Fn(t, η, y, z)) → (U(t, η), G(η), F (t, η, y, z)), as n tends to infinity,

for any (t, η, y, z) ∈ [0, T ]× C([−T, 0])× R× R.

The following uniqueness result for strong-viscosity solution holds.

Theorem 3.3 Let U : [0, T ] × C([−T, 0]) → R be a strong-viscosity solution to the path-

dependent nonlinear Kolmogorov equation (3.1). Then, we have

U(t, η) = Y t,η
t , ∀ (t, η) ∈ [0, T ] × C([−T, 0]),

where (Y t,η
s , Zt,ηs )s∈[t,T ] ∈ S2(t, T ) × H2(t, T ), with Y t,η

s = U(s,Wt,η
s ), solves the backward

stochastic differential equation, P-a.s.,

Y t,η
s = G(Wt,η

T ) +

∫ T

s

F (r,Wt,η
r , Y t,η

r , Zt,ηr )dr −
∫ T

s

Zt,ηr dWr, t ≤ s ≤ T.

In particular, there exists at most one strong-viscosity solution to the path-dependent non-

linear Kolmogorov equation (3.1).

Proof. Consider a sequence (Un, Gn, Fn)n satisfying conditions (i)-(iii) of Definition 3.4.

For every n ∈ N and any (t, η) ∈ [0, T ] × C([−T, 0]), we know from Theorem 3.1 that

(Y n,t,η
s , Zn,t,ηs )s∈[t,T ] = (Un(s,Wt,η

s ),DV Un(s,Wt,η
s ))s∈[t,T ] ∈ S2(t, T ) × H2(t, T ) is the solu-

tion to the backward stochastic differential equation, P-a.s.,

Y n,t,η
s = Gn(W

t,η
T ) +

∫ T

s

Fn(r,W
t,η
r , Y n,t,η

r , Zn,t,ηr )dr −
∫ T

s

Zn,t,ηr dWr, t ≤ s ≤ T.

From the polynomial growth condition of (Un)n and estimate (3.4), we see that

sup
n

‖Y n,t,η‖Sp(t,T ) < ∞, for any p ≥ 1.
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This implies, using Proposition A.1 and the polynomial growth condition of (Fn)n, that

sup
n

‖Zn,t,η‖H2(t,T ) < ∞.

Let Y t,η
s = U(s,Wt,η

s ), for any s ∈ [t, T ]. Then, we see that all the hypotheses of Proposition

C.1 follow by assumptions and estimate (3.4) (notice that, in this case, Kn ≡ 0 for any n,

therefore the proof of Proposition C.1 simplifies drastically), so the thesis follows. 2

We now prove an existence result for strong-viscosity solutions to the path-dependent

heat equation, namely to equation (3.1) in the case F ≡ 0. To this end, we need the

following stability result for strong-viscosity solutions.

Lemma 3.4 Consider (Un, Gn, Fn)n and (Un,k, Gn,k, Fn,k)n,k satisfying:

(i) Un,k : [0, T ] × C([−T, 0]) → R, Gn,k : C([−T, 0]) → R, and Fn,k : [0, T ]× C([−T, 0])×
R×R → R are locally equicontinuous functions such that, for some positive constants

C and m, independent of n and k,

|Fn,k(t, η, y, z) − Fn,k(t, η, y
′, z′)| ≤ C(|y − y′|+ |z − z′|),

|Un,k(t, η)| + |Gn,k(η)| + |Fn,k(t, η, 0, 0)| ≤ C
(

1 + ‖η‖m∞
)

,

for all (t, η) ∈ [0, T ] × C([−T, 0]), y, y′ ∈ R, and z, z′ ∈ R.

(ii) Un,k is a classical solution to

{

∂tUn,k +DHUn,k + 1
2D

V V Un,k = Fn,k(t, η,Un,k,DV Un,k), ∀ (t, η) ∈ [0, T )× C([−T, 0]),
Un,k(T, η) = Gn,k(η), ∀ η ∈ C([−T, 0]).

(iii) (Un,k(t, η), Gn,k(η), Fn,k(t, η, y, z)) → (Un(t, η), Gn(η), Fn(t, η, y, z)), as k tends to in-

finity, for any n ∈ N and (t, η, y, z) ∈ [0, T ]× C([−T, 0])× R× R.

If for every (t, η, y, z) ∈ [0, T ]×C([−T, 0])×R×R, (Un(t, η), Gn(η), Fn(t, η, y, z))n converges,

we define

(U(t, η), G(η), F (t, η, y, z)) := lim
n→∞

(Un(t, η), Gn(η), Fn(t, η, y, z)).

Then, there exists a subsequence (Un,k(n), Gn,k(n), Fn,k(n))n which converges pointwisely to

(U , G, F ), as n tends to infinity, so that U is a strong solution to

{

∂tU +DHU + 1
2D

V V U = F (t, η,U ,DV U), ∀ (t, η) ∈ [0, T ) × C([−T, 0]),
U(T, η) = G(η), ∀ η ∈ C([−T, 0]).

Proof. The thesis follows from Lemma D.1. 2

Theorem 3.4 Let F ≡ 0 and G : C([−T, 0]) → R be locally uniformly continuous and

satisfying the polynomial growth condition

|G(η)| ≤ C(1 + ‖η‖m∞), ∀ η ∈ C([−T, 0]),
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for some positive constants C and m. Then, there exists a unique strong solution U to the

path-dependent heat equation (3.1), which is given by

U(t, η) = E
[

G(Wt,η
T )

]

, ∀ (t, η) ∈ [0, T ]× C([−T, 0]).

Proof. Let (ei)i≥0 be the orthonormal basis of L2([−T, 0]) composed by C∞([−T, 0]),
periodic, and uniformly bounded functions:

e0 =
1√
T
, e2i−1 =

√

2

T
sin

(

2π

T
(x+ T )i

)

, e2i =

√

2

T
cos

(

2π

T
(x+ T )i

)

, i ∈ N\{0}.

Let us define the linear operator Λ: C([−T, 0]) → C([−T, 0]) by

(Λη)(x) =
η(0) − η(−T )

T
x, x ∈ [−T, 0], η ∈ C([−T, 0]).

Notice that (η − Λη)(−T ) = (η − Λη)(0), therefore η − Λη can be extended to the entire

real line in a periodic way with period T , so that we can expand it in Fourier series. In

particular, for each n ∈ N and η ∈ C([−T, 0]), consider the Fourier partial sum

sn(η − Λη) =
n
∑

i=0

(ηi − (Λη)i)ei, ∀ η ∈ C([−T, 0]), (3.17)

where (denoting ẽi(x) =
∫ x

−T ei(y)dy, for any x ∈ [−T, 0]), by Proposition 2.3,

ηi =

∫ 0

−T
η(x)ei(x)dx = η(0)ẽi(0) −

∫

[−T,0]
ẽi(x)d

−η(x)

=

∫

[−T,0]
(ẽi(0)− ẽi(x))d

−η(x), (3.18)

since η(0) =
∫

[−T,0] d
−η(x). Moreover we have

(Λη)i =

∫ 0

−T
(Λη)(x)ei(x)dx =

1

T

∫ 0

−T
xei(x)dx

(
∫

[−T,0]
d−η(x)− η(−T )

)

. (3.19)

Define

σn =
s0 + s1 + · · ·+ sn

n+ 1
.

Then, by (3.17),

σn(η − Λη) =
n
∑

i=0

n+ 1− i

n+ 1
(ηi − (Λη)i)ei, ∀ η ∈ C([−T, 0]).

We know from Fejér’s theorem on Fourier series (see, e.g., Theorem 3.4, Chapter III, in

[43]) that, for any η ∈ C([−T, 0]), σn(η−Λη) → η−Λη uniformly on [−T, 0], as n tends to

infinity, and ‖σn(η−Λη)‖∞ ≤ ‖η−Λη‖∞. Let us define the linear operator Tn : C([−T, 0]) →
C([−T, 0]) by (denoting e−1(x) = x, for any x ∈ [−T, 0])

Tnη = σn(η − Λη) + Λη =
n
∑

i=0

n+ 1− i

n+ 1
(ηi − (Λη)i)ei +

η(0) − η(−T )
T

e−1
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=
n
∑

i=0

n+ 1− i

n+ 1
xiei + x−1e−1, (3.20)

where, using (3.18) and (3.19),

x−1 =

∫

[−T,0]

1

T
d−η(x) − 1

T
η(−T ),

xi =

∫

[−T,0]

(

ẽi(0)− ẽi(x)−
1

T

∫ 0

−T
xei(x)dx

)

d−η(x) +
1

T

∫ 0

−T
xei(x)dx η(−T ),

for i = 0, . . . , n. Then, for any η ∈ C([−T, 0]), Tnη → η uniformly on [−T, 0], as n tends to

infinity. Furthermore, there exists a positive constant M such that

‖Tnη‖∞ ≤ M‖η‖∞, ∀n ∈ N, ∀ η ∈ C([−T, 0]). (3.21)

In particular, the family of linear operators (Tn)n is equicontinuous. Now, let us define

Gn : C([−T, 0]) → R as follows

Gn(η) = G(Tnη), ∀ η ∈ C([−T, 0]).

We see from (3.21) that the family (Gn)n is locally equicontinuous. Moreover, from the

polynomial growth condition of G and (3.21) we have

|Gn(η)| ≤ C(1 + ‖Tnη‖m∞) ≤ C(1 +Mm‖η‖m∞), ∀n ∈ N, ∀ η ∈ C([−T, 0]).

Now, we observe that since {e−1, e0, e1, . . . , en} are linearly independent, then we see from

(3.20) that Tnη is completely characterized by the coefficients of e−1, e0, e1, . . . , en. There-

fore, the function gn : R
n+2 → R given by

gn(x−1, . . . , xn) = Gn(η) = G

( n
∑

i=0

n+ 1− i

n+ 1
xiei+x−1e−1

)

, ∀ (x−1, . . . , xn) ∈ Rn+2,

completely characterizes Gn. Since the family (Gn)n is locally equicontinuous, it follows

that the family (gn)n is locally equicontinuous, as well. Moreover, fix η ∈ C([−T, 0])
and consider the corresponding coefficients x−1, . . . , xn with respect to {e−1, . . . , en} in the

expression (3.20) of Tnη. Set

ϕ−1(x) =
1

T
, ϕi(x) = ẽi(0) − ẽi(x− T )− 1

T

∫ 0

−T
xei(x)dx, x ∈ [0, T ],

a−1 = − 1

T
, ai =

1

T

∫ 0

−T
xei(x)dx.

Notice that ϕ−1, . . . , ϕn ∈ C∞([0, T ]). Then, we have

Gn(η) = gn

(
∫

[−T,0]
ϕ−1(x+T )d

−η(x)+a−1η(−T ), . . . ,
∫

[−T,0]
ϕn(x+T )d

−η(x)+anη(−T )
)

.

42



Let φ(x) = c exp(1/((x + T )2 − 1))1[−T,−T+1[(x), x ∈ [−T, 0], with c > 0 such that
∫ 0
−T φ(x)dx = 1. Define, for any ε > 0, φε(x) = φ(x/ε)/ε, x ∈ [−T, 0]. Notice that

φε ∈ C∞([−T, 0]) and (denoting φ̃ε(x) =
∫ x

−T φε(−T − y)dy, for any x ∈ [−T, 0])
∫ 0

−T
η(x)φε(−T−x)dx = η(0)φ̃ε(0)−

∫

[−T,0]
φ̃ε(x)d

−η(x) =

∫

[−T,0]

(

φ̃ε(0)−φ̃ε(x)
)

d−η(x).

Therefore

lim
ε→0+

∫

[−T,0]

(

φ̃ε(0)− φ̃ε(x)
)

d−η(x) = lim
ε→0+

∫ 0

−T
η(x)φε(−T − x)dx = η(−T ).

For this reason, we introduce the function Gn,ε : C([−T, 0]) → R given by

Gn,ε(η) = gn

(

. . . ,

∫

[−T,0]
ϕi(x+ T )d−η(x) + ai

∫

[−T,0]

(

φ̃ε(0) − φ̃ε(x)
)

d−η(x), . . .

)

.

Now, for any n ∈ N, let (gn,k)k∈N be a locally equicontinuous sequence of C2(Rn+2;R)

functions, uniformly polynomially bounded, such that gn,k converges pointwise to gn, as k

tends to infinity. Define Gn,ε,k : C([−T, 0]) → R as follows:

Gn,ε,k(η) = gn,k

(

. . . ,

∫

[−T,0]
ϕi(x+ T )d−η(x) + ai

∫

[−T,0]

(

φ̃ε(0) − φ̃ε(x)
)

d−η(x), . . .

)

.

Then, we know from Theorem 3.2 that the function Un,ε,k : [0, T ] × C([−T, 0]) → R given

by

Un,ε,k(t, η) = E
[

Gn,ε,k(W
t,η
T )

]

, ∀ (t, η) ∈ [0, T ]× C([−T, 0])

is a classical solution to the path-dependent heat equation (3.1). Moreover, the family

(Un,ε,k)n,ε,k is locally equicontinuous and uniformly polynomially bounded. Then, using

the stability result Lemma 3.4, it follows that U is a strong-viscosity solution to the path-

dependent heat equation (3.1). 2

3.4 Strong-viscosity solutions: finite dimensional case

In the previous subsection we provided the definition of strong-viscosity solution for a

particular path-dependent nonlinear Kolmogorov equation, driven by the path-dependent

heat operator. The definition of strong-viscosity solution can be adapted to more general

semilinear path-dependent PDEs and, in the present subsection, we want to give an idea

on how this definition can be generalized, focusing on the more understandable finite di-

mensional case. In particular, our aim is to emphasize how uniqueness for strong-viscosity

solutions can be proved using probabilistic methods, in contrast with real analysis’ tools

which characterize comparison theorem for viscosity solutions. We provide two definitions

of strong-viscosity solution, presented in order of increasing generality, and we prove the

comparison theorem. We conclude discussing the relation with the standard notion of

viscosity solution.
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Let b : [0, T ] × Rd → R, σ : [0, T ] × Rd → Rd×d, f : [0, T ] × Rd × R × Rd → R, and

g : Rd → R be Borel measurable functions. Consider the nonlinear Kolmogorov equation

(we denote A⊺ the transpose of a matrix A ∈ Rd×d)















−∂tu(t, x)− 〈b(t, x),Dxu(t, x)〉 − 1
2 tr(σσ

⊺(t, x)D2
xu(t, x))

− f(t, x, u(t, x), σ⊺(t, x)Dxu(t, x)) = 0, ∀ (t, x) ∈ [0, T )× Rd,

u(T, x) = g(x), ∀x ∈ Rd.

(3.22)

3.4.1 First definition of strong-viscosity solution

We begin providing the standard definition of classical solution.

Definition 3.5 A function u : [0, T ]×Rd → R, with u ∈ C1,2([0, T [×Rd)∩C([0, T ]×Rd), is

called a classical solution to the nonlinear Kolmogorov equation (3.22) if u solves (3.22).

We have the following uniqueness result for classical solutions.

Proposition 3.2 Suppose that the functions b, σ, f , and g, appearing in the nonlinear

Kolmogorov equation (3.22), satisfy, for some positive constants C and m,

|b(t, x) − b(t, x′)|+ |σ(t, x) − σ(t, x′)| ≤ C|x− x′|,
|f(t, x, y, z) − f(t, x, y′, z′)| ≤ C

(

|y − y′|+ |z − z′|
)

,

|b(t, 0)| + |σ(t, 0)| ≤ C,

|f(t, x, 0, 0)| + |g(x)| ≤ C
(

1 + |x|m
)

,

for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ R, and z, z′ ∈ Rd. Let u : [0, T ] × Rd → R be a

classical solution to the nonlinear Kolmogorov equation (3.22), satisfying the polynomial

growth condition

|u(t, x)| ≤ C
(

1 + |x|m
)

, ∀ (t, x) ∈ [0, T ] × Rd.

Then, we have

u(t, x) = Y t,x
t , ∀ (t, x) ∈ [0, T ]× Rd,

where (Y t,x
s , Zt,xs )s∈[t,T ] = (u(s,Xt,x

s ), σ⊺(s,Xt,x
s )Dxu(s,X

t,x
s ))s∈[t,T ] ∈ S2(t, T ) × H2(t, T )d

is the solution to the backward stochastic differential equation, P-a.s.,

Y t,x
s = g(Xt,x

T ) +

∫ T

s

f(r,Xt,x
r , Y t,x

r , Zt,xr )dr −
∫ T

s

Zt,xr dWr, t ≤ s ≤ T.

In particular, there exists at most one classical solution to the nonlinear Kolmogorov equa-

tion (3.22).

Proof. The proof can be done along the lines of Theorem 3.1. 2

We can now present our first definition of strong-viscosity solution to equation (3.22).
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Definition 3.6 A function u : [0, T ] × Rd → R is called a strong-viscosity solution

to the nonlinear Kolmogorov equation (3.22) if there exists a sequence (un, gn, fn, bn, σn)n
satisfying:

(i) un : [0, T ]×Rd → R, gn : R
d → R, fn : [0, T ]×Rd×R×Rd → R, bn : [0, T ]×Rd → R,

and σn : [0, T ] × Rd → Rd×d are locally equicontinuous functions such that, for some

positive constants C and m, independent of n,

|bn(t, x)− bn(t, x
′)|+ |σn(t, x)− σn(t, x

′)| ≤ C|x− x′|,
|fn(t, x, y, z) − fn(t, x, y

′, z′)| ≤ C
(

|y − y′|+ |z − z′|
)

,

|bn(t, 0)| + |σn(t, 0)| ≤ C,

|un(t, x)| + |gn(x)|+ |fn(t, x, 0, 0)| ≤ C
(

1 + |x|m
)

,

for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ R, and z, z′ ∈ Rd.

(ii) un is a classical solution to















−∂tun(t, x)− 〈bn(t, x),Dxun(t, x)〉 − 1
2tr(σnσ

⊺

n(t, x)D
2
xun(t, x))

− fn(t, x, un(t, x), σ
⊺

n(t, x)Dxun(t, x)) = 0, ∀ (t, x) ∈ [0, T )× Rd,

un(T, x) = gn(x), ∀x ∈ Rd.

(iii) (un(t, x), gn(x), fn(t, x, y, z), bn(t, x), σn(t, x)) → (u(t, x), g(x), f(t, x, y, z), b(t, x), σ(t, x)),

as n tends to infinity, for any (t, x, y, z) ∈ [0, T ]× Rd × R× Rd.

Theorem 3.5 Let u : [0, T ] × Rd → R be a strong-viscosity solution to the nonlinear Kol-

mogorov equation (3.22). Then, we have

u(t, x) = Y t,x
t , ∀ (t, x) ∈ [0, T ]× Rd,

where (Y t,x
s , Zt,xs )s∈[t,T ] ∈ S2(t, T )×H2(t, T )d, with Y t,x

s = u(s,Xt,x
s ), is the solution to the

backward stochastic differential equation

Y t,x
s = g(Xt,x

T ) +

∫ T

s

f(r,Xt,x
r , Y t,x

r , Zt,xr )dr −
∫ T

s

Zt,xr dWr,

for all t ≤ s ≤ T , P-almost surely. In particular, there exists at most one strong solution

to the nonlinear Kolmogorov equation (3.22).

Proof. Since a strong-viscosity solution is in particular a generalized strong-viscosity

solution (see Definition 3.8 below), the thesis follows from Corollary 3.1. 2

3.4.2 Second definition of strong-viscosity solution

Our second definition of strong-viscosity solution to equation (3.22) is more in the spirit of

the standard definition of viscosity solution, which is usually required to be both a viscosity

subsolution and a viscosity supersolution. Indeed, we introduce the concept of generalized
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strong-viscosity solution, which has to be both a strong-viscosity subsolution and a strong-

viscosity supersolution. As it will be clear from the definition, this new notion of solution is

more general (in other words, weaker), than the concept of strong-viscosity solution given

earlier in Definition 3.6. For this reason, we added the adjective generalized to its name.

Firstly, we need to introduce the standard concepts of classical sub and supersolution.

Definition 3.7 A function u : [0, T ] × Rd → R, with u ∈ C1,2([0, T [×Rd) ∩ C([0, T ] ×
Rd), is called a classical supersolution (resp. classical subsolution) to the nonlinear

Kolmogorov equation (3.22) if u solves















−∂tu(t, x)− 〈b(t, x),Dxu(t, x)〉 − 1
2 tr(σσ

⊺(t, x)D2
xu(t, x))

− f(t, x, u(t, x), σ⊺(t, x)Dxu(t, x)) ≥ (resp. ≤) 0, ∀ (t, x) ∈ [0, T )× Rd,

u(T, x) ≥ (resp. ≤) g(x), ∀x ∈ Rd.

The following probabilistic representation result for classical sub and supersolutions holds.

Proposition 3.3 Suppose that the functions b, σ, f , and g, appearing in the nonlinear

Kolmogorov equation (3.22), satisfy, for some positive constants C and m,

|b(t, x) − b(t, x′)|+ |σ(t, x) − σ(t, x′)| ≤ C|x− x′|,
|f(t, x, y, z) − f(t, x, y′, z′)| ≤ C

(

|y − y′|+ |z − z′|
)

,

|b(t, 0)| + |σ(t, 0)| ≤ C,

|f(t, x, 0, 0)| + |g(x)| ≤ C
(

1 + |x|m
)

,

for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ R, and z, z′ ∈ Rd.

(i) Let u : [0, T ]×Rd → R be a classical supersolution to the nonlinear Kolmogorov equation

(3.22), satisfying the polynomial growth condition:

|u(t, x)| ≤ C
(

1 + |x|m
)

, ∀ (t, x) ∈ [0, T ] × Rd.

Then, we have

u(t, x) = Y t,x
t , ∀ (t, x) ∈ [0, T ]× Rd,

for some uniquely determined (Y t,x
s , Zt,xs ,Kt,x

s )s∈[t,T ] ∈ S2(t, T )×H2(t, T )d×A+,2(t, T ), with

(Y t,x
s , Zt,xs ) = (u(s,Xt,x

s ), σ⊺(s,Xt,x
s )Dxu(s,X

t,x
s )1[t,T [(s)), solving the backward stochastic

differential equation, P-a.s.,

Y t,x
s = Y t,x

T +

∫ T

s

f(r,Xt,x
r , Y t,x

r , Zt,xr )dr +Kt,x
T −Kt,x

s −
∫ T

s

〈Zt,xr , dWr〉, t ≤ s ≤ T.

(ii) Let u : [0, T ]×Rd → R be a classical subsolution to the nonlinear Kolmogorov equation

(3.22), satisfying the polynomial growth condition:

|u(t, x)| ≤ C
(

1 + |x|m
)

, ∀ (t, x) ∈ [0, T ] × Rd.

Then, we have

u(t, x) = Y t,x
t , ∀ (t, x) ∈ [0, T ]× Rd,
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for some uniquely determined (Y t,x
s , Zt,xs ,Kt,x

s )s∈[t,T ] ∈ S2(t, T )×H2(t, T )d×A+,2(t, T ), with

(Y t,x
s , Zt,xs ) = (u(s,Xt,x

s ), σ⊺(s,Xt,x
s )Dxu(s,X

t,x
s )1[t,T [(s)), solving the backward stochastic

differential equation, P-a.s.,

Y t,x
s = Y t,x

T +

∫ T

s

f(r,Xt,x
r , Y t,x

r , Zt,xr )dr − (Kt,x
T −Kt,x

s )−
∫ T

s

〈Zt,xr , dWr〉, t ≤ s ≤ T.

Proof. The proof can be done along the lines of Theorem 3.1, using Proposition A.1 in

the full general case with the presence of the process K. 2

We can now provide the definition of generalized strong-viscosity solution.

Definition 3.8 A function u : [0, T ]×Rd → R is called a strong-viscosity supersolution

(resp. strong-viscosity subsolution) to the nonlinear Kolmogorov equation (3.22) if there

exists a sequence (un, gn, fn, bn, σn)n satisfying:

(i) un : [0, T ]×Rd → R, gn : R
d → R, fn : [0, T ]×Rd×R×Rd → R, bn : [0, T ]×Rd → R,

and σn : [0, T ] × Rd → Rd×d are locally equicontinuous functions such that, for some

positive constants C and m, independent of n,

|bn(t, x)− bn(t, x
′)|+ |σn(t, x)− σn(t, x

′)| ≤ C|x− x′|,
|fn(t, x, y, z) − fn(t, x, y

′, z′)| ≤ C
(

|y − y′|+ |z − z′|
)

,

|bn(t, 0)| + |σn(t, 0)| ≤ C,

|un(t, x)| + |gn(x)|+ |fn(t, x, 0, 0)| ≤ C
(

1 + |x|m
)

,

for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ R, and z, z′ ∈ Rd.

(ii) un is a classical supersolution (resp. classical subsolution) to















−∂tun(t, x)− 〈bn(t, x),Dxun(t, x)〉 − 1
2tr(σnσ

⊺

n(t, x)D
2
xun(t, x))

− fn(t, x, un(t, x), σ
⊺

n(t, x)Dxun(t, x)) = 0, ∀ (t, x) ∈ [0, T ) × Rd,

un(T, x) = gn(x), ∀x ∈ Rd.

(iii) (un(t, x), gn(x), fn(t, x, y, z), bn(t, x), σn(t, x)) → (u(t, x), g(x), f(t, x, y, z), b(t, x), σ(t, x)),

as n tends to infinity, for any (t, x, y, z) ∈ [0, T ]× Rd × R× Rd.

A function u : [0, T ] × Rd → R is called a generalized strong-viscosity solution to the

nonlinear Kolmogorov equation (3.22) if it is both a strong-viscosity supersolution and a

strong-viscosity subsolution to (3.22).

We can now state the following probabilistic representation result for strong-viscosity

sub and supersolutions, that is one of the main results of this paper, from which the

comparison theorem will follow as corollary.

Theorem 3.6 (1) Let u : [0, T ]×Rd → R be a strong-viscosity supersolution to the nonlin-

ear Kolmogorov equation (3.22). Then, we have

u(t, x) = Y t,x
t , ∀ (t, x) ∈ [0, T ]× Rd,
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for some uniquely determined (Y t,x
s , Zt,xs ,Kt,x

s )s∈[t,T ] ∈ S2(t, T )×H2(t, T )d×A+,2(t, T ), with

Y t,x
s = u(s,Xt,x

s ), solving the backward stochastic differential equation, P-a.s.,

Y t,x
s = Y t,x

T +

∫ T

s

f(r,Xt,x
r , Y t,x

r , Zt,xr )dr (3.23)

+Kt,x
T −Kt,x

s −
∫ T

s

〈Zt,xr , dWr〉, t ≤ s ≤ T.

(2) Let u : [0, T ] × Rd → R be a strong-viscosity subsolution to the nonlinear Kolmogorov

equation (3.22). Then, we have

u(t, x) = Y t,x
t , ∀ (t, x) ∈ [0, T ]× Rd,

for some uniquely determined (Y t,x
s , Zt,xs ,Kt,x

s )s∈[t,T ] ∈ S2(t, T )×H2(t, T )d×A+,2(t, T ), with

Y t,x
s = u(s,Xt,x

s ), solving the backward stochastic differential equation, P-a.s.,

Y t,x
s = Y t,x

T +

∫ T

s

f(r,Xt,x
r , Y t,x

r , Zt,xr )dr (3.24)

−
(

Kt,x
T −Kt,x

s

)

−
∫ T

s

〈Zt,xr , dWr〉, t ≤ s ≤ T.

Proof. We shall prove statement (1), since (2) can be proved similarly. To prove (1),

consider a sequence (un, gn, fn, bn, σn)n satisfying conditions (i)-(iii) of Definition 3.8. For

every n ∈ N and any (t, x) ∈ [0, T ]× Rd, consider the stochastic equation, P-a.s.,

Xs = x+

∫ s

t

bn(r,Xr)dr +

∫ s

t

σn(r,Xr)dWr, t ≤ s ≤ T.

It is well known that there exists a unique solution (Xn,t,x
s )s∈[t,T ] to the above equation.

Moreover, from Proposition 3.3 we know that un(t, x) = Y n,t,x
t , (t, x) ∈ [0, T ] × Rd, for

some (Y n,t,x
s , Zn,t,xs ,Kn,t,x

s )s∈[t,T ] ∈ S2(t, T ) × H2(t, T )d × A+,2(t, T ) solving the backward

stochastic differential equation, P-a.s.,

Y n,t,x
s = Y n,t,x

T +

∫ T

s

fn(r,X
n,t,x
r , Y n,t,x

r , Zn,t,xr )dr

+Kn,t,x
T −Kn,t,x

s −
∫ T

s

〈Zn,t,xr , dWr〉, t ≤ s ≤ T.

Notice that, from the uniform polynomial growth condition of (un)n and estimate (B.3) we

have, for any p ≥ 1,

sup
n∈N

‖Y n,t,x‖Sp(t,T ) < ∞.

Then, it follows from Proposition A.1, the polynomial growth condition of (fn)n in x, and

the linear growth condition of (fn)n in (y, z), that

sup
n

(

‖Zn,t,x‖H2(t,T )d + ‖Kn,t,x‖S2(t,T )
)

< ∞.

Set Y t,x
s = u(s,Xt,x

s ), for any s ∈ [t, T ]. Then, from the polynomial growth condition that u

inherits from the sequence (un)n, and using estimate (B.3), we deduce that ‖Y t,x‖Sp(t,T ) <
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∞, for any p ≥ 1. In particular, Y ∈ S2(t, T ) and it is continuous process. We also have,

using the convergence result (B.4), that there exists a subsequence of (Xn,t,x)n, which we

still denote (Xn,t,x)n, such that

sup
t≤s≤T

|Xn,t,x
s (ω)−Xt,x

s (ω)| n→∞−→ 0, ∀ω ∈ Ω\N, (3.25)

for some null measurable set N ⊂ Ω. Moreover, from estimate (B.3) it follows that, possibly

enlarging N , supt≤s≤T (|Xn,t,x
s (ω)|+|Xt,x

s (ω)|) <∞, for any n ∈ N and any ω ∈ Ω\N . Now,

fix ω ∈ Ω\N , then

|Y n,t,x
s (ω)− Y t,x

s (ω)| = |un(s,Xn,t,x
s (ω))− u(s,Xt,x

s (ω))|
= |un(s,Xn,t,x

s (ω))− un(s,X
t,x
s (ω))|+ |un(s,Xt,x

s (ω))− u(s,Xt,x
s (ω))|.

For any ε > 0, from point (iii) of Definition 3.8 it follows that there exists n′ ∈ N such that

|un(s,Xt,x
s (ω))− u(s,Xt,x

s (ω))| < ε

2
, ∀n ≥ n′.

On the other hand, from the local equicontinuity of (un)n, we see that there exists δ > 0,

independent of n, such that

|un(s,Xn,t,x
s (ω)) − un(s,X

t,x
s (ω))| < ε

2
, if |Xn,t,x

s (ω)−Xt,x
s (ω)| < δ.

Using (3.25), we can find n′′ ∈ N, n′′ ≥ n′, such that

sup
t≤s≤T

|Xn,t,x
s (ω)−Xt,x

s (ω)| < δ, ∀n ≥ n′′.

In conclusion, for any ω ∈ Ω\N and any ε > 0 there exists n′′ ∈ N such that

|Y n,t,x
s (ω)− Y t,x

s (ω)| < ε, ∀n ≥ n′′.

Therefore, Y n,t,x
s (ω) converges to Y t,x

s (ω), as n tends to infinity, for any (s, ω) ∈ [t, T ] ×
(Ω\N). In a similar way, we can prove that there exists a null measurable set N ′ ⊂ Ω such

that fn(s,X
n,t,x
s (ω), y, z) → f(s,Xt,x

s (ω), y, z), for any (s, ω, y, z) ∈ [t, T ]×(Ω\N ′)×R×Rd.

As a consequence, the thesis follows from Proposition C.1. 2

We can finally state a comparison theorem for strong-viscosity sub and supersolutions,

which follows directly from the comparison theorem for BSDEs.

Corollary 3.1 (Comparison Theorem) Let ǔ : [0, T ]×Rd → R (resp. û : [0, T ]×Rd →
R) be a strong-viscosity subsolution (resp. strong-viscosity supersolution) to the nonlinear

Kolmogorov equation (3.1). Then ǔ ≤ û on [0, T ] × Rd. In particular, there exists at most

one generalized strong-viscosity solution to the nonlinear Kolmogorov equation (3.22).

Proof. We know that ǔ(T, x) ≤ g(x) ≤ û(T, x), for all x ∈ Rd. Moreover, from Theorem

3.6 we have

ǔ(t, x) = Y̌ t,x
t , û(t, x) = Ŷ t,x

t , for all (t, x) ∈ [0, T ]× Rd,
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for some (Y̌ t,x
s , Žt,xs , Ǩt,x

s )s∈[t,T ], (Ŷ
t,x
s , Ẑt,xs , K̂t,x

s )s∈[t,T ] ∈ S2(t, T ) × H2(t, T )d × A+,2(t, T )

satisfying (3.24) and (3.23), respectively. Let us denote Y := Ŷ t,x − Y̌ t,x, Z := Ẑt,x − Žt,x,

K := K̂t,x + Ǩt,x, and f̄s := f(s,Xt,x
s , Ŷ t,x

s , Ẑt,xs )− f(s,Xt,x
s , Y̌ t,x

s , Žt,xs ). Then, P-a.s.,

Y s = Y T +

∫ T

s

f̄rdr +KT −Ks −
∫ T

s

ZrdWr, t ≤ s ≤ T. (3.26)

Now we introduce the real predictable process a given by, P-a.s.,

as =
f(s,Xt,x

s , Ŷ t,x
s , Ẑt,xs )− f(s,Xt,x

s , Y̌ t,x
s , Ẑt,xs )

Ŷ t,x
s − Y̌ t,x

s

1{Ŷ t,x
s −Y̌ t,x

s 6=0}, t ≤ s ≤ T

and the Rd-valued predictable process b defined componentwise by, P-a.s.,

bks =
f(s,Xt,x

s , Y̌ t,x
s , Z

(k−1)
s )− f(s,Xt,x

s , Y̌ t,x
s , Z

(k)
s )

V k
s

1{V k
s 6=0}, t ≤ s ≤ T,

for all k = 1, . . . , d, where Z(k) is the Rd-valued process whose k first components are

those of Žt,x and whose (d − k) lasts are those of Ẑt,x, and V k is the k-th component of

Z(k−1) − Z(k). Notice that, since f is uniformly Lipschitz in (y, z), the processes a and b

are bounded.

Equation (3.26) can be rewritten as

Y s = Y T +

∫ T

s

(

arY r + 〈br, Zr〉
)

dr +KT −Ks −
∫ T

s

ZrdWr.

Consider now the process Γ = (Γs)t≤s≤T satisfying, P-a.s.,

Γs = 1 +

∫ s

t

Γrardr +

∫ s

t

Γr〈br, dWr〉, t ≤ s ≤ T.

Notice that Γ ∈ S2(t, T ), since a and b are bounded. Moreover, Γ is strictly positive. An

application of Itô’s formula yields, P-a.s.,

ΓsY s = Y t −
∫ s

t

ΓrdKr +

∫ s

t

Γr〈Y rbr + Zr, dWr〉, t ≤ s ≤ T. (3.27)

From Burkholder-Davis-Gundy inequality it follows that there exists a positive constant C

such that

E

[

sup
t≤s≤T

∣

∣

∣

∣

∫ s

t

Γr〈Y rbr + Zr, dWr〉
∣

∣

∣

∣

]

≤ CE

[(
∫ T

t

Γ2
s|Y sbs + Zs|2ds

)
1
2
]

≤ C

2
E

[

sup
t≤s≤T

Γ2
s + 2b2∞

∫ T

t

|Y s|2ds+ 2

∫ T

t

|Zs|2ds
]

< ∞,

where b∞ is an upper-bound for b. Therefore, the local martingale (
∫ s

t
Γr〈Y rbr+Zr, dWr〉)t≤s≤T

is indeed a martingale. Hence, we see from (3.27) that the process (ΓsY s)t≤s≤T is a super-

martingale, which implies (recalling that û(T, x)− ǔ(T, x) ≥ 0, for all x ∈ Rd)

û(t, x)− ǔ(t, x) = Y t ≥ E
[

ΓTY T

]

≥ 0.

2
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3.4.3 Relation with the standard definition of viscosity solution

We now conclude this brief digression concerning strong-viscosity solutions, investigating

the equivalence between the concept of strong-viscosity solution and the standard notion

of viscosity solution, for which we refer, e.g., to [8]. Let us begin recalling the definition of

viscosity solution for equation (3.22).

Definition 3.9 (i) A lower (resp. upper) semicontinuous function u : [0, T ] × Rd → R is

called a viscosity supersolution (resp. viscosity subsolution) to the nonlinear Kol-

mogorov equation (3.1) if

u(T, x) ≥ (resp. ≤) g(x), ∀x ∈ Rd

and

−∂tϕ(t, x)− 〈b(t, x),Dxϕ(t, x)〉 −
1

2
tr
(

σσ⊺(t, x)D2
xϕ(t, x)

)

−f
(

t, x, u(t, x), σ⊺(t, x)Dxϕ(t, x)
)

≥ (resp. ≤) 0,

for any (t, x) ∈ [0, T ) × Rd and any ϕ ∈ C1,2([0, T ] × Rd) such that u − ϕ has a local

minimum (resp. maximum) at (t, x).

(ii) A continuous function u : [0, T ]×Rd → R is called a viscosity solution to the nonlinear

Kolmogorov equation (3.1) if it is both a viscosity supersolution and a viscosity subsolution

to (3.1).

Theorem 3.7 Suppose that the functions b, σ, f , and g, appearing in the nonlinear Kol-

mogorov equation (3.22), are bounded and satisfy, for some positive constant C and conti-

nuity modulus ρ,

|b(t, x)− b(t′, x′)|+ |σ(t, x) − σ(t′, x′)| ≤ ρ(|t− t′|) + C|x− x′|,
|f(t, x, y, z) − f(t′, x′, y′, z′)| ≤ ρ(|t− t′|+ |x− x′|) + C(|y − y′|+ |z − z′|),

|g(x) − g(x′)| ≤ ρ(|x− x′|),

for all (t, x, y, z), (t′, x′, y′, z′) ∈ [0, T ] × Rd × R × Rd. Suppose, moreover, that σ(t, x) is a

positive semidefinite matrix, for all (t, x) ∈ [0, T ] × Rd. Let u : [0, T ] × Rd → R be bounded

and uniformly continuous with a continuity modulus ρ. Then u is a viscosity solution to

the nonlinear Kolmogorov equation (3.22) if and only if u is a strong-viscosity solution to

(3.22).

Proof. The if part follows from the method of half-relaxed limits of Barles and Perthame

(see, e.g., Lemma 6.1 and Remark 6.3 in [8]). Let us focus on the only if part.

It is well-known that, under the present assumptions, a uniqueness result for viscosity

solutions to equation (3.22) holds, see, e.g., Theorem 5.1 in [30] for the case b and σ

independent of t. Let φ(x) = c exp(1/(|x|2 − 1))1{|x|<1}(x), x ∈ Rd, with c > 0 such that
∫

Rd φ(x)dx = 1. Define, for any n ∈ N\{0}, φn(x) = nφ(nx), x ∈ Rd. Now, define (denoting

by I the d× d identity matrix)

bn(t, x) :=

∫

Rd

φn(x− x′)b(t, x′)dx′, σn(t, x) :=

∫

Rd

φn(x− x′)σ(t, x′)dx′ +
1

n
I,
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gn(x) :=

∫

Rd

φn(x− x′)g(x′)dx′.

Similarly, let ψ(x, y, z) = c̄ exp(1/(|(x, y, z)|2 − 1))1{|(x,y,z)|<1}(x, y, z), (x, y, z) ∈ Rd × R×
Rd, with c̄ > 0 such that

∫

Rd×R×Rd ψ(x, y, z)dxdydz = 1. Define, for any n ∈ N\{0},
ψn(x, y, z) = nψ(nx, ny, nz), (x, y, z) ∈ Rd × R× Rd. Now, define

fn(t, x, y, z) :=

∫

Rd×R×Rd

ψn(x− x′, y − y′, z − z′)f(t, x′, y′, z′)dx′dy′dz′.

Notice that bn, σn ∈ C0,∞([0, T ] × Rd), gn ∈ C∞(Rd), and fn ∈ C0,∞([0, T ] × R2d+1), with

(bn(t, x), σn(t, x), gn(x), fn(t, x, y, z))
n→∞−→ (b(t, x), σ(t, x), g(x), f(t, x, y, z)),

for all (t, x, y, z) ∈ [0, T ] × Rd × R × Rd. Moreover, bn, σn, gn, and fn are bounded and

satisfy

|bn(t, x)− bn(t
′, x′)|+ |σn(t, x)− σn(t

′, x′)| ≤ ρ(|t− t′|) +C|x− x′|,
|fn(t, x, y, z) − fn(t

′, x′, y′, z′)| ≤ ρ(|t− t′|+ |x− x′|) +C(|y − y′|+ |z − z′|),
|gn(x)− gn(x

′)| ≤ ρ(|x− x′|),

for all (t, x, y, z), (t′, x′, y′, z′) ∈ [0, T ]×Rd×R×Rd, with the same constant C and continuity

modulus ρ as in the statement of the theorem. Let us now consider, for each n ∈ N\{0},
the nonlinear Kolmogorov equation:















−∂tun(t, x)− 〈bn(t, x),Dxun(t, x)〉 − 1
2tr(σnσ

⊺

n(t, x)D
2
xun(t, x))

− fn(t, x, un(t, x), σ
⊺

n(t, x)Dxun(t, x)) = 0, ∀ (t, x) ∈ [0, T )× Rd,

un(T, x) = gn(x), ∀x ∈ Rd.

(3.28)

Since σ(t, x) is a positive semidefinite matrix, we see that σn(t, x) is a positive definite

matrix and equation (3.28) is uniformly elliptic. Then, it follows from classical results on

regularity theory for parabolic equations (see, e.g., Theorem 8.1 in [28]) that there exists a

unique classical solution un ∈ C1,2([0, T ] × Rd) to equation (3.28), with sup[0,T ]×Rd |un| ≤
M for some positive constant M , independent of n, as it can be seen using the uniform

boundedness of bn, σn, gn, and fn. Clearly, un is also a viscosity solution to equation (3.28).

Then, using the notations of Section 6 in [8], set

u(t, x) := lim sup
n→∞

∗ un(t, x), u(t, x) := lim inf
n→∞

∗ un(t, x).

Notice that |u|, |u| ≤ M . From Remark 6.3 in [8], we know that u (resp. u) is a viscosity

subsolution (resp. supersolution) to equation (3.22). From the comparison theorem for

viscosity solutions, this implies that u ≤ u. Since u ≤ u by definition, we get u and u are

equal and are both viscosity solutions to equation (3.22). From uniqueness, we must have

u = u = u. Moreover, it follows from Remark 6.4 in [8] that un converges to u uniformly

on compact sets. In conclusion, u is a strong-viscosity solution to equation (3.22). 2
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Appendix

In the present appendix we fix a complete probability space (Ω,F ,P) on which a d-

dimensional Brownian motion W = (Wt)t≥0 is defined. We denote F = (Ft)t≥0 the com-

pletion of the natural filtration generated by W .

A. Estimates for supersolutions to BSDEs

We derive estimates for the norm of the Z andK components for supersolutions to backward

stochastic differential equations, in terms of the norm of the Y component. These results

are standard, but seemingly not at disposal in the following form in the literature. Firstly,

let us introduce a generator function F : [0, T ] × Ω × R × Rd → R satisfying the usual

assumptions:

(A.a) F (·, y, z) is F-predictable for every (y, z) ∈ R× Rd.

(A.b) There exists a positive constant CF such that

|F (s, y, z) − F (s, y′, z′)| ≤ CF
(

|y − y′|+ |z − z′|
)

,

for all y, y′ ∈ R, z, z′ ∈ Rd, ds⊗ dP-a.e.

(A.c) Integrability condition:

E

[
∫ T

t

|F (s, 0, 0)|2ds
]

≤ MF ,

for some positive constant MF .

Proposition A.1 For any t, T ∈ R+, t < T , consider (Ys, Zs,Ks)s∈[t,T ] satisfying:

(i) Y ∈ S2(t, T ) and it is continuous.

(ii) Z is an Rd-valued F-predictable process such that P(
∫ T

t
|Zs|2ds <∞) = 1.

(iii) K is a real nondecreasing (resp. nonincreasing) continuous F-predictable process such

that Kt = 0.

Suppose that (Ys, Zs,Ks)s∈[t,T ] solves the BSDE, P-a.s.,

Ys = YT +

∫ T

s

F (r, Yr, Zr)dr +KT −Ks −
∫ T

s

〈Zr, dWr〉, t ≤ s ≤ T, (A.1)

for some generator function F satisfying conditions (A.b)-(A.c). Then (Z,K) ∈ H2(t, T )d×
A+,2(t, T ) and

‖Z‖2
H2(t,T )d + ‖K‖2S2(t,T ) ≤ C(1 + T 3)

(

‖Y ‖2S2(t,T ) +
∫ T

t

|F (s, 0, 0)|2ds
)

,

for some positive constant C depending only on CF , the Lipschitz constant of F .
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Proof. Let us consider the case where K is nondecreasing. For every k ∈ N, define the

stopping time

τk = inf

{

s ≥ t :

∫ s

t

|Zr|2dr ≥ k

}

∧ T.

Then, the local martingale (
∫ s

t
Yr〈1[t,τk ](r)Zr, dWr〉)s∈[t,T ] satisfies, using Burkholder-Davis-

Gundy inequality,

E

[

sup
t≤s≤T

∣

∣

∣

∣

∫ s

t

Yr〈1[t,τk ](r)Zr, dWr〉
∣

∣

∣

∣

]

< ∞,

therefore it is a martingale. As a consequence, an application of Itô’s formula to |Ys|2
between t and τk yields

E
[

|Yt|2
]

+ E

∫ τk

t

|Zr|2dr = E
[

|Yτk |2
]

+ 2E

∫ τk

t

YrF (r, Yr, Zr)dr + 2E

∫ τk

t

YrdKr. (A.2)

In the sequel c and c′ will be two strictly positive constants depending only on CF , the

Lipschitz constant of F . Using (A.b) and recalling the standard inequality ab ≤ a2 + b2/4,

for any a, b ∈ R, we see that

2E

∫ τk

t

YrF (r, Yr, Zr)dr

≤ cT‖Y ‖2S2(t,T ) +
1

4
E

∫ τk

t

|Zr|2dr + E

∫ T

t

|F (r, 0, 0)|2dr. (A.3)

Regarding the last term on the right-hand side in (A.2), for every ε > 0 we have (recalling

the standard inequality 2ab ≤ εa2 + b2/ε, for any a, b ∈ R)

2E

∫ τk

t

YrdKr ≤ 1

ε
‖Y ‖2S2(t,T ) + εE

[

|Kτk |2
]

. (A.4)

Now, from (A.1) we get

Kτk = Yt − Yτk −
∫ τk

t

F (r, Yr, Zr)dr +

∫ τk

t

〈Zr, dWr〉.

Therefore (recalling that (x1 + · · ·+ x4) ≤ 4(x21 + · · ·+ x24), for any x1, . . . , x4 ∈ R)

E
[

|Kτk |2
]

≤ 8‖Y ‖2S2(t,T ) + 4TE

∫ τk

t

|F (r, Yr , Zr)|2dr + 4E

∣

∣

∣

∣

∫ τk

t

〈Zr, dWr〉
∣

∣

∣

∣

2

.

From Itô’s isometry and (A.b), we obtain

E
[

|Kτk |2
]

≤ c′(1 + T 2)‖Y ‖2S2(t,T ) + c′(1 + T )E

∫ τk

t

|Zr|2dr

+ c′TE

∫ T

t

|F (r, 0, 0)|2dr. (A.5)

Then, taking ε = 1/(4c′(1 + T )) in (A.4) we get

2E

∫ τk

t

YrdKr
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≤ 16c′(1 + T )2 + 1 + T 2

4(1 + T )
‖Y ‖2S2(t,T ) +

1

4
E

∫ τk

t

|Zr|2dr +
T

4(1 + T )
E

∫ T

t

|F (r, 0, 0)|2dr

≤ c(1 + T 2)‖Y ‖2S2(t,T ) +
1

4
E

∫ τk

t

|Zr|2dr + cTE

∫ T

t

|F (r, 0, 0)|2dr. (A.6)

Plugging (A.3) and (A.6) into (A.2), we end up with

E
[

|Yτk |2
]

+
1

2
E

∫ τk

t

|Zr|2dr ≤ c(1 + T 2)‖Y ‖2S2(t,T ) + c(1 + T )E

∫ T

t

|F (r, 0, 0)|2dr.

Then, from monotone convergence theorem,

E

∫ T

t

|Zr|2dr ≤ c(1 + T 2)‖Y ‖2S2(t,T ) + c(1 + T )E

∫ T

t

|F (r, 0, 0)|2dr. (A.7)

Plugging (A.7) into (A.5), and using again monotone convergence theorem, we finally obtain

‖K‖2S2(t,T ) = E
[

|KT |2
]

≤ c(1 + T 3)‖Y ‖2S2(t,T ) + c(1 + T 2)E

∫ T

t

|F (r, 0, 0)|2dr.

When K is nonincreasing, the proof can be done along the same lines. 2

B. Estimates for stochastic differential equations

We shall report here a result about stochastic differential equations, whose proof is standard.

Proposition B.1 For any n ∈ N, let bn : [0, T ] × Rd → R and σn : [0, T ] × Rd → Rd×d be

Borel measurable functions, satisfying, for some positive constant C, independent of n,

|bn(t, x)− bn(t, x
′)|+ |σn(t, x)− σn(t, x

′)| ≤ C|x− x′|,
|bn(t, 0)| + |σn(t, 0)| ≤ C,

for all t ∈ [0, T ], x, x′ ∈ Rd. Then, for any n ∈ N and (t, x) ∈ [0, T ] × Rd there exists a

unique solution (Xn,t,x
s )s∈[t,T ] to the equation

Xs = x+

∫ s

t

bn(r,Xr)dr +

∫ s

t

σn(r,Xr)dWr, t ≤ s ≤ T, P-a.s. (B.1)

Moreover, suppose that, for every (t, x) ∈ [0, T ] × Rd, the sequence {(bn(t, x), σn(t, x))}n
converges as n goes to infinity and define

(b(t, x), σ(t, x)) := lim
n→∞

(bn(t, x), σn(t, x)).

Then, for any (t, x) ∈ [0, T ]×Rd there exists a unique solution (Xt,x
s )s∈[t,T ] to the equation

Xs = x+

∫ s

t

b(r,Xr)dr +

∫ s

t

σ(r,Xr)dWr, t ≤ s ≤ T, P-a.s. (B.2)

Furthermore, for any p ≥ 1 there exists a positive constant Cp, independent of n and (t, x),

such that

E

[

sup
t≤s≤T

(

|Xn,t,x
s |p + |Xt,x

s |p
)

]

≤ Cp
(

1 + |x|p
)

. (B.3)

Finally, for any p ≥ 1 we have

lim
n→∞

E

[

sup
t≤s≤T

|Xn,t,x
s −Xt,x

s |p
]

= 0. (B.4)
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Proof. It is well known that, under the assumptions of Proposition B.1, for any n ∈ N

and (t, x) ∈ [0, T ] × Rd, there exists a unique solution (Xn,t,x
s )s∈[t,T ] to equation (B.1),

satisfying estimate (B.3). Notice that the constant Cp in (B.3) depends only on T , p, and

the Lipschitz constants of bn and σn, which are uniformly bounded in n, so that Cp does

not depend on n. Now, we see that b and σ are Borel measurable and satisfy:

|b(t, x)− b(t, x′)|+ |σ(t, x) − σ(t, x′)| ≤ C|x− x′|,
|b(t, 0)| + |σ(t, 0)| ≤ C,

for all t ∈ [0, T ], x, x′ ∈ Rd. As a consequence, for any (t, x) ∈ [0, T ] × Rd, there exists

a unique solution (Xt,x
s )s∈[t,T ] to equation (B.2), satisfying estimate (B.3). It remains to

prove (B.4). Observe that

Xn,t,x
s −Xt,x

s =

∫ s

t

(

bn(r,X
n,t,x
r )− b(r,Xt,x

r )
)

dr +

∫ s

t

(

σn(r,X
n,t,x
r )− σ(r,Xt,x

r )
)

dWr.

Then, taking the p-th power, we get (recalling the standard inequality (a+ b)p ≤ 2p−1(ap+

bp), for any a, b ∈ R)

|Xn,t,x
s −Xt,x

s |p ≤ 2p−1

∣

∣

∣

∣

∫ s

t

(

bn(r,X
n,t,x
r )− b(r,Xt,x

r )
)

dr

∣

∣

∣

∣

p

+ 2p−1

∣

∣

∣

∣

∫ s

t

(

σn(r,X
n,t,x
r )− σ(r,Xt,x

r )
)

dWr

∣

∣

∣

∣

p

.

Taking the supremum over the time variable s, and applying Hölder’s inequality to the

drift term, we get (in the sequel we shall denote cp a generic positive constant, indepen-

dent of n, depending only on T , p, and on the constant C appearing in the statement of

Proposition B.1)

sup
t≤s≤T

|Xn,t,x
s −Xt,x

s |p ≤ cp

∫ T

t

∣

∣bn(r,X
n,t,x
r )− b(r,Xt,x

r )
∣

∣

p
dr

+ 2p−1 sup
t≤s≤T

∣

∣

∣

∣

∫ s

t

(

σn(r,X
n,t,x
r )− σ(r,Xt,x

r )
)

dWr

∣

∣

∣

∣

p

. (B.5)

Notice that
∫ T

t

∣

∣bn(r,X
n,t,x
r )− b(r,Xt,x

r )
∣

∣

p
dr

≤ 2p−1

∫ T

t

∣

∣bn(r,X
n,t,x
r )− bn(r,X

t,x
r )

∣

∣

p
dr + 2p−1

∫ T

t

∣

∣bn(r,X
t,x
r )− b(r,Xt,x

r )
∣

∣

p
dr

≤ cp

∫ T

t

sup
t≤s≤r

|Xn,t,x
s −Xt,x

s |pdr + 2p−1

∫ T

t

∣

∣bn(r,X
t,x
r )− b(r,Xt,x

r )
∣

∣

p
dr. (B.6)

In addition, from Burkholder-Davis-Gundy inequality we have

E

[

sup
t≤s≤T

∣

∣

∣

∣

∫ s

t

(

σn(r,X
n,t,x
r )− σ(r,Xt,x

r )
)

dWr

∣

∣

∣

∣

p]

≤ cpE

[
∫ T

t

∣

∣tr
(

(σn(r,X
n,t,x
r )− σ(r,Xt,x

r ))(σ⊺

n(r,X
n,t,x
r )− σ⊺(r,Xt,x

r ))
)∣

∣

p

2 dr

]
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≤ cpE

[
∫ T

t

∣

∣tr
(

(σn(r,X
n,t,x
r )− σn(r,X

t,x
r ))(σ⊺

n(r,X
n,t,x
r )− σ⊺

n(r,X
t,x
r ))

)∣

∣

p

2 dr

]

+ cpE

[
∫ T

t

∣

∣tr
(

(σn(r,X
t,x
r )− σ(r,Xt,x

r ))(σ⊺

n(r,X
t,x
r )− σ⊺(r,Xt,x

r ))
)
∣

∣

p
2 dr

]

≤ cp

∫ T

t

sup
t≤s≤r

|Xn,t,x
s −Xt,x

s |pdr

+ cpE

[
∫ T

t

∣

∣tr
(

(σn(r,X
t,x
r )− σ(r,Xt,x

r ))(σ⊺

n(r,X
t,x
r )− σ⊺(r,Xt,x

r ))
)
∣

∣

p

2 dr

]

. (B.7)

We remind that ‖A‖tr :=
√

tr(AA⊺), with A ∈ Rd×d, defines a norm on the space of d× d

matrices, which is indeed the Frobenius norm. Taking the expectation in (B.5), and using

(B.6) and (B.7), we find

E

[

sup
t≤s≤T

|Xn,t,x
s −Xt,x

s |p
]

≤ cp

∫ T

t

E
[

sup
t≤s≤r

|Xn,t,x
s −Xt,x

s |p
]

dr + cp

∫ T

t

E
[
∣

∣bn(r,X
t,x
r )− b(r,Xt,x

r )
∣

∣

p]
dr

+ cp

∫ T

t

E

[

∣

∣tr
(

(σn(r,X
t,x
r )− σ(r,Xt,x

r ))(σ⊺

n(r,X
t,x
r )− σ⊺(r,Xt,x

r ))
)∣

∣

p

2

]

dr.

Then, applying Gronwall’s lemma to the map r 7→ E[supt≤s≤r |Xn,t,x
s −Xt,x

s |p], we get

E

[

sup
t≤s≤T

|Xn,t,x
s −Xt,x

s |p
]

≤ cp

∫ T

t

E
[∣

∣bn(r,X
t,x
r )− b(r,Xt,x

r )
∣

∣

p]
dr

+ cp

∫ T

t

E

[

∣

∣tr
(

(σn(r,X
t,x
r )− σ(r,Xt,x

r ))(σ⊺

n(r,X
t,x
r )− σ⊺(r,Xt,x

r ))
)
∣

∣

p

2

]

dr.

In conclusion, (B.4) follows from Lebesgue’s dominated convergence theorem. 2

C. Limit theorem for BSDEs

We prove a limit theorem for BSDEs designed for our purposes, which is inspired by the

monotonic limit theorem of Peng [32], even if it is formulated under a different set of

hypotheses. In particular, the monotonicity of the sequence (Y n)n is not assumed. On the

other hand, we impose a uniform boundedness for the sequence (Y n)n in Sp(t, T ) for some

p > 2, instead of p = 2 as in [32]. Furthermore, unlike [32], the terminal condition and the

generator function of the BSDE solved by Y n are allowed to vary with n.

Proposition C.1 Let (Fn)n be a sequence of generator functions satisfying assumption

(Aa)-(Ac), with the same constants CF and MF for all n. For any n, let (Y n, Zn,Kn) ∈
S2(t, T )×H2(t, T )d × A+,2(t, T ), with Y n and Kn continuous, satisfying, P-a.s.,

Y n
s = Y n

T +

∫ T

s

Fn(r, Y
n
r , Z

n
r )dr +Kn

T −Kn
s −

∫ T

s

〈Znr , dWr〉, t ≤ s ≤ T

and

‖Y n‖2S2(t,T ) + ‖Zn‖H2(t,T )d + ‖Kn‖S2(t,T ) ≤ C, ∀n ∈ N,
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for some positive constant C, independent of n. Suppose that there exist a generator func-

tion F satisfying conditions (Aa)-(Ac) and a continuous process Y ∈ S2(t, T ), in addition

supn ‖Y n‖Sp(t,T ) < ∞ for some p > 2, and, for some null measurable sets NF ⊂ [t, T ] × Ω

and NY ⊂ Ω,

Fn(s, ω, y, z)
n→∞−→ F (s, ω, y, z), ∀ (s, ω, y, z) ∈ (([t, T ]× Ω)\NF )× R× Rd,

Y n
s (ω)

n→∞−→ Ys(ω), ∀ (s, ω) ∈ [t, T ]× (Ω\NY ).

Then, there exists a unique pair (Z,K) ∈ H2(t, T )d × A+,2(t, T ) such that, P-a.s.,

Ys = YT +

∫ T

s

F (r, Yr, Zr)dr +KT −Ks −
∫ T

s

〈Zr, dWr〉, t ≤ s ≤ T. (C.1)

In addition, Zn converges strongly (resp. weakly) to Z in Lq(t, T ;Rd) (resp. H2(t, T )d),

for any q ∈ [1, 2[, and Kn
τ converges weakly to Kτ in L2(Ω,Fτ ,P), for any stopping time τ

valued in [t, T ].

Remark C.1 Notice that, under the hypotheses of Proposition C.1 (more precisely, given

that Y is continuous, supn ‖Y n‖Sp(t,T ) < ∞ for some p > 2, Y n
s (ω) → Ys(ω) as n tends

to infinity for all (s, ω) ∈ [t, T ] × (Ω\NY )), it follows that ‖Y ‖Sp(t,T ) < ∞. Indeed, from

Fatou’s lemma we have

E

[

lim inf
n→∞

sup
t≤s≤T

|Y n
s |p

]

≤ lim inf
n→∞

‖Y n‖p
Sp(t,T ) < ∞. (C.2)

Moreover, since Y is continuous, there exists a null measurable set N ′
Y ⊂ Ω such that

s 7→ Ys(ω) is continuous on [t, T ] for every ω ∈ Ω\N ′
Y . Then, for any ω ∈ Ω\(NY ∪ N ′

Y ),

there exists τ(ω) ∈ [t, T ] such that

sup
t≤s≤T

|Ys(ω)|p = |Yτ(ω)(ω)|p = lim
n→∞

|Y n
τ(ω)(ω)|p ≤ lim inf

n→∞
sup
t≤s≤T

|Y n
s (ω)|p. (C.3)

Therefore, combining (C.2) with (C.3), we end up with ‖Y ‖Sp(t,T ) <∞. 2

Proof. We begin proving the uniqueness of (Z,K). Let (Z,K), (Z ′,K ′) ∈ H2(t, T )d ×
A+,2(t, T ) be two pairs satisfying (C.1). Taking the difference and rearranging the terms,

we obtain
∫ T

s

〈Zr − Z ′
r, dWr〉 =

∫ T

s

(

F (r, Yr, Zr)− F (r, Yr , Z
′
r)
)

dr +KT −Ks − (K ′
T −K ′

s).

Now, the right-hand side has finite variation, while the left-hand side has not finite variation,

unless Z = Z ′. This implies Z = Z ′, from which we deduce K = K ′.

The rest of the proof is devoted to the existence of (Z,K) and it is divided in different

steps.

Step 1. Limit BSDE. From the hypotheses, we see that there exists a positive constant c,

independent of n, such that

E

∫ T

t

|Fn(r, Y n
r , Z

n
r )|2dr ≤ c, ∀n ∈ N.

58



It follows that the sequence (Zn· , Fn(·, Y n
· , Z

n
· ))n is bounded in the Hilbert space H2(t, T )d×

L2(t, T ;R). Therefore, there exists a subsequence (Znk
· , Fnk

(·, Y nk
· , Znk

· ))k which converges

weakly to some (Z,G) ∈ H2(t, T )d × L2(t, T ;R). This implies that, for any stopping time

τ ∈ [t, T ], the following weak convergences hold in L2(Ω,Fτ ,P) as k → ∞:

∫ τ

t

Fnk
(r, Y nk

r , Znk
r )dr ⇀

∫ τ

t

G(r)dr,

∫ τ

t

〈Znk
r , dWr〉 ⇀

∫ τ

t

〈Zr, dWr〉.

Since

Kn
τ = Y n

t − Y n
τ −

∫ τ

t

Fn(r, Y
n
r , Z

n
r )dr +

∫ τ

t

〈Znr , dWr〉

and, by hypothesis, Y n
τ → Yτ strongly in L2(Ω,Fτ ,P), we also have the weak convergence,

as k → ∞,

Knk
τ ⇀ Kτ = K̃t,τ , (C.4)

where

K̃t,s := Yt − Ys −
∫ s

t

G(r)dr +

∫ s

t

〈Zr, dWr〉, t ≤ s ≤ T.

Notice that (K̃t,s)t≤s≤T is adapted and continuous, so that it is a predictable process. We

have that E[|KT |2] < ∞. Moreover, Knk converges weakly to K in the Hilbert space

L2(t, T ;R). Indeed, let ξ ∈ L2(t, T ;R); then, by Fubini’s theorem,

E

[
∫ T

t

ξs(K
nk
s −Ks)ds

]

=

∫ T

t

E
[

ξs(K
nk
s −Ks)

]

ds.

Since ξs ∈ L2(Ω,Fs,P), for a.e. s ∈ [t, T ], we conclude, from Lebesgue’s dominated conver-

gence theorem,
∫ T

t

E
[

ξs(K
nk
s −Ks)

]

ds
k→∞−→ 0.

This implies that K is a predictable process. Since the process on the right-hand side of

(C.4) is also predictable and they are equal for all stopping times valued in [t, T ] (it would

be enough to consider the predictable ones), it follows from the predictable section theorem

(see, e.g., Theorem 86, Chapter IV, in [10]) that they are indistinguishable. In particular,

K is a continuous process.

Let us prove that K is a nondecreasing process. For any pair r, s with t ≤ r ≤ s ≤ T ,

we have Kr ≤ Ks, P-almost surely. Indeed, let ξ ∈ L2(Ω,Fs,P) be nonnegative, then,

from the martingale representation theorem, we see that there exist a random variable

ζ ∈ L2(Ω,Fr,P) and an F-predictable square integrable process η such that

ξ = ζ +

∫ s

r

ηudWu.

Therefore

0 ≤ E[ξ(Kn
s −Kn

r )] = E[ξKn
s ]− E[ζKn

r ]− E

[

E

[

Kn
r

∫ s

r

ηudWu

∣

∣

∣

∣

Fr
]]

= E[ξKn
s ]− E[ζKn

r ]
n→∞−→ E[ξKs]− E[ζKr] = E[ξ(Ks −Kr)],
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which shows that Kr ≤ Ks, P-almost surely. As a consequence, there exists a null mea-

surable set N ⊂ Ω such that Kr(ω) ≤ Ks(ω), for all ω ∈ Ω\N , with r, s ∈ Q ∩ [0, T ],

r < s. Then, from the continuity of K it follows that it is a nondecreasing process, so that

K ∈ A+,2(t, T ).

Finally, we notice that the process Z in expression (C.4) is uniquely determined, as it

can be seen identifying the Brownian parts and the finite variation parts in (C.4). Thus,

not only the subsequence (Znk)k, but all the sequence (Zn)n converges weakly to Z in

H2(t, T )d. It remains to show that G(r) in (C.4) is actually F (r, Yr, Zr).

Step 2. Strong convergence of (Zn)n. Let α ∈ (0, 1) and consider the function hα(y) =

|min(y − α, 0)|2, y ∈ R. By applying Meyer-Itô’s formula combined with the occupation

times formula (see, e.g., Theorem 70 and Corollary 1, Chapter IV, in [34]) to hα(Y
n
s − Ys)

between t and T , observing that the second derivative of hα in the sense of distributions is

a σ-finite Borel measure on R absolutely continuous to the Lebesgue measure with density

1]−∞,α[(·), we obtain

E
[

|min(Y n
t − Yt − α, 0)|2

]

+ E

∫ T

t

1{Y n
s −Ys<α}|Zns − Zs|2ds

= E
[

|min(Y n
T − YT − α, 0)|2

]

+ 2E

∫ T

t

min(Y n
s − Ys − α, 0)

(

Fn(s, Y
n
s , Z

n
s )−G(s)

)

ds

+ 2E

∫ T

t

min(Y n
s − Ys − α, 0)dKn

s − 2E

∫ T

t

min(Y n
s − Ys − α, 0)dKs.

Since min(Y n
s − Ys − α, 0)dKn

s ≤ 0, we get

E

∫ T

t

1{Y n
s −Ys<α}|Zns − Zs|2ds ≤ E

[

|min(Y n
T − YT − α, 0)|2

]

(C.5)

+ 2E

∫ T

t

min(Y n
s − Ys − α, 0)

(

Fn(s, Y
n
s , Z

n
s )−G(s)

)

ds− 2E

∫ T

t

min(Y n
s − Ys − α, 0)dKs.

Let us study the behavior of the right-hand side of (C.5) as n goes to infinity. We begin

noting that

E
[

|min(Y n
T − YT − α, 0)|2

] n→∞−→ α2. (C.6)

Regarding the second-term on the right-hand side of (C.5), since the sequence (Fn(·, Y n
· , Z

n
· )−

G(·))n is bounded in L2(t, T ;R), we have

sup
n∈N

(

E

[
∫ T

t

|Fn(s, Y n
s , Z

n
s )−G(s)|2ds

])
1
2

=: c̄ < ∞.

Therefore, by Cauchy-Schwarz inequality we find

E

∫ T

t

|min(Y n
s − Ys − α, 0)||Fn(s, Y n

s , Z
n
s )−G(s)|ds

≤ c̄

(

E

[
∫ T

t

|min(Y n
s − Ys − α, 0)|2ds

])
1
2 n→∞−→ c̄

√
T − t α. (C.7)
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Concerning the last term on the right-hand side of (C.5), we notice that, by hypothesis and

Remark C.1, there exists some p > 2 such that, from Cauchy-Schwarz inequality,

sup
n∈N

E

[
∫ T

t

|min(Y n
s − Ys − α, 0)|

p

2 dKs

]

≤ sup
n∈N

(

E

[

sup
t≤s≤T

|min(Y n
s − Ys − α, 0)|p

]

)
1
2
(

E
[

|KT |2
])

1
2 <∞.

It follows that (min(Y n
· − Y· − α, 0))n is a uniformly integrable sequence on ([t, T ] ×

Ω,B([t, T ]) ⊗ F , dKs ⊗ dP). Moreover, by assumption, there exists a null measurable set

NY ⊂ Ω such that Y n
s (ω) converges to Ys(ω), for any (s, ω) /∈ [t, T ] × NY . Notice that

dKs ⊗ dP([t, T ] × NY ) = 0, therefore Y n converges to Y pointwisely a.e. with respect to

dKs ⊗ dP. This implies that

E

[
∫ T

t

|min(Y n
s − Ys − α, 0)|dKs

]

n→∞−→ αE[KT ]. (C.8)

From the convergence results (C.6), (C.7), and (C.8), we end up with

lim sup
n→∞

E

∫ T

t

1{Y n
s −Ys<α}|Zns − Zs|2ds ≤ α2 + 2c̄

√
T − t α+ 2αE[KT ]. (C.9)

From Egoroff’s theorem, for any δ > 0 there exists a measurable set A ⊂ [t, T ] × Ω, with

ds⊗ dP(A) < δ, such that (Y n)n converges uniformly to Y on ([t, T ]×Ω)\A. In particular,

for any α ∈]0, 1[ we have |Y n
s (ω)− Ys(ω)| < α, for all (s, ω) ∈ ([t, T ]×Ω)\A, whenever n is

large enough. Therefore, from (C.9) we get

lim sup
n→∞

E

∫ T

t

1([t,T ]×Ω)\A|Zns − Zs|2ds = lim sup
n→∞

E

∫ T

t

1([t,T ]×Ω)\A1{Y n
s −Ys<α}|Zns − Zs|2ds

≤ lim sup
n→∞

E

∫ T

t

1{Y n
s −Ys<α}|Zns − Zs|2ds ≤ α2 + 2c̄

√
T − t α+ 2αE[KT ].

Sending α→ 0+, we obtain

lim
n→∞

E

∫ T

t

1([t,T ]×Ω)\A|Zns − Zs|2ds = 0. (C.10)

Now, let q ∈ [1, 2[; by Hölder’s inequality,

E

∫ T

t

|Zns − Zs|qds = E

∫ T

t

1([t,T ]×Ω)\A|Zns − Zs|qds+ E

∫ T

t

1A|Zns − Zs|qds

≤
(

E

∫ T

t

1([t,T ]×Ω)\A|Zns − Zs|2ds
)

q
2

(T − t)
2−q

2 +

(

E

∫ T

t

|Zns − Zs|2ds
)

q
2

δ
2−q

2 .

Since the sequence (Zn)n is bounded in H2(t, T )d, we have

sup
n∈N

E

∫ T

t

|Zns − Zs|2ds =: ĉ <∞.
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Therefore

E

∫ T

t

|Zns − Zs|qds ≤
(

E

∫ T

t

1([t,T ]×Ω)\A|Zns − Zs|2ds
)

q

2

(T − t)
2−q

2 + ĉ
q

2 δ
2−q

2 ,

which implies, by (C.10),

lim sup
n→∞

E

∫ T

t

|Zns − Zs|qds ≤ ĉ
q

2 δ
2−q

2 .

Sending δ → 0+ we deduce the strong convergence of Zn towards Z in Lq(t, T ;Rd), for any

q ∈ [1, 2[.

Notice that, for any q ∈ [1, 2[, we have (recalling the standard inequality (x + y)q ≤
2q−1(xq + yq), for any x, y ∈ R+)

E

[
∫ T

t

|Fn(s, Y n
s , Z

n
s )− F (s, Ys, Zs)|qds

]

≤ 2q−1E

[
∫ T

t

|Fn(s, Y n
s , Z

n
s )− Fn(s, Ys, Zs)|qds

]

+ 2q−1E

[
∫ T

t

|Fn(s, Ys, Zs)− F (s, Ys, Zs)|qds
]

.

Therefore, by the uniform Lipschitz condition on Fn with respect to (y, z), and the conver-

gence of Fn towards F , we deduce the strong convergence of (Fn(·, Y n
· , Z

n
· ))n to F (·, Y·, Z·)

in Lq(t, T ;R), q ∈ [1, 2[. Since G(·) is the weak limit of (Fn(·, Y n
· , Z

n
· ))n in L2(t, T ;R),

we deduce that G(·) = F (·, Y·, Z·). In conclusion, the triple (Y,Z,K) solves the backward

stochastic differential equation (C.1). 2

D. An additional result in real analysis

Lemma D.1 Let (fn,k)n,k∈N, (fn)n∈N, and f be Rq-valued functions on [0, T ] ×X, where

(X, ‖ · ‖) is a normed space which contains a countable dense subset E, and

fn,k(t, x)
k→∞−→ fn(t, x), fn(t, x)

n→∞−→ f(t, x), ∀ (t, x) ∈ [0, T ]×X.

Suppose that the double sequence (fn,k)n,k∈N is locally equicontinuous. Then, there exists a

subsequence (fn,k(n))n that converges pointwisely to f on [0, T ]×X.

Proof. Let (t1, x1), (t2, x2), (t3, x3), . . . be an enumeration of the points of (Q∩ [0, T ])×E.

For any n and j, it follows from the convergence fn,k(tj , xj) → fn(tj , xj), as k → ∞, that

there exists a positive integer Kn,j such that

|fn,k(tj , xj)− fn(tj , xj)| <
1

n
, if k ≥ Kn,j.

Let k(n) = k(n − 1) ∨ Kn,1 ∨ · · · ∨ Kn,n, n ∈ N, with k(−1) = 0. Then, for each j,

fn,k(n)(tj, xj) → f(tj, xj), as n→ ∞.

Now, take (t, x) ∈ [0, T ]×X and ε > 0. Consider R > 0 such that ‖x‖ < R. By the local

equicontinuity, there exists δ > 0, depending only on ε and R, so that |t− s|, ‖x − y‖ < δ,

‖y‖ < R, implies |f(t, x) − f(s, y)| < ε/3 and |fn,m(t, x) − fn,m(s, y)| < ε/3, for all n,m.

Let (tj , xj) ∈ (Q ∩ [0, T ]) × E be such that |t− tj|, ‖x − xj‖ < δ and ‖xj‖ < R. We know
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that there exists a positive integer N for which |fn,k(n)(tj , xj) − f(tj, xj)| < ε/3, for any

n ≥ N . Therefore

|fn,k(n)(t, x)− f(t, x)|
≤ |fn,k(n)(t, x)− fn,k(n)(tj , xj)|+ |fn,k(n)(tj, xj)− f(tj, xj)|+ |f(tj , xj)− f(t, x)| < ε,

for all n ≥ N . 2
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formula and applications. Osaka Journal of Mathematics, 51(3), 2014.

[15] Cristina Di Girolami and Francesco Russo. Generalized covariation and extended Fukushima

decomposition for Banach space-valued processes. Applications to windows of Dirichlet pro-

cesses. Infin. Dimens. Anal. Quantum Probab. Relat. Top., 15(2):1250007, 50, 2012.
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