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REDUCTION OF THE RESONANCE ERROR IN NUMERICAL

HOMOGENIZATION II: CORRECTORS, EXTRAPOLATION, AND

SPECTRAL THEORY

ANTOINE GLORIA AND ZAKARIA HABIBI

Abstract. This paper is the companion article of [17]. One common drawback among
numerical homogenization methods is the presence of the so-called resonance error,
which roughly speaking is a function of the ratio ε/ρ, where ρ is a typical macroscopic
lengthscale and ε is the typical size of the heterogeneities. In the present work, we
make a systematic use of regularization and extrapolation to reduce this resonance
error at the level of the approximation of homogenized coefficients and correctors.
We quantify this reduction in the periodic case and in the case of Poisson random
inclusions. We also report on a systematic numerical study in dimension 2, which
demonstrates the efficiency of the method and the sharpness of the analysis. Last,
we combine this approach to numerical homogenization methods, prove the asymp-
totic consistency in the case of locally stationary ergodic symmetric coefficients using
spectral theory, and give quantitative estimates in the case of periodic coefficients.

Keywords: numerical homogenization, resonance error, effective coefficients, correc-
tors, periodic, random.
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2 A. GLORIA AND Z. HABIBI

1. Introduction

Numerical homogenization methods are designed to solve partial differential equations for
which the operator is heterogeneous spatially at a small scale. Such problems arise in
many applications such as diffusion in porous media or composite materials. By numer-
ical homogenization, we mean that we compute not only the mean field solution of the
heterogeneous problem, but also the local fluctuations, which may be important in many
applications. In the recent years, two main types of methods were introduced: methods
which rely on homogenization to reduce the complexity of the problem (see [4], [25, 26],
[9, 8], and [15] e.g.), and methods which rely on the structure of the solution space inde-
pendently of homogenization structures (see [29, 30, 31], [24], [5]). Both approaches are
nonlinear in the sense that the vector space in which the solution is approximated depends
on the operator itself.

In this article we focus on methods based on the homogenization theory. More precisely, we
shall address the following prototypical scalar linear elliptic equation: For some 1 ≫ ε > 0,
find uε ∈ H1

0 (D) such that

−∇ ·Aε∇uε = fε in D, (1.1)

on a domain D with fε ∈ H−1(D). Here, the spatial dependence of the operator is en-
coded in the function Aε, whose frequencies are of order ε−1. Academic examples are of
the form: Aε(x) = A(x/ε), with A periodic, quasi-periodic or stationary in an ergodic
stochastic setting. More realistic models can be of the form: Aε(x) = A(x, x/ε), where
A(x, ·) may be periodic, quasi-periodic or stationary for all x ∈ D, provided some suit-
able cross-regularity holds (see [2, 7] e.g.). In all these examples, ε refers to the actual
lengthscale of the heterogeneities. Numerical homogenization methods suffer from the
so-called resonance error, which is roughly speaking related to scale separation. Since this
error often dominates the error due to discretization (see for instance [1, Section 4] for
a related discussion), its reduction is one of the biggest challenges in numerical homog-
enization of linear elliptic PDEs. For general coefficients this was successfully achieved
in [31] and [24]. Yet the price to pay is the “oversamping” size (see below for details).
In the present contribution we take advantage of homogenization structures (such as sta-
tionary ergodic coefficients) to reduce the resonance error without increasing significantly
the oversampling size. The aim of this paper is to introduce a general method which is
consistent with homogenization and successfully reduces the resonance error in three main
academic examples of heterogeneous media: periodic, quasi-periodic, and random with
Poisson inclusions.

To this end we shall improve the approach proposed in [17] (and further developed in
[20]) to reduce the resonance error, and extend it to the approximation of correctors,
which are the central objects of the homogenization theory. This will allow us to combine
this method of reduction of the resonance error with standard numerical homogenization
methods. Some of the results were announced in [19]. The starting point in [17] is the
effective computation of

ξ ·Ahomξ = M{(ξ +∇φ) ·A(ξ +∇φ)}, (1.2)

where φ is the solution (in a suitable sense) of

−∇ · A(ξ +∇φ) = 0 in R
d, (1.3)
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REDUCTION OF THE RESONANCE ERROR II 3

and M{·} is the average operator on R
d:

M{E} := lim
R↑∞

 

QR

E(x)dx, (1.4)

with QR := (−R,R)d. Such quantities are well-defined in periodic, quasi-periodic and
stochastic homogenization (see [28] e.g.). The naive approach to approximate (1.2) consists
in replacing φ by φR, the weak solution in H1

0 (QR) of

−∇ · A(ξ +∇φR) = 0 in QR,

and the average on R
d by an average on QR, which yields the approximation AR of Ahom

ξ ·ARξ :=

 

QR

(ξ +∇φR(x)) · A(x)(ξ +∇φR(x))dx. (1.5)

In the case of periodic coefficients A, it is elementary to show that

|AR −Ahom| . R−1. (1.6)

This is the so-called resonance error. To reduce this error, we have introduced the following
alternative to approximate Ahom. Let φT,R be the unique weak solution in H1

0 (QR) of

T−1φT,R −∇ ·A(ξ +∇φT,R) = 0 in QR,

where T > 0 controls the importance of the zero-order term and R > 0 is the size of the
finite domain QR. The homogenized coefficients are approximated by taking the filtered
average

ξ · AT,R,Lξ :=

ˆ

QR

(ξ +∇φT,R(x)) ·A(x)(ξ +∇φT,R(x))µL(x)dx, (1.7)

where µL is a smooth averaging function (whose properties will be detailed later on, see
Definition 4) compactly supported in QL = (−L,L)d, L ≤ R. Then, as showed in [17,
Theorem 1], for

• T = L2(logL)−4,
• R = 3L/2,

and an averaging function of order 3, we have in the periodic case

|AT,R,L −Ahom| . R−4 log8R, (1.8)

which is much better than (1.6). This approach also yields improvements over the naive
approach in the case of random independent and identically distributed coefficients for
discrete elliptic equations, see [18]. Yet, it is not clear in general whether the approximation
(1.7) remains uniformly elliptic for all values of the parameters, which is an issue of
importance in practice. In this contribution we shall show that a variant of (1.7) ensures
the uniform ellipticity of the approximation (without changing in a quantitative way the
convergence properties) and that Richardson extrapolations of ∇φT,R with respect to T
further reduce the resonance error.

Let us now go back to the original problem (1.1), and show how the method introduced in
[17] can be used to reduce the resonance error in the numerical solution of (1.1). We first
assume that Aε satisfies a homogenization property, that is there exist uniformly elliptic
(not necessarily constant) coefficients Ahom such that the solution uε of (1.1) converges
weakly in H1(D) to the unique weak solution uhom in H1

0 (D) of

−∇ · Ahom∇uhom = f in D (1.9)
3



4 A. GLORIA AND Z. HABIBI

for all suitable f . Such a homogenization property typically takes place when Aε is the
combination of a smooth function and an oscillating part at scale ε > 0. Unfortunately,
Ahom is not explicit in general. Its approximation is one part of numerical homogenization.

A very general approach consists in averaging out the equation at a “mesoscale” ρ ≫ ε.
More precisely, for all ρ ≥ ε > 0, let Aρ,ε be defined by

ξ ·Aρ,ε(x)ξ := inf

{
 

D∩B(x,ρ)
(ξ +∇φ) ·Aε(y)(ξ +∇φ)dy, φ ∈ H1

0 (D ∩B(x, ρ))

}

(1.10)

for all ξ ∈ R
d, where B(x, ρ) is the ball centered at x and of radius ρ. An approximation

of uhom is then given by the weak solution uρ,ε in H1
0 (D) of

−∇ ·Aρ,ε(x)∇uρ,ε(x) = f(x) in D. (1.11)

In particular (see [19] for the linear case, and [15] for more general results), we have

lim
ρ↓0

lim
ε↓0

‖uρ,ε − uhom‖H1(D) = 0, (1.12)

thus ensuring the consistency of the approach in the framework of the homogenization
theory (the only assumption is that Aε H-converges towards Ahom). The main difference
between (1.11) and (1.1) is that Aρ,ε does not oscillate at scale ε, which is a big advantage
for the numerical practice. In order to make use of the strategy of [17] recalled above for
the computation of homogenized coefficients, we change variables x ❀ ε−1x to make the
oscillations of Aε be of order 1. Equation (1.10) now turns into

ξ·Aρ,ε(x)ξ := inf

{
 

D−x
ε

∩B(0, ρε )
(ξ +∇φ) · A(y)(ξ +∇φ)dy, φ ∈ H1

0

(
D − x

ε
∩B

(

0,
ρ

ε

))
}

,

(1.13)
where A(y) := Aε(x + εy). It is then clear that (1.13) can be seen as the approximation
(1.5) of some homogenized coefficients Ahom. In particular, if A is periodic, the error
|Aρ,ε−Ahom| scales as ε/ρ. To reduce this resonance error, techniques such as oversampling

have been introduced (see e.g. [12], [9]). In particular, if we denote by φρ,ε ∈ H1
0

(
D−x
ε ∩

B
(
0, ρε
) )

the minimizer in (1.13), a possibility is to take the following variant of (1.13):

ξ · Aρ,ε(x)ξ :=

ˆ

D−x
ε

∩B(0, ρε )
(ξ +∇φρ,ε) ·A(y)(ξ +∇φρ,ε)µρ,ε(y)dy, (1.14)

where µρ,ε is a suitable averaging function with support compactly included in B
(
0, ρε
)
.

Although this method does not change the scaling ε/ρ of the error for the approximation
of homogenized coefficients in the periodic setting, it may reduce the prefactor of the
error (the multiplicative constant in front of ε/ρ). It also improves the approximation
of the corrector itself, see [16, Tables 3.1 & 3.2] for elementary numerical examples. In
general however, it is not clear under which conditions on Aε and µρ,ε the coefficients
Aρ,ε defined in (1.14) are uniformly elliptic. In order to circumvent this difficulty, reduce
the resonance error, and obtain convergence rates valid for any coefficients Aε, Henning
and Peterseim introduced in [24] an original oversampling approach which amounts to
solving a problem of type (1.10) with an additional orthogonality constraint on a domain
of size ρ| ln ρ| instead of ρ. One expects this method to be optimal in general in the
sense that for some coefficients Aε, the size ρ| ln ρ| of the “oversampling region” cannot
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REDUCTION OF THE RESONANCE ERROR II 5

be reduced, and it is also not clear in the analysis of [24] whether the size can be reduced
for specific coefficients which enjoy homogenization properties. A similar achievement
is obtained in [31] by Owhadi, Zhang and Berlyand, and the same remark applies on
the oversampling size. Progress in that direction is related as much to homogenization
as to numerical analysis of linear elliptic PDEs. The aim of this article is to introduce
a numerical homogenization method for the restricted class of locally stationary ergodic
coefficients with the following properties

(1) the approximation of the homogenized coefficients is uniformly elliptic;
(2) the resonance error can be quantified and is reduced;
(3) the oversampling size remains of order ρ.

We conclude this introduction by a quick presentation of our method. We replace (1.14)
by

ξ ·AT,k,ρ,ε(x)ξ :=

ˆ

D−x
ε

∩B(0, ρε )
(ξ +∇φT,k,ρ,ε − 〈∇φT,k,ρ,ε〉x,µρ,ε

)

· A(y)(ξ +∇φT,k,ρ,ε − 〈∇φT,k,ρ,ε〉x,µρ,ε
)µρ,ε(y)dy, (1.15)

where µρ,ε is a suitable averaging function, T > 0 is a parameter, k ∈ N, φT,k,ρ,ε are
Richardson extrapolations (with respect to T ) of the unique weak solution in φT,1,ρ,ε ∈
H1

0

(
D−x
ε ∩B

(
0, ρε
) )

of the regularized cell problem

T−1φT,1,ρ,ε −∇ · A(ξ +∇φT,1,ρ,ε) = 0 in
D − x

ε
∩B

(

0,
ρ

ε

)

,

and for all ψ ∈ L2(D−x
ε ∩B

(
0, ρε
)
),

〈ψ〉x,µρ,ε
:=

1
´

D−x
ε

∩B(0, ρε )
µρ,ε(y)dy

ˆ

D−x
ε

∩B(0, ρε )
ψ(y)µρ,ε(y)dy.

Then, AT,k,ρ,ε is uniformly elliptic, and we may approximate uhom by the weak solution
uT,k,ρ,ε in H

1
0 (D) of

−∇ ·AT,k,ρ,ε∇uT,k,ρ,ε = f. (1.16)

From the analysis point of view, the first natural question concerns consistency: Under
which assumptions on Aε and in which sense does the convergence

lim
T↑∞,ρ↓0

lim
ε↓0

‖uT,k,ρ,ε − uhom‖ = 0 (1.17)

hold? Can we obtain convergence rates in function of T , k, ρ, ε? A second issue is the ap-
proximation of ∇uε knowing uT,k,ρ,ε and the quantification of the error, that is a numerical
corrector (in the spirit of [15, Theorem 2], see also [18] in the linear case) to approximate
the fluctuations of the original solution uε around the mean field approximation uT,k,ρ,ε.
And the last issue is the discretization of this approach and its relation with standard
numerical homogenization methods.

The article is organized as follows. We recall in Section 2 standard results on stochastic
homogenization of self-adjoint operators and spectral theory, and introduce a method
based on regularization and extrapolation to approximate homogenized coefficients and
correctors. We then use spectral theory to prove the consistency of the approximations
in the stationary ergodic setting, and obtain in addition optimal quantitative estimates in
the case of periodic coefficients and in the case of random Poisson inclusions. In Section 3

5



6 A. GLORIA AND Z. HABIBI

we devise computable proxies for these approximations, prove sharp estimates on the
approximation error, and display the results of numerical tests in dimension 2 on both
symmetric and nonsymmetric periodic and quasiperiodic coefficients. The numerical tests
confirm the interest of the method and the sharpness of the analysis. In Section 4, we finally
show how the regularization and extrapolation method can be combined with standard
numerical homogenization methods, and prove the asymptotic consistency in the locally
stationary ergodic symmetric case. In the case of periodic coefficients we provide with
a quantitative error analysis based on Section 2 and Section 3, which shows that the
resonance error is drastically reduced.

We make use of the following notation:

• d ≥ 2 is the dimension;
• For all D open subset of Rd, |D| denotes its d-dimensional Lebesgue measure,

´

D

the integral on D, and
ffl

D is a notation for 1
|D|

´

D;

• Q := (−1, 1)d, QR := (−R,R)d, BR(x) := {y ∈ R
d : |x − y| < R}, BR := BR(0)

for all x ∈ R
d and R ∈ R

+;
• H1

#(Q) denotes the closure in H1(Q) of smooth Q-periodic functions with zero
mean;

• . and & stand for ≤ and ≥ up to a multiplicative constant which only depends on
the dimension d and the constants α, β (see Definition 1 below) if not otherwise
stated;

• When both . and & hold, we simply write ∼;
• we use ≫ instead of & when the multiplicative constant is (much) larger than 1.

2. Homogenization, spectral theory, and Richardson extrapolation

2.1. Stochastic homogenization. We first recall some standard qualitative results, which
will be used in the core of the article and whose proofs can be found in [32].

Let (Ω,F ,P) be a probability space (we denote by 〈·〉 the associated expectation). We
shall say that the family of mappings (θz)z∈Rd from Ω to Ω is a strongly continuous
measure-preserving ergodic translation group if:

• (θz)z∈Rd has the group property: θ0 = Id (the identity mapping), and for all

x, y ∈ R
d, θx+y = θx ◦ θy;

• (θz)z∈Rd preserves the measure: for all x ∈ R
d, and every measurable set F ∈ F ,

θxF is measurable and P(θxF ) = P(F );
• (θz)z∈Rd is strongly continuous: for any measurable function f on Ω, the function

(ω, x) 7→ f(θxω) defined on Ω × R
d is measurable (with the Lebesgue measure on

R
d);

• (θz)z∈Rd is ergodic: for all F ∈ F , if for all x ∈ R
d, θxF ⊂ F , then P(F ) ∈ {0, 1}.

Definition 1. For all d ≥ 2, β ≥ α > 0, we define Mαβ as the set of d× d real matrices

such that for all ξ ∈ R
d,

ξ · Aξ ≥ α|ξ|2, |Aξ| ≤ β|ξ|,

and Msym
αβ the subset of symmetric matrices of Mαβ .

6



REDUCTION OF THE RESONANCE ERROR II 7

Let 0 < α ≤ β < ∞, and let A ∈ L∞(Ω,Mαβ). We define the stationary extension of A

(still denoted by A) on R
d × Ω as follows:

A : (x, ω) 7→ A(x, ω) := A(θxω).

Homogenization theory ensures that the solution operator associated with −∇·A(·/ε, ω)∇
converges as ε > 0 vanishes to the solution operator of −∇ ·Ahom∇ for P-almost every ω,
where Ahom is a deterministic elliptic matrix characterized as follows. For all ξ, ζ ∈ R

d,
and P-almost every ω,

ξ · Ahomζ = lim
R↑∞

 

QR

(ξ +∇φξ(x, ω)) ·A(x, ω)(ζ +∇φζ(x, ω))dx

=
〈

(ξ +∇φξ) ·A(ζ +∇φζ)
〉

, (2.1)

where φξ : Rd×Ω → R is Borel measurable, is such that φξ(0, ·) = 0 almost surely, ∇φξ is
stationary,

〈
∇φξ

〉
= 0, and φξ(·, ω) ∈ H1

loc(R
d) is almost surely a distributional solution

of the corrector equation

−∇ ·A(x, ω)(ξ +∇φξ(x, ω)) = 0 in R
d, (2.2)

and likewise for φζ .
The proof of existence and uniqueness of these correctors is obtained by regularization,

and we consider for all T > 0 the stationary solution φξT with zero expectation of the
equation

T−1φξT (x, ω)−∇ · A(x, ω)(ξ +∇φξT (x, ω)) = 0 in R
d. (2.3)

Indeed, as proved in [23, Lemma 2.4] in the case of symmetric coefficients (the proof holds
in the case of nonsymmetric coefficients as well), for all A ∈ L∞(Rd,Mαβ), the regularized

corrector equation admits a unique solution φξT in the class of functions v ∈ H1
loc(R

d) such
that

sup
x∈Rd

ˆ

B1(x)
(v2(x) + |∇v(x)|2)dx <∞. (2.4)

Furthermore, the solution φξT satisfies the uniform a priori estimate

sup
x∈Rd

ˆ

B√
T
(x)

(T−1(φξT (x))
2 + |∇φξT (x)|2)dx .

√
T
d
. (2.5)

Note that the existence of regularized correctors does not require any assumption on the
coefficients A besides uniform boundedness from below and above. In the case when A is a
stationary field, the associated random field φξT of solutions is stationary, and in addition
the equation has an equivalent form in the probability space, to which we can apply the
Lax-Milgram theorem. This formulation requires the definition of a differential calculus
in the probability space: the differential operator ∇i (for i ∈ {1, . . . , d}) has a counterpart
in probability, denoted by Di and defined by

Dif(ω) = lim
h↓0

f(θheiω)− f(ω)

h
.

These are the infinitesimal generators of the d one-parameter strongly continuous unitary
groups on L2(Ω) defined by the translations in each of the d directions. These operators

7



8 A. GLORIA AND Z. HABIBI

commute and are closed and densely defined on L2(Ω). We denote by H(Ω) the domain
of D = (D1, . . . ,Dd). This subset of L

2(Ω) is a Hilbert space for the norm

‖f‖2H =
〈
|Df |2

〉
+
〈
f2
〉
.

Since the groups are unitary, the operators are skew-adjoint so that we have an integration
by parts formula: for all f, g ∈ H(Ω)

〈fDig〉 = −〈gDif〉 .
The equivalent form of the regularized corrector equation for stationary coefficients is as
follows:

T−1φξT (0, ·) −D · A(0)(ξ +DφξT (0, ·)) = 0, (2.6)

which admits a unique weak solution φξT (0, ·) ∈ H(Ω), that is such that for all ψ ∈ H(Ω),
〈

T−1φξT (0, ·)ψ +Dψ · A(0)(ξ +DφξT (0, ·))
〉

= 0. (2.7)

One may prove using the integration by parts formula that DφξT (0, ·) is bounded in L2(Ω)

and converges weakly in L2(Ω) to some potential field Φξ ∈ L2(Ω). Using then the spectral
representation of the translation group we may prove uniqueness of the corrector φξ (which
is such that ∇φξ(x, ω) = Φξ(θxω) under the ergodicity assumption), see [32]. Note that

whereas we have ∇φξT (x, ω) = DφξT (0, θxω) for all T > 0, φξ is not a stationary field and

Dφξ(0, ·) is not a well-defined quantity a priori (except in the periodic setting), only ∇φξ
is.

We recall that the case of periodic and quasi-periodic coefficients can be recast in this
stochastic framework up to randomizing the origin of the periodic cell. In particular, for
Q-periodic coefficients, we then have H(Ω) = H1

#(Q), and the expectation is replaced by
the spatial average on Q. We conclude by an example of random coefficients we shall
more specifically consider in this article: Random Poisson inclusions. By the “Poisson
ensemble” we understand the following probability measure: Let the configuration of
points P := {xn}n∈N on R

d be distributed according to the Poisson point process with
density one. This means the following

• For any two disjoint (Lebesgue measurable) subsets D and D′ of R
d we have

that the configuration of points in D and the configuration of points in D′ are
independent. In other words, if X is a function of P that depends on P only
through P|D and X ′ is a function of P that depends on P only through P|D′ we
have

〈
XX ′〉

0
= 〈X〉0

〈
X ′〉

0
, (2.8)

where 〈·〉0 denotes the expectation w. r. t. the Poisson point process.

• For any (Lebesgue measurable) bounded subset D of Rd, the number of points in
D is Poisson distributed; the expected number is given by the Lebesgue measure
of D.

With any realization P = {xn}n∈N of the Poisson point process, we associate the coefficient
field A via

A(x) =

{
α if x ∈

⋃∞
n=1B 1

2
(xn)

β else

}

Id.

This defines a probability measure 〈·〉 on Ω by “push-forward” of 〈·〉0.
8



REDUCTION OF THE RESONANCE ERROR II 9

2.2. Approximation of homogenized coefficients and correctors. The starting

point in [17] is the observation that the solution φξT ∈ H1
loc(R

d) of (2.3) can be approxi-

mated on a bounded domain QL by the weak solution φξT,R ∈ H1
0 (QR) of

T−1φξT,R −∇ ·A(ξ +∇φξT,R) = 0 in QR (2.9)

up to an error which is of infinite order measured in units of R−L√
T
. This is in contrast

to the corrector φξ for which the approximation using homogeneous Dirichlet boundary
conditions yields a surface term of order 1

R . Since we have easy access to a proxy for

φξT , a natural question is how to approximate the gradient of the corrector ∇φξ and the

homogenized coefficients Ahom using φξT instead of φξ. In [17], the following approximations
are considered in the case of symmetric coefficients A:

∇φξ ❀ ∇φξT , ξ · Ahomξ ❀ ξ ·AT ξ :=
〈

(ξ +∇φξT ) · A(ξ +∇φξT )
〉

.

In the case of symmetric periodic coefficients, it is shown that
〈

|∇φξ −∇φξT |2
〉

∼ T−2

and |AT − Ahom| ∼ T−2. An explicit family of higher-order approximations {ÃT,k}k∈N
has then been introduced in [20] based on spectral theory which satisfies for symmetric

periodic coefficients |ÃT,k −Ahom| ∼ T−2k. More precisely, the first three approximations
of Ahom are given by:

ξ · ÃT,1ξ =
〈

(ξ +∇φξT ) ·A(ξ +∇φξT )
〉

,

ξ · ÃT,2ξ =
〈

(ξ +∇φξT ) ·A(ξ +∇φξT )
〉

− 3T−1
〈

(φξT )
2
〉

− 2T−1
〈

(φξT/2)
2
〉

+5T−1
〈

φξTφ
ξ
T/2

〉

,

ξ · ÃT,3ξ =
〈

(ξ +∇φξT ) ·A(ξ +∇φξT )
〉

− 55

9
T−1

〈

(φξT )
2
〉

− 8T−1
〈

(φξT/2)
2
〉

−4

9
T−1

〈

(φξT/4)
2
〉

+
41

3
T−1

〈

φξTφ
ξ
T/2

〉

− 22

9
T−1

〈

φξTφ
ξ
T/4

〉

+
10

3
T−1

〈

φξT/2φ
ξ
T/4

〉

.

These results have two drawbacks:

• Approximation of homogenized coefficients: It is not clear how to extend the
definition of ÃT,k to nonsymmetric coefficients;

• Approximation of correctors: The approximation of ∇φξ by ∇φξT yields an L2(Ω)
error which saturates at T−1.

The aim of this section is to propose approximations of ∇φξ and Ahom that reduce these
drawbacks. As noticed in [22], the family {ÃT,k}k∈N can be seen as extrapolations in spec-
tral variables of AT . The main idea of this section consists in approximating the corrector

φξ by Richardson extrapolations of φξT . In order to treat nonsymmetric coefficients, we
also consider the corrector associated with the adjoint operator (that is with A replaced
by TA), that we abusively call the adjoint corrector.

Definition 2 (Richardson extrapolation of regularized correctors). Let A ∈ L∞(Rd,Mαβ)

be some coefficients, and TA be the associated adjoint coefficients. For all T > 0, ξ ∈ R
d

and ζ ∈ R
d, we consider the regularized corrector φξT ∈ H1

loc(R
d) associated with A and

9



10 A. GLORIA AND Z. HABIBI

direction ξ and the regularized corrector φ
ζ
T associated with TA and direction ζ (that is the

unique distributional solutions in H1
loc(R

d) of (2.3) satisfying (2.4) with A and ξ, and TA

and ζ, respectively). The families {φξT,k}k∈N and {φζT,k}k∈N of Richardson extrapolations

are defined by the following induction: φξT,1 := φξT , φ
ζ
T,1 := φ

ζ
T , and for all k ∈ N,

φξT,k+1 :=
1

2k − 1
(2kφξ2T,k − φξT,k), φ

ζ
T,k+1 :=

1

2k − 1
(2kφ

ζ
2T,k − φ

ζ
T,k). (2.10)

In the case when A has the “averaging property” (this holds for instance in the stationary
stochastic case), we may define approximations of the homogenized coefficients associated
with the Richardson extrapolations of the regularized correctors:

Definition 3 (Approximation of homogenized coefficients). Let A ∈ L∞(Rd,Mαβ) be

some coefficients, and TA be the associated adjoint coefficients. For all T > 0, ξ ∈ R
d

and ζ ∈ R
d, we let {φξT,k}k∈N and {φζT,k}k∈N be the families of Richardson extrapolations

of Definition 2, and we define the family {AT,k}k∈N of associated approximations of the
homogenized coefficients by

ζ · AT,kξ := M{(ζ +∇φζT,k) ·A(ξ +∇φξT,k)},
whenever the limit in (1.4) exists.

In the case of stationary ergodic coefficients A, Definition 3 makes sense and we have

ζ ·AT,kξ =
〈

(ζ +∇φζT,k) · A(ξ +∇φξT,k)
〉

.

In the following paragraph we show, using the spectral theory introduced in [32], that the

approximations ∇φξT,k and AT,k are consistent with∇φξ and Ahom in the case of stationary

ergodic symmetric coefficients, in the limit T ↑ +∞.

2.3. Asymptotic consistency by spectral theory. Spectral theory has played an im-
portant role in the theory of stochastic homogenization of self-adjoint operators since the
seminal contribution by Papanicolaou and Varadhan [32]. In this paragraph, we assume
that A is a stationary ergodic field of symmetric coefficients, and shall prove:

Theorem 1. Let A ∈ L∞(Ω,Msym
αβ ) be stationary ergodic symmetric coefficients, φξ be

the associated corrector in some direction ξ ∈ R
d, |ξ| = 1, and Ahom be the associated

homogenized coefficients. For all k ∈ N and T > 0, let φξT,k and AT,k be as in Definitions 2

and 3. Then,

lim
T↑∞

〈

|∇φξT,k −∇φξ|2
〉

= 0, lim
T↑∞

|AT,k −Ahom| = 0.

To establish these results, we shall indeed prove a more precise statement in the form of
a spectral representation of the errors. This will allow us in the following paragraph to
turn this theorem quantitative in some specific situations. To this end, let us recall the
spectral theory introduced in [32].

Let L = −D · AD be the operator defined on H(Ω) as a quadratic form. We denote by L
its Friedrichs extension on L2(Ω). This operator is a nonnegative self-adjoint operator, so
that by the spectral theorem it admits a spectral resolution

L =

ˆ

R+

λG(dλ).

10



REDUCTION OF THE RESONANCE ERROR II 11

Proposition 1. In the context of Theorem 1, we have

〈

|∇φξT,k −∇φ|2
〉

∼
ˆ

R+

T−2k

λ(T−1 + λ)2k
ded(λ), (2.11)

|AT,k −Ahom| ∼
ˆ

R+

T−2k

λ(T−1 + λ)2k
ded(λ), (2.12)

where ed denotes the projection of the spectral resolution G of L = −D ·AD onto the local
drift defined by d := D ·Aξ ∈ H(Ω)′.

Combined with the integrability property
´

R+
1
λded(λ) < ∞ proved in [32], Proposition 1

yields Theorem 1 by the Lebesgue dominated convergence theorem.

Proof of Proposition 1. We split the proof into three steps.

Step 1. Reduction to an estimate on the spectral density.
Let T̃ ≥ T > 0. By ellipticity and the spectral theorem,

〈

|∇φξT −∇φξ
T̃
|2
〉

.
〈

(∇φξT −∇φξ
T̃
) · A(∇φξT −∇φξ

T̃
)
〉

=

ˆ

R+

λ
( 1

T−1 + λ
− 1

T̃−1 + λ

)2
ded(λ)

=

ˆ

R+

(T−1 − T̃−1)2λ

(T−1 + λ)2(T̃−1 + λ)2
ded(λ).

Since, as proved in [32],
ˆ

R+

1

λ
ded(λ) <∞, (2.13)

this implies by the Lebesgue dominated convergence theorem that ∇φξT is a Cauchy

sequence in L2(Ω), which therefore converges to ∇φξ strongly in L2(Ω) (and not only
weakly). Let now ψ : R+ → R

+ be a continuous function such that ψ(λ) . 1
λ and set

Ψ := ψ(L)d. Then, by the spectral theorem, on the one hand,

〈
|∇Ψ|2

〉
. 〈∇Ψ · A∇Ψ〉 =

ˆ

R+

λψ(λ)2ded(λ) <∞,

and on the other hand,
〈

(∇Ψ−∇φξ
T̃
) · A(∇Ψ−∇φξ

T̃
)
〉

=

ˆ

R+

λ
(

ψ(λ) − 1

T̃−1 + λ

)2
ded(λ).

Combined with the convergence of ∇φξ
T̃

to ∇φξ in L2(Ω) as T̃ ↑ ∞ and the Lebesgue

dominated convergence theorem, this turns into:
〈

(∇Ψ−∇φξ) ·A(∇Ψ−∇φξ)
〉

=

ˆ

R+

λ
(

ψ(λ)− 1

λ

)2
ded(λ). (2.14)

For all T > 0, set

ψT,1 : R
+ → R

+, λ 7→ ψT,1(λ) =
1

T−1 + λ
,

and define by induction for all k ∈ N,

ψT,k+1 : R
+ → R

+, λ 7→ ψT,k+1(λ) =
1

2k − 1
(2kψ2T,k(λ)− ψT,k(λ)).

11



12 A. GLORIA AND Z. HABIBI

These functions are continuous and satisfy ψT,k(λ) .
1
λ (where the multiplicative constant

depends on T and k). By definition of the Richardson extrapolation of the regularized

corrector (cf. Definition 2), we also have φξT,k = ψT,k(L)d for all T > 0 and k ∈ N. Finally,

by ellipticity,
〈

|∇φξT,k −∇φξ|2
〉

.
〈

(∇φξT,k −∇φξ) · A(∇φξT,k −∇φξ)
〉

.
〈

|∇φξT,k −∇φξ|2
〉

,

so that it enough to estimate the Dirichlet form to prove (2.11). We shall prove that for
all T > 0, k ∈ N, and λ > 0,

1

λ
− ψT,k(λ) = 2−

1
2
k(k−1)T−k 1

λ
∏k−1

i=0 ((2
iT )−1 + λ)

. (2.15)

The desired estimate (2.11) will then follow from the combination of (2.14), (2.15), and
(2.13) — the latter to prove the equivalence and not only the upper bound.

Step 2. Proof of (2.15).
We proceed by induction. For k = 1, (2.15) reduces to

1

λ
− ψT,1(λ) =

1

T−1 + λ
− 1

λ
= T−1 1

λ(T−1 + λ)
.

Assume that (2.15) holds at step k ∈ N. Then,

1

λ
− ψ2T,k(λ) = 2−

1
2
k(k−1)(2T )−k 1

λ
∏k−1

i=0 ((2
i+1T )−1 + λ)

= 2−k T−1 + λ

(2kT )−1 + λ
2−

1
2
k(k−1)T−k 1

λ
∏k−1

i=0 ((2
iT )−1 + λ)

= 2−k T−1 + λ

(2kT )−1 + λ

( 1

λ
− ψT,k(λ)

)

(2.16)

Hence the induction rule for ψT,k+1 and (2.15) at step k ∈ N yield

1

λ
− ψT,k+1(λ) =

2k

2k − 1

( 1

λ
− ψ2T,k+1(λ)

)

− 1

2k − 1

( 1

λ
− ψT,k+1(λ)

)

(2.16)
=

1

2k − 1

( 1

λ
− ψT,k(λ)

)( T−1 + λ

(2kT )−1 + λ
− 1
)

= 2−kT−1
( 1

λ
− ψT,k(λ)

) 1

(2kT )−1 + λ

(2.15) at step k
= 2−

1
2
k(k+1)T−(k+1) 1

λ
∏k

i=0((2
iT )−1 + λ)

,

as desired.

Step 3. Proof of (2.12).
Recall the weak form of the corrector equation for φξ: For all Ψ ∈ H(Ω),

〈

DΨ · A(ξ +∇φξ)
〉

= 0, (2.17)

and since ∇φξT (0, ·) → ∇φξ(0, ·) strongly in L2(Ω,Rd), we also have
〈

∇φξ ·A(ξ +∇φξ)
〉

= 0. (2.18)

12



REDUCTION OF THE RESONANCE ERROR II 13

By symmetry of A and (2.17) & (2.18) we then have for all Ψ ∈ H(Ω),

〈(ξ +DΨ) ·A(ξ +DΨ)〉 −
〈

(ξ +∇φξ) ·A(ξ +∇φξ)
〉

=
〈

(DΨ −∇φξ) · A(ξ +DΨ)
〉

+
〈

(ξ +∇φξ) ·A(DΨ −∇φξ)
〉

symmetry
=

〈

(DΨ −∇φξ) · A(ξ +DΨ)
〉

+
〈

(DΨ −∇φξ) ·A(ξ +∇φξ)
〉

(2.17)&(2.18)
=

〈

(ξ +∇φξ) · A(DΨ−∇φξ)
〉

−
〈

(DΨ−∇φξ) ·A(ξ +∇φξ)
〉

=
〈

(DΨ −∇φξ) · A(DΨ −∇φξ)
〉

.

Estimate (2.12) then follows from the definition of AT,k and (2.11) by taking Ψ = φξT,k(0, ·)
in this identity. �

2.4. Quantitative analysis. Whereas Theorem 1 proves the consistency of the approach
by regularization and extrapolation in the case of symmetric stationary ergodic coefficients,
Proposition 1 allows one to turn the consistency result quantitative for more specific
statistics. We shall consider two representative examples of the ergodic setting: non-
decaying correlations in the form of periodic coefficients, and finite correlation-length in
the form of coefficients given by random Poisson inclusions.

In the case of periodic coefficients, the Poincaré inequality on the torus shows that L has
a spectral gap, so that there exists µ > 0 such that the non-negative measure ed satisfies
ed((0, µ)) = 0, and for all k ∈ N

ˆ

R+

1

λk
dd(λ) =

ˆ ∞

µ

1

λk
dd(λ)

(2.13)

. µ−k + 1 <∞,

which makes the estimates of Proposition 1 explicit in T . In the case of periodic coefficients,
one can even by-pass the use of spectral theory, and prove by elementary elliptic PDE
theory that the quantitative estimates hold for non-symmetric coefficients as well.

Theorem 2. Let A ∈ L∞(Rd,Mαβ) be Q-periodic (non-necessarily symmetric) and Ahom

be the associated homogenized coefficients. For all unit vectors ξ, ζ ∈ R
d we denote by

φξ ∈ H1
#(Q) and φ

ζ ∈ H1
#(Q) the associated corrector and adjoint corrector, respectively

(recall that these correctors exist as a consequence of the Fredholm alternative on the torus).

For all T > 0 and k ∈ N, let φξT,k and φ
ζ
T,k be the associated regularized correctors of

Definition 2, and AT,k the approximations of the homogenized coefficients of Definition 3.
Then, we have

‖∇(φξT,k − φξ)‖L2(Q), ‖∇(φ
ζ
T,k − φ

ζ
)‖L2(Q) . T−k, (2.19)

and

|Ahom −AT,k| . T−2k, (2.20)

where the multiplicative constants depend on k, next to α, β, and d.

Proof. We split the proof into two steps.

Step 1. Proof of (2.19).
13



14 A. GLORIA AND Z. HABIBI

We only prove the estimate for φξT,k. We first claim that φξT,k satisfies for all k ∈ N the
equation

T−1φξT,k+1 −∇ ·A(ξ +∇φξT,k+1) = T−1φξ2T,k. (2.21)

We proceed by induction. For k = 1, this follows from a direct calculation. Assume (2.21)

holds at step k. Then, by the induction assumption for φξT,k+1 and 2k+1φξ2T,k+1, we have

T−1φξT,k+1 −∇ ·A(ξ +∇φξT,k+1) = T−1φξ2T,k,

T−1(2kφξ2T,k+1)−∇ ·A(2k+1ξ +∇2k+1φξ2T,k+1) = 2kT−1φξ4T,k,

so that the definition (2.10) of the Richardson extrapolation at step k + 1 yields

T−1
( 2k

2k+1 − 1
φξ2T,k+1 −

1

2k+1 − 1
φξT,k+1

)

−∇ ·A(ξ +∇φξT,k+2)

= T−1
( 2k

2k+1 − 1
φξ4T,k −

1

2k+1 − 1
φξ2T,k

)

,

that is, using the identity 2k

2k+1−1
= 2k+1

2k+1−1
− 2k+1−2k

2k+1−1
,

T−1φξT,k+2 −∇ · A(ξ +∇φξT,k+2)

=
T−1

2k+1 − 1

(

(2k+1 − 2k)φξ2T,k+1 + 2kφξ4T,k − φξ2T,k

)

(2.10) at step k
=

T−1

2k+1 − 1

(

(2k+1 − 2k)φξ2T,k+1 + (2k − 1)φξ2T,k+1

)

= T−1φξ2T,k+1,

as claimed.

From equation (2.21) we deduce that

T−1(φξT,k+1 − φξ)−∇ ·A∇(φξT,k+1 − φξ) = T−1(φξ2T,k − φξ).

Testing this equation with test-function φξT,k+1 − φξ, integrating by parts and using

Poincaré’s inequality on H1
#(Q) then yields

‖∇(φξT,k+1 − φξ)‖L2(Q) . T−1‖∇(φξ2T,k − φξ)‖L2(Q).

This proves (2.19) by induction, starting with the elementary energy estimate

‖∇(φξT,1 − φξ)‖L2(Q) . T−1‖φξ‖L2(Q)‖φξT,1 − φξ‖L2(Q),

combined itself with Poincaré’s inequality.

Step 2. Proof of (2.20).
The proof is similar to Step 3 in the proof of Proposition 1. We recall the weak form of
the corrector and adjoint corrector equations: For all Ψ ∈ H1

#(Q)
ˆ

Q
∇Ψ ·TA(ζ +∇φζ) = 0,

ˆ

Q
∇Ψ ·A(ξ +∇φξ) = 0. (2.22)

14



REDUCTION OF THE RESONANCE ERROR II 15

For all Ψ1,Ψ2 ∈ H1
#(Q), we then have using (2.22) once with Ψ = Ψ1 − φξ and TA and

once with Ψ = Ψ2 − φ
ζ
and A:

 

Q
(ζ +∇Ψ2) ·A(ξ +∇Ψ1)−

 

Q
(ζ +∇φζ) · A(ξ +∇φξ)

=

 

Q
(∇Ψ2 −∇φζ) · A(ξ +∇Ψ1) +

 

Q
(ζ +∇φζ) ·A(∇Ψ1 −∇φξ)

=

 

Q
(∇Ψ2 −∇φζ) · A(ξ +∇Ψ1) +

 

Q
(∇Ψ1 −∇φξ) ·TA(ζ +∇φζ)

(2.22)
=

 

Q
(∇Ψ2 −∇φζ) · A(ξ +∇Ψ1)−

 

Q
(∇Ψ2 −∇φζ) · A(ξ +∇φξ)

=

 

Q
(∇Ψ2 −∇φζ) · A(∇Ψ1 −∇φξ).

Hence (2.20) follows from (2.19) by taking Ψ1 = φξT,k and Ψ2 = φ
ζ
T,k in the identity

above. �

Let us turn now to the second example and consider symmetric coefficients given by
random Poisson inclusions. In [23], Otto and the first author obtained the following
bounds on the associated spectral measure. With the notation of Theorem 1, we say that
the spectral exponents are at least (γ1, γ2) ∈ R

+ × R
+ if for all 0 < λ ≤ 1,

ed([0, λ]) . λγ1(logγ2(λ−1) + 1). (2.23)

As a by-product of [23, Theorem 2] (see in particular [23, Step 2, proof of Theorem 2]),
we have in the case of Poisson random inclusions:

d = 2 : γ1 = 2, γ2 > 0,
2 < d < 6 : γ1 = d/2 + 1, γ2 = 0,

d = 6 : γ1 = 4, γ2 = 1,
d > 6 : γ1 = 4, γ2 = 0.

(2.24)

From these estimates of the spectral exponents, one may deduce the following error es-
timates for the regularization and extrapolation methods in the case of Poisson random
inclusions.

Theorem 3. Let the symmetric coefficients A ∈ L∞(Ω,Msym
αβ ) be given by the random

Poisson inclusions, and let Ahom be the associated homogenized coefficients. For all unit
vectors ξ ∈ R

d, let φξ be the corrector in direction ξ, and for all T > 0 and k ∈ N,

let φξT,k be the extrapolation of the regularized corrector of Definition 2, and AT,k be the

approximation of the homogenized coefficients of Definition 3. Let k(d) := [d4 ] (where [·]
denotes here the smallest integer larger or equal to). Then there exists some q > 0 such
that, for all d ≥ 2 and for all k′ ≥ min{k(d), 2}, we have

〈

|∇φξT,k′ −∇φξ|2
〉

.

∣
∣
∣
∣
∣
∣
∣
∣

d = 2 : T−1 logq T

2 < d < 6 : T−d/2,
d = 6 : T−3 log T,
d > 6 : T−3.

(2.25)

15



16 A. GLORIA AND Z. HABIBI

Likewise, for all k′ ≥ min{k(d), 2}

|AT,k′ −Ahom| .

∣
∣
∣
∣
∣
∣
∣
∣

d = 2 : T−1 logq T

2 < d < 6 : T−d/2,
d = 6 : T−3 log T,
d > 6 : T−3.

(2.26)

In the estimates above, the multiplicative constant depends on k′, next to α, β, and d.

Remark 1. In the case of discrete linear elliptic equations on Z
d with independent and

identically distributed coefficients, Neukamm, Otto, and the first author proved in [22] the
following optimal values of the spectral exponents: (d2 + 1, 0) for all d ≥ 2. In particu-
lar, this can be used to prove the following optimal estimates for the regularization and
extrapolation method in this discrete setting: For all k′ ≥ k(d),

〈

|∇φξT,k′ −∇φξ|2
〉

, |AT,k′ −Ahom| . T−d/2.

We believe that these estimates hold as well in the case of continuum equations for coef-
ficients given by the random Poisson inclusions.

Remark 2. In view of Remark 1, Theorem 3 is optimal in terms of scaling for d =
2, 3, 4, 5, 6 up to logarithms in dimensions d = 2 and d = 6. In particular, this implies
that for dimensions of interest in practice (say, d = 2 and d = 3), k′ = 1 is enough to
reach the optimal scaling and Richardson extrapolation does not reduce the error further
for random coefficients with finite correlation-length (as opposed to the case of periodic
coefficients).

Proof of Theorem 3. Theorem 3 is a direct consequence of Proposition 1 and of [23]. The
fundamental theorem of calculus and Fubini’s theorem imply that for all f ∈ C1((0, 1]),

ˆ 1

0
f(λ)ded(λ) = −

ˆ 1

λ=0

ˆ 1

λ̂=λ
f ′(λ̂)dλ̂ded(λ) + f(1)

ˆ 1

λ=0
ded(λ)

= −
ˆ 1

λ̂=0
f ′(λ̂)ed([0, λ̂]) dλ̂+ f(1)ed([0, 1]). (2.27)

Used with f(λ) = 1
λ(T−1+λ)2k′

and combined with Proposition 1, this yields for all k′ ∈ N

〈

|∇φξT,k′ −∇φ|2
〉

.

ˆ

R+

T−2k′

λ(T−1 + λ)2k
′ ded(λ)

≤
ˆ 1

0

T−2k′

λ(T−1 + λ)2k′
ded(λ) +

ˆ

R+

T−2k′

λ
ded(λ)

(2.27)&(2.13)

.

ˆ 1

0

T−2k′

λ2(T−1 + λ)2k′
ed([0, λ])dλ + T−2k′ .

We then appeal to [23, Theorem 2] in the form of (2.24), and assume that 2k′ + 1 ≥ γ1
(which yields the definition of k(d)). According to (2.24), γ1 ≥ 2, so that we have in that

16
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case
〈

|∇φξT,k′ −∇φ|2
〉

. T−γ1+1

ˆ 1

0

1

λγ1(T−1 + λ)
ed([0, λ])dλ + T−2k′

(2.23)&(2.24)

. T−γ1+1

ˆ 1

0

logγ2(λ−1) + 1

T−1 + λ
dλ+ T−2k′

λ❀Tλ
= T−γ1+1

ˆ T

0

(log(λ−1) + log T )γ2 + 1

1 + λ
dλ+ T−2k′

. T−γ1+1
[

logγ2 T

ˆ T

0

1

1 + λ
+

ˆ 1

0
logγ2(λ−1)

]

+ T−2k′

(2.13)

. T−γ1+1 logγ2 T,

which yields the claim. �

3. Numerical approximation of homogenized coefficients and correctors

The aim of this section is to introduce numerical approximations of correctors and
homogenized coefficients based on the regularization and extrapolation method introduced
in Section 2. In order to make this method of any practical use one has to make the
different quantities at stake computable and control the approximation errors: this is the
objective of the first subsection. The last two subsections are dedicated to a systematic
numerical study of the method, which illustrates both the interest of the approach and the
sharpness of the analysis. More precisely, Subsection 3.2 displays results of numerical tests
for symmetric periodic and quasi-periodic coefficients, whereas Subsection 3.3 treats non-
symmetric periodic and quasi-periodic coefficients. For some numerical tests in a discrete
random setting, we refer the reader to [18] and [13].

3.1. From abstract to computable approximations. As recalled in the introduction,
the motivation to use the regularization approach is the observation that the solution

φξT ∈ H1
loc(R

d) (which exists for any A ∈ L∞(Rd,Mαβ) and is unique in the class of
functions that satisfy (2.4)) of

T−1φξT −∇ ·A(ξ +∇φξT ) = 0 in R
d

is much easier to approximate on bounded domains than the solution φξ ∈ H1
loc(R

d) (whose
existence is only known to hold under structure assumptions, e. g. almost-sure existence
in the stationary ergodic case) of

−∇ ·A(ξ +∇φξ) = 0 in R
d.

This fact relies on the exponential decay of the Green’s function associated with the
operator T−1 −∇ · A∇.

In particular, this observation takes the following general form which holds for any coef-
ficient field A.

Theorem 4. Let A ∈ L∞(Rd,Mαβ), ξ ∈ R
d be a unit vector, and φξT be the associated

regularized corrector of Definition 2. For all R, we let φξT,R ∈ H1
0 (QR) be the unique weak

17



18 A. GLORIA AND Z. HABIBI

solution of: For all ψ ∈ H1
0 (QR),

ˆ

QR

T−1ψφξT,R +∇ψ ·A(ξ +∇φξT,R) = 0. (3.1)

Then there exists c > 0 depending only on α, β and d such that for all 0 < L ≤ R with
R ∼ R− L &

√
T , we have

ˆ

QL

|∇φξT,R −∇φξT |2 . RdT exp
(
− c

R− L√
T

)
. (3.2)

Remark 3. In the case of periodic coefficients, we proved in [17, Theorem 3.1] that (3.2)
can be upgraded to

ˆ

QL

|∇φξT,R −∇φξT |2 . Rd
√
T exp

(
− c

R− L√
T

)
. (3.3)

Remark 4. By definition of Richardson extrapolation, in the context of Theorem 4 and
Definition 2, we have for all k ∈ N:

ˆ

QL

|∇φξT,k,R −∇φξT,k|2 . Rd2k−1T exp
(
− c

R− L√
2k−1T

)
. (3.4)

In the case of periodic coefficients, this estimate can be upgraded, as in Remark 3, to
ˆ

QL

|∇φξT,k,R −∇φξT,k|2 . Rd
√
2k−1T exp

(
− c

R− L√
2k−1T

)
. (3.5)

Combined with Theorem 2, this yields in particular:
ˆ

QL

|∇φξT,k,R −∇φξ|2 . LdT−2k +Rd
√
2k−1T exp

(
− c

R− L√
2k−1T

)
. (3.6)

Before we turn to proof of Theorem 4, let us make some comments on the approxima-
tion of homogenized coefficients. Unlike correctors, homogenized coefficients are averaged
quantities. In particular, in order to make the approximations AT,k of Definition 3 com-

putable, one needs to approximate both the extrapolation φξT,k of the regularized corrector
and the averaging operator M itself. Since we have already addressed the approximation
of the corrector in Theorem 4, it only remains to approximate the averaging operator on
domains QL. As recalled in the introduction, a first possibility is to replace M by the
average on QL. This yields however a very slow convergence for correlated fields, as the
periodic example shows: If E is a periodic (non constant) integrable function, then

|M(E)− 1

|QL|

ˆ

QL

E| ∼ 1

L
. (3.7)

In order to enhance the convergence rate, we have introduced in [17] a filtered average,
inspired by the work by Blanc and Le Bris in [6].

Definition 4. A function µ : [−1, 1] → R
+ is said to be a filter of order p ≥ 0 if µ is

continuous, even, non-increasing on [0, 1], and satisfies

(i) µ ∈ Cp−1([−1, 1]) ∩W p,∞((−1, 1)),

(ii)
´ 1
−1 µ(x)dx = 1,

(iii) µ(k)(−1) = µ(k)(1) = 0 for all k ∈ {0, . . . , p− 1}.
18



REDUCTION OF THE RESONANCE ERROR II 19

Remark 5. For p = 0, the conditions (i) and (iii) are void. The average on [−1, 1] (as
used in (3.7) in the multidimensional version) is a filter of order 0.

Then, we may replace the average on QL by the filtered average with filter µL : QL → R
+

given by

µL(x) := L−d
d∏

i=1

µ(L−1xi),

where x = (x1, . . . , xd) ∈ R
d. This yields the following formula for the computable ap-

proximation of AT,k in directions ζ, ξ ∈ R
d and on a box QR with average on QL:

ζ ·A′
T,k,R,L,pξ :=

ˆ

QL

(ζ +∇φζT,k,R(x)) · A(x)(ξ +∇φξT,k,R(x))µL(x)dx. (3.8)

We shall also use a variant of this definition, for which we can show the uniform ellipticity
(see in particular Step 1 of the proof of Theorem 8 below):

ζ · AT,k,R,L,pξ :=

ˆ

QL

(

ζ +∇φζT,k,R(x)−
〈

∇φζT,k,R
〉

µL

)

· A(x)
(

ξ +∇φξT,k,R(x)−
〈

∇φξT,k,R
〉

µL

)

µL(x)dx, (3.9)

where for all ψ ∈ L1(QL),

〈ψ〉µL
:=

ˆ

QL

ψ(x)µL(x)dx.

The following general convergence result holds:

Theorem 5. Let d ≥ 2, A ∈ L∞(Rd,Mαβ), ζ, ξ ∈ R
d be unit vectors, and φ

ζ
T,k, φ

ξ
T,k be

the associated Richardson extrapolations of the regularized corrector and adjoint corrector

for T > 0 and k ∈ N, cf. Definition 2. If A, ∇φζT,k, and ∇φξT,k jointly have the averaging
property, then for all p ∈ N0,

lim
L,R−L↑∞

ζ ·AT,k,R,L,pξ = lim
L,R−L↑∞

ζ ·A′
T,k,R,L,pξ = ζ ·AT,kξ,

where AT,k,R,L,p and A′
T,k,R,L,p are as in (3.9) and (3.8), and AT,k as in Definition 3.

The joint averaging property required in this theorem holds for instance in the stationary
ergodic setting almost surely (but it could also hold for general ergodic algebras).

Proof. We split the proof into two steps.

Step 1. Proof that A′
T,k,R,L,p → AT,k.

By Remark 4, it is enough to show that

lim
L↑∞

ˆ

QL

(ζ +∇φζT,k(x)) ·A(x)(ξ +∇φξT,k(x))µL(x)dx = ζ ·AT,kξ.

We shall prove the claim for any function ψ ∈ L1
loc(R

d) which has the averaging property
and satisfies supx∈Rd

´

Qρ(x)
|ψ(x)|dx < ∞ for some ρ > 0 (recall that φT,k satisfies (2.4)).

By the co-area formula, we rewrite the µL-average as

〈ψ〉µL
=

ˆ µ(0)

0
L−d

ˆ

QLmax{µ−1(t)}

ψ(x)dxdt.

19



20 A. GLORIA AND Z. HABIBI

so that the claim follows from the Lebesgue dominating convergence since for all 0 < t <
max[−1,1] µ, by the averaging property,

lim
L↑∞

 

QLmax{µ−1(t)}

ψ(x)dx = M(ψ).

Step 2. Proof that AT,k,R,L,p → AT,k

In view of Step 1, it suffices to show that

lim
L,R−L↑∞

|AT,k,R,L,p −A′
T,k,R,L,p| = 0.

By definition of AT,k,R,L,p and A′
T,k,R,L,p, the claim follows if

lim
L,R−L↑∞

〈

∇φξT,k,R
〉

µL

= 0,

which, by Remark 4
∣
∣
∣

〈

∇φξT,k,R
〉

µL

−
〈

∇φξT,k
〉

µL

∣
∣
∣ .

√
T
(R

L

)d
exp

(
− c

R− L√
T

)
,

we may prove in the equivalent form of

lim
L↑∞

〈

∇φξT,k
〉

µL

= 0. (3.10)

Since φξT,1 satisfies (2.3), we learn from the De Giorgi-Nash-Moser theory that φξT,1 is

locally Hölder-continuous, and from (2.5) we infer that the Hölder exponent is indeed
uniform on R

d. Hence, (2.5) implies by an elementary interpolation argument that

sup
Rd

|φT,1| .
√
T . (3.11)

Likewise this bound holds for φT,k by definition of Richardson extrapolation. We are now
in position to prove (3.10). On the one hand, since ∇φT,k has the averaging property and
satisfies (2.4), Step 1 shows that

lim
L↑∞

〈

∇φξT,k
〉

µL

= M(∇φξT,k).

On the other hand, by the divergence theorem and the uniform bound (3.11),

|M(∇φξT,k)| = lim
L↑∞

∣
∣
∣

 

BL

∇φξT,k
∣
∣
∣ = lim

L↑∞
1

|BL|
∣
∣
∣

ˆ

∂BL

φξT,k · n
∣
∣
∣ . lim

L↑∞

√
T

L
= 0.

�

In the case of periodic coefficients we may turn this qualitative convergence result quan-
titative:

Theorem 6. Let d ≥ 2, A ∈ L∞(Rd,Mαβ) be Q-periodic (non-necessarily symmetric), µ
be a filter of order p ≥ 0, k ∈ N, and Ahom, AT,k,R,L,p and A′

T,k,R,L,p be the homogenized

coefficients and their approximations (3.9) and (3.8), respectively. Then in the regime
R2 & T & R, R ≥ L ∼ R ∼ R − L, there exists c > 0 depending only on α, β and d such
that we have

|AT,k,R,L,p−Ahom|, |A′
T,k,R,L,p−Ahom| . L−(p+1)+T−2k+T 1/4 exp

(

−c R− L√
2k−1T

)

, (3.12)

20



REDUCTION OF THE RESONANCE ERROR II 21

where the multiplicative constant depends on k and p next to α, β, and d.

Proof. The estimate for |A′
T,k,R,L,p − Ahom| is a direct consequence of the combination of

Theorem 2, Remark 4, and [17, Theorem 3.1]. It only remains to prove that the estimate
for |AT,k,R,L,p−Ahom| is a consequence of the estimate for |A′

T,k,R,L,p−Ahom|. By definition

of A′
T,k,R,L,p and AT,k,R,L,p and an elementary energy estimate, it is enough to prove that

in the desired regime of R,L, T ,

∣
∣

〈

∇φξT,k,R
〉

µL

∣
∣ . L−(p+1) + T 1/4 exp

(

−c R− L√
2k−1T

)

.

By Remark 4, this follows from
∣
∣

〈

∇φξT,k
〉

µL

∣
∣ . L−(p+1),

which is itself a consequence of [17, Lemma 3.1] since M(∇φξT,k) = 0. �

In the random setting one cannot expect to have an almost sure quantitative convergence
result. The combination of Remark 4 and [23, Theorem 1 and Remark 2.3] yields for
symmetric coefficients given by the random Poisson inclusion process:

Theorem 7. Let d ≥ 2, A ∈ L∞(Rd,Mαβ) be random Poisson inclusions coefficients,
µ be a filter of order p ≥ 1, and Ahom and A′

T,k′,R,L,p be the homogenized matrix and its

approximation (1.7) respectively, where R2 & T & R, R ≥ L ∼ R ∼ R − L, and k′ ∈ N.
Then, there exists c > 0 and q > 0 depending only on α, β and d such that we have for all
k′ ≥ min{k(d) = [d+1

4 ], 2},

〈
|A′

T,k′,R,L,p −Ahom|2
〉1/2

.
√
T exp

(

−c R− L√
2k−1T

)

+ L−d/2

∣
∣
∣
∣

d = 2 : logq L
d > 2 : 1

+

∣
∣
∣
∣
∣
∣
∣
∣

d = 2 : T−1 logq T,

2 < d < 6 : T−d/2,
d = 6 : T−3 log T,
d > 6 : T−3,

(3.13)

where the multiplicative constant depends on k′ and p, next to α, β, and d.

Remark 6. The triangle inequality combined with energy estimates yields for all 1 ≤ i ≤ d

〈
(ei · (AT,k′,R,L,p −Ahom)ei)

2
〉1/2

.
〈
(ei · (A′

T,k′,R,L,p −Ahom)ei)
2
〉1/2

+

〈〈

∇φeiT,k,R
〉2

µL

+
〈

∇φeiT,k,R
〉4

µL

〉1/2

.

On the one hand, by the energy estimate
´

QR
|∇φeiT,k,R| . Rd, one has

〈

∇φeiT,k,R
〉4

µL

.
〈

∇φeiT,k,R
〉2

µL

(R

L

)2
.

On the other hand, by Remark 4,
∣
∣
∣

〈

∇φeiT,k,R −∇φeiT,k
〉

µL

∣
∣
∣ .

√
T exp

(

−c R− L√
2k−1T

)

,
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22 A. GLORIA AND Z. HABIBI

and by a simplified version of the string of arguments that leads to [23, Theorem 1], we
can prove that for all 1 ≤ j ≤ d

var

[

ej ·
ˆ

QL

∇φT,kµL
]

= var

[

ej ·
ˆ

QL

φT,k∇µL
]

. L−d

∣
∣
∣
∣

d = 2 : log2q L
d > 2 : 1

in the desired regime of L and T . Hence, the same estimate as (3.13) holds for AT,k′,R,L,p.

Remark 7. If the spectral exponents were known to be (d/2 − 1, 0) (as we expect they
are), then the estimate would not saturate at d = 6 and we would have for all k′ ≥ k(d),

〈
|AT,k′,R,L,p −Ahom|2

〉1/2
.

√
T exp

(

−c R− L√
2k−1T

)

+ L−d/2

∣
∣
∣
∣

d = 2 : logL,
d > 2 : 1.

Remark 8. Note that the convergence rate does not depend on the order of the filter
provided it is at least of order 1 (the only fact used in the proof is that µ is smooth and
vanishes at −1 and 1). This is due to the continuum stationarity and to the fact the result
is not almost-sure.

We conclude this subsection with the proof of Theorem 4, which is a generalization of
the corresponding result for symmetric periodic coefficients, see [19], to any coefficients
A ∈ L∞(Rd,Mαβ).

Proof of Theorem 4. The argument relies on the exponential decay of the Green’s function,
Caccioppoli’s inequality, and the uniform a priori estimate (2.5).

Recall that for all A ∈ L∞(Rd,Mαβ) and all T > 0, the Green’s function GT (·, y) is for

all y ∈ R
d the unique distributional solution in W 1,1(Rd) of the equation

T−1GT (x, y)−∇x ·A(x)∇xGT (x, y) = δ(x− y).

Combined with the Nash-Aronson estimate, the integration in time of the associated par-
abolic Green’s function times exp(−T−1t) yields the following pointwise bound uniform

wrt A: For all |x− y| &
√
T ,

0 ≤ GT (x, y) .
1

|x− y|d−2
exp

(

−c |x− y|√
T

)

. (3.14)

(For symmetric coefficients, an alternative proof based on Agmon’s positivity method can
be found in [17, Appendix B].)

In the rest of this proof, we drop the superscript ξ. Arguing by density in (3.2), one may
assume by a standard regularization argument that A is smooth, so that φT and φT,R
are smooth on QR by elliptic regularity. By assumption there exists γ ∼ 1 such that
R− L ≥ 2γ

√
T . By definition of φT and φT,R, we have
{
T−1(φT − φT,R)−∇ ·A(∇φT −∇φT,R) = 0 in QR,

φT − φT,R = φT on ∂QR.

Set φ1 = χφT where χ ∈ C∞(QR,R
+) is such that χ|∂QR

= 1, χ|Q
R−γ

√
T

= 0, and

|∇χ| .
√
T
−1

. Since φT satisfies (2.5) and φ1 vanishes on QR−γ
√
T , we have

‖φ1‖2L2(QR) . (Rd−1
√
T )T, ‖∇φ1‖2L2(QR) = ‖χ∇φT + φT∇χ‖2L2(QR) . Rd−1

√
T .

(3.15)
22



REDUCTION OF THE RESONANCE ERROR II 23

The function

φ2 := φT − φT,R − φ1 (3.16)

is smooth and satisfies the equation

{
T−1φ2 −∇ · A∇φ2 = −T−1φ1 +∇ ·A∇φ1 in QR,

φ2 = 0 on ∂QR.
(3.17)

Let GT,R : QR ×QR → R
+ be the Green function associated with the operator (T−1 −∇ ·

A∇) on QR with homogeneous Dirichlet boundary conditions. Since the RHS of (3.17) is
smooth, the Green representation formula yields

φ2(x) = −
ˆ

QR

(T−1φ1(y)GT,R(x, y) +∇GT,R(x, y) · A(y)∇φ1(y))dy.

By Cauchy-Schwarz’ inequality, this turns for all x ∈ QL ⊂ QR−2γ
√
T into

|φ2(x)| . T−1‖φ1‖L2(QR)

(
ˆ

QR\QR−γ
√

T

GT,R(x, y)
2dy

)1/2

+‖∇φ1‖L2(QR)

(
ˆ

QR\Q
R−γ

√
T

|∇GT,R(x, y)|2dy
)1/2

.(3.18)

To control the first RHS term of (3.18), we appeal to (3.14) and to the maximum principle
in the form of 0 ≤ GT,R ≤ GT . For the second RHS term of (3.18), we use in addition
Caccioppoli’s inequality. Let η : QR → R

+ be such that η|QR\Q
R−γ

√
T
= 1, η|Q

R− 3
2 γ

√
T
= 0,

and |∇η| .
√
T
−1

, and test the equation for GT,R(x, ·) with η2GT,R(x, ·) ∈ H1
0 (QR). This

yields after integration by parts

0 = T−1

ˆ

QR

η2(y)GT,R(x, y)
2dy +

ˆ

QR

∇GT,R(x, y) ·A(y)∇(η(y)2GT,R(x, y))dy

= T−1

ˆ

QR

η2(y)GT,R(x, y)
2dy +

ˆ

QR

∇(η(y)GT,R(x, y)) · A(y)∇(η(y)GT,R(x, y))dy

−
ˆ

QR

GT,R(x, y)
2∇η(y) ·A(y)∇η(y)dy.

Hence, by uniform ellipticity of A,

ˆ

QR

|∇(η(y)GT,R(x, y))|2dy .

ˆ

QR

GT,R(x, y)
2|∇η(y)|2dy,

that is,

ˆ

QR\QR−γ
√

T

|∇GT,R(x, y)|2dy . T−1

ˆ

QR\Q
R− 3

2γ
√

T

GT,R(x, y)
2dy. (3.19)
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24 A. GLORIA AND Z. HABIBI

We insert (3.19) into (3.18), appeal to (3.14) and (3.15), and use that for all x ∈ QL+1

and y ∈ QR \QR− 3
2
γ
√
T , we have |x− y| & R− L, so that

|φ2(x)| . (T−1‖φ1‖L2(QR) +
√
T
−1‖∇φ1‖L2(QR))





ˆ

QR\Q
R−3

2 γ
√

T

GT,R(x, y)
2dy





1/2

(3.15)

. (Rd−1
√
T )

√
T
−1 1

(R− L)d−2
exp

(
− c

R− L√
T

)

=
√
T

Rd−1

(R− L)d−1

R− L√
T

exp
(
− c

R − L√
T

)

R−L∼R

.
√
T exp

(
− c

R− L√
T

)
, (3.20)

where c is a positive constant which may change from line to line but does not depend on
T , L, and R. Hence,

ˆ

QL+1

φ2(x)
2dx . RdT exp

(
− c

R− L√
T

)
.

Another use of Cacccioppoli’s inequality, this time for φ2 (recall that the RHS of (3.17)
vanishes identically in QR−γ

√
T ), yields by definition (3.16) of φ2 and since φ1 vanishes on

QL:
ˆ

QL

|∇(φT − φT,R)(x)|2dx =

ˆ

QL

|∇φ2(x)|2dx .

ˆ

QL+1

φ2(x)
2dx

. RdT exp
(
− c

R − L√
T

)

as desired. �

3.2. Numerical tests for symmetric coefficients. In the first paragraph we treat the
case of a discrete elliptic equation on Z

d with periodic coefficients. The advantage of this
example is that there is no additional approximation error besides the machine precision
since everything is already discrete. This allows us to explore the behavior of the method
for large R, which is not possible for a continuum equation due to necessary discretization
of the periodic cell (the total number of degrees of freedom becomes rapidly very large).
We then address two examples of a continuum equation: periodic and quasi-periodic
coefficients. The conclusion is as follows (at least in the periodic case): Whereas the first
error term T−2k of the RHS of (3.6) in Remark 4 seems to be dominant in the regime of
moderate R, the RHS of (3.12) in Theorem 6 is dominated for moderate R by the error

term L−(p+1) due to the averaging process, regardless of the error-term in T−2k. This
tends to show that numerical homogenization methods which only rely on approximations
of the corrector (and not on the approximation of homogenized coefficients) may be likely
to perform better in terms of the resonance error (at least when the ratio R = ρ/ε is only
moderately large).

3.2.1. Warm-up example: Discrete periodic coefficients. Consider the discrete elliptic equa-
tion

−∇∗ ·A(ξ +∇φ) = 0 in Z
2, (3.21)
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REDUCTION OF THE RESONANCE ERROR II 25

Figure 1. Periodic cell in the discrete case

where for all u : Z2 → R,

∇u(x) :=
[
u(x+ e1)− u(x)
u(x+ e2)− u(x)

]

, ∇∗u(x) :=

[
u(x)− u(x− e1)
u(x)− u(x− e2)

]

,

and

A(x) := diag [a(x, x+ e1), a(x, x+ e2)] .

The matrix A is [0, 4)2-periodic, and sketched on a periodic cell on Figure 1. In the
example considered, a(x, x+ e1) and a(x, x+ e2) represent the conductivities 1 or 100 of
the horizontal edge [x, x + e1] and the vertical edge [x, x + e2] respectively, according to
the colors on Figure 1. The homogenization theory for such discrete elliptic operators is
similar to the one of the continuum setting (see for instance [33] in this two-dimensional
case). Likewise, the analogue of Theorem 6 holds, and our aim is to investigate the
behavior of the error in the regime of R large. By rotation invariance the homogenized
matrix Ahom is a multiple of the identity. It can be evaluated numerically (note that
we do not make any other error than the machine precision). Its numerical value is
Ahom = 26.240099009901 . . . .

We have considered the first two approximations formulas A′
T,1,R,L,∞ and A′

T,2,R,L,∞ of

Ahom, cf. (3.8), as well as the naive approximation A′
∞,1,R,L,∞ (where φ∞,R ∈ H1

0 (QR) is

the solution of (3.1) for T = ∞, that is, without zero-order term). In all the tests, for
A′

T,1,R,L,p and A′
T,2,R,L,p we have taken the following parameters:

• zero-order term T = R/10,
• filter of order p = ∞ with L = R/3.

This yields the following theoretical predictions according to (the discrete counterpart of)
Theorem 6:

|Ahom−A′
∞,1,R,L,∞| . R−1, |Ahom −A′

T,1,R,L,∞| . R−2, |Ahom −A′
T,2,R,L,∞| . R−4.

The numerical tests have been performed up to R = 100 periodic cells per dimension (that
is 400 points per dimension, 1.6 105 degrees of freedom). They confirm the theoretical
predictions, as can be seen of Figure 2. Yet, for k = 1 and even more for k = 2, the
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Figure 2. Symmetric discrete periodic example. Bound on R 7→ E(R) :=
|AT,k,R,L,∞ − Ahom| for (T, k) = (∞, 1), (R/10, 1), (R/10, 2), log-log scale
(slopes −1, −2, and −4).

theoretical predictions are only attained for very large R. Indeed, recall that Theorem 6
provides more details on the error: For all p ∈ N0,

|Ahom −A′
T,k,R,L,∞| ≤ CpR

−(p+1) + CkR
−2k + CkR

1/4 exp(−c
√
2−k+1R),

where Cp ↑ ∞ as p ↑ ∞. In the tests, the last error-term is negligible and only the first two
error-terms are observed. In particular, the error due to averaging is super-algebraic for
large R but may be dominant for moderate R. This is indeed what we observe on Figure 2.
For A∞,1,R,L,∞ the error due to the approximation of the correctors dominate for all R so
that the error curve is a straight line of slope −1. For AT,1,R,L,∞ and AT,2,R,L,∞ however,
for small R, both errors coincide and seem to decay super-algebraically — this is the
averaging error — until they cross a straight line of slopes −2 and −4, respectively, when
the systematic error “R−2k” starts to dominate. This illustrates that, due to averaging,
the computational approximation of the homogenized coefficients can be effectively much
slower than the computational approximation of the correctors for moderate R (which is
the regime of interest), although the asymptotic error (for large R) is the same.

3.2.2. Symmetric periodic example. We come back to the continuum setting addressed in
this article, and consider the following coeffients A : R2 → Msym

αβ ,

A(x) =

(
2 + 1.8 sin(2πx1)

2 + 1.8 cos(2πx2)
+

2 + sin(2πx2)

2 + 1.8 cos(2πx1)

)

Id, (3.22)
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Figure 3. Symmetric periodic example. Bound on R 7→ E(R) :=
ffl

QR/6
|∇φξT,k,R −∇φξ|2 for k = 1, 2, log-log scale (slopes −2 and −4).

used as benchmark tests in [27]. In this case, α ≃ 0.35, β ≃ 20.5, and Ahom ≃ 2.75 Id. The
value of Ahom can be approximated on a single periodic cell with periodic boundary con-
ditions. We have considered the first two approximation formulas AT,1,R,L,p and AT,2,R,L,p

of Ahom, cf. (3.9). In all the tests, we have taken the following parameters:

• zero-order term T = R/100,
• filter of order p = 3 with L = R/3.

Theorem 6 yields

|AT,1,R,L,3 −Ahom| . R−2, |AT,2,R,L,4 −Ahom| . R−4. (3.23)

Likewise, (3.6) in Remark 4 yields:

1

Ld

ˆ

QL/2

|∇φξT,k,R −∇φξ|2 . R−2k. (3.24)

The numerical tests have been performed with FreeFEM++ [14] and R ranges from 3
to 60. The results for the approximation of the correctors are in perfect agreement with
(3.24), which describes correctly the decay, even for moderate R, see Figure 3. For the
homogenized coefficients however, the theoretical predictions of (3.23) are only met for
larger R. Indeed, for smaller R, the averaging error dominates, see Figure 4. As in the
discrete case, the errors for k = 1 and k = 2 are “super-algebraic” and coincide until they
cross the straight lines of slopes −2 and −4, respectively, when the systematic error R−2k

dominates. With respect to the tests in the discrete case, there is an additional feature: the
overall error displays periodic oscillations, especially for k = 2. Whereas the systematic
error T−2k decays monotonically (as illustrated on Figure 3), the averaging error does
not: When L is a multiple of the period, the error gets smaller, whence the periodic
modulation in L. For k = 1, the order of magnitude of these oscillations vanish as R
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28 A. GLORIA AND Z. HABIBI

gets larger (and the averaging error becomes negligible wrt the systematic error). Indeed,
the periodic modulation is still there but the systematic error T−2k ∼ R−2 dominates
the averaging error L−(p+1) ∼ R−4, so that this effect is not relevant asymptotically. For
k = 2 and p = 4, although the averaging error is of order L−5 whereas the systematic
error is of order T−4 in Theorem 6, the averaging error for R ≤ 60 is still a non-negligible
part of the overall error (of the same order as the systematic error). To further illustrate
this fact we have plotted on Figure 5 the approximation errors |AT,2,R,L,3 − Ahom| and
|AT,2,R,L,4−Ahom|, the difference of which is only due to the averaging function: for p = 3,
the averaging error is of order L−4 ∼ T−4 and the oscillations due to averaging are of
the same order as the systematic error for all R whereas for p = 4, L−5 ≪ T−4 and the
oscillations are smaller wrt to the systematic error as R gets larger. Again, these tests
illustrate the fact that the computational approximation of the homogenized coefficients
can be much slower than the computational approximation of the correctors for moderate
R, due to averaging.

3.2.3. Symmetric quasi-periodic example. We turn now to a quasi-periodic example and
consider the following coefficients:

A(x) =

(
4 + cos(2π(x1 + x2)) + cos(2π

√
2(x1 + x2)) 0

0 6 + sin2(2πx1) + sin2(2π
√
2x1)

)

.

(3.25)
In this case, α ≥ 2, β ≤ 8, so that the ellipticity ratio 4 = 8

2 is much smaller than
in the previous two examples (100 and 60, respectively). On the one hand, this makes
the homogenization procedure easier, and we expect approximation errors to be much
smaller. On the other hand, in the quasi-periodic setting, we have no easy access to the
homogenized coefficients (as opposed to the periodic setting where Ahom is given by a
cell formula), so that one needs a reliable error estimator. In this elementary example of
quasi-periodic coefficients, one expects the elliptic operator L to have a spectral gap. We
thus expect from Proposition 1 that for all k ∈ N,

|AT,k −Ahom| . T−2k,
〈

|∇φξT,k −∇φξ|2
〉

. T−2k.

In particular, for all k′ > k, the triangle inequality then yields:

|AT,k −Ahom| . T−2k′ + |AT,k −AT,k′ |,
〈

|∇φξT,k −∇φξ|2
〉

. T−2k′ +
〈

|∇φξT,k −∇φξT,k′|2
〉

.

Hence, provided |AT,k − AT,k′ | & T−2k′ , the quantity |AT,k − AT,k′ | is an estimator for
|AT,k −Ahom|. This allows us not to bias the test with some arbitrary guess of Ahom. We
have considered the first two approximations formulas AT,1,R,L,p and AT,2,R,L,p of Ahom

and taken k′ = 3 as a reference for the homogenized coefficients. In all the tests, we have
taken the following parameters:

• zero-order term T = R/100,
• filter of order p = 4 with L = R/3.

We then expect

|AT,1,R,L,4 −Ahom| . R−5 +R−6 + |AT,1,R,L,4 −AT,3,R,L,4|,
|AT,2,R,L,4 −Ahom| . R−5 +R−6 + |AT,2,R,L,4 −AT,3,R,L,4|,
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Figure 4. Symmetric periodic example. Bound on R 7→ E(R) :=
|AT,k,R,L,p − Ahom| for (k, p) = (1, 3), (2, 4), log-log scale (slopes −2 and
−4).
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Figure 5. Symmetric periodic example. Bound on R 7→ E(R) :=
|AT,2,R,L,p −Ahom| for p = 3, 4, log-log scale (slopes −4).

where the error-term R−5 is due to averaging (cf. p = 4) and the second error-term due to
the systematic error (for k′ = 3). The choice of the filter p = 4 minimizes the error due to
averaging (which is expected to be of higher order than the systematic error for k = 1, 2).
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30 A. GLORIA AND Z. HABIBI

Note however that the chosen estimator for |AT,k,R,L,4 − Ahom| is not very sensitive to
the averaging function since the same averaging function is taken both in AT,k,R,L,4 for
k = 1, 2 and in AT,3,R,L,4. This explains why there are not many oscillations on Figure 6
(besides for small R), where the errors for k = 1 and k = 2 decay at the predicted rates
R−2 and R−4, respectively.

For the approximation of correctors, we recall that
〈

|∇φξT,k −∇φξ|2
〉

= lim
R↑∞

 

QR/2

|∇φξT,k −∇φξ|2.

Assuming that the error with respect to T is distributed uniformly over R
d, one may

expect that for L≫ 1,
 

QL/2

|∇φξT,k −∇φξ|2 ∼ lim
R↑∞

 

QR/2

|∇φξT,k −∇φξ|2,

so that our guess for the approximation of the correctors with T = R/100 and L = R/3,
 

QL/2

|∇φξT,k,R −∇φξ|2 . R−2k,

will be confronted to the results of numerical experiments in the form of
 

QL/2

|∇φξT,k,R −∇φξT,k′,R|2 . R−2k (3.26)

for 3 = k′ > k = 1, 2. On Figure 7, we obtain a monotonic decay with the expected conver-
gence rates −2 and −4, which suggests that the correctors are again better-approximated
than the homogenized coefficients.

3.3. Numerical tests for non-symmetric coefficients. The tests, expected errors,
and results are similar to those of the symmetric setting (although for the proofs one
cannot appeal to spectral theory).

3.3.1. Non-symmetric periodic example. We consider the following coefficients:

A(x) =

(
2+1.8 sin(2πx1)
2+1.8 cos(2πx2)

+ 2+sin(2πx2)
2+1.8 cos(2πx1)

2 + sin(2πx1) cos(2πx2)

−2 + sin(2πx1) cos(2πx2)
2+1.8 sin(2πx1)
2+1.8 cos(2πx2)

+ 2+sin(2πx2)
2+1.8 cos(2πx1)

)

. (3.27)

We take L = R/3, T = R/100, and filters of orders p = 3, 4. As expected, Figures 8 and 9
are in agreement with the theoretical predictions for (k, p) = (1, 3), (2, 4):

 

QL/2

|∇φξT,k,R −∇φξ|2 . R−2k, |AT,k,R,L,p −Ahom| . R−2k.

3.3.2. Non-symmetric quasi-periodic example. We consider the following coefficients:

A(x) =

(
4 + cos(2π(x1 + x2)) + cos(2π

√
2(x1 + x2)) 2 + sin(2πx1) cos(2πx2)

−2 + sin(2πx1) cos(2πx2) 6 + sin2(2πx1) + sin2(2π
√
2x1)

)

,

(3.28)
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Figure 6. Symmetric quasi-periodic example. Bound on R 7→ E(R) :=
|AT,k,R,L,4 −Ahom| for k = 1, 2, log-log scale (slopes −2 and −4).
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Figure 7. Symmetric quasi-periodic example. Bound on R 7→ E(R) :=
ffl

QR/6
|∇φξT,k,R −∇φξT,3,R|2 for k = 1, 2, log-log scale (slopes −2 and −4).

We take L = R/3, T = R/100, and a filter of order p = 4. The results are similar as for
the symmetric case and Figures 10 and 11 show that for k = 1, 2,

 

QL/2

|∇φξT,k,R −∇φξT,3,R|2 . R−2k, |AT,k,R,L,3 −AT,3,R,L,3| . R−2k.
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Figure 8. Non-symmetric periodic example. Bound on R 7→ E(R) :=
ffl

QR/6
|∇φξT,k,R −∇φξ|2 for k = 1, 2, log-log scale (slopes −2 and −4).
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Figure 9. Non-symmetric periodic example. Bound on R 7→ E(R) :=
|AT,k,R,L,p − Ahom| for (k, p) = (1, 3), (2, 4), log-log scale (slopes −2 and
−4).
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Figure 10. Non-symmetric quasi-periodic example. Bound on R 7→
E(R) :=

ffl

QR/6
|∇φξT,k,R − ∇φξT,3,R|2 for k = 1, 2, log-log scale (slopes −2

and −4).
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Figure 11. Non-symmetric quasi-periodic example. Bound on R 7→
E(R) := |AT,k,R,L,4 − AT,3,R,L,4| for k = 1, 2, log-log scale (slopes −2 and
−4).
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4. Combination with numerical homogenization methods

The aim of this last section is to show that the regularization and extrapolation method
to approximate homogenized coefficients and correctors can be used to reduce the reso-
nance error in standard numerical homogenization methods. Following [15, 16] we first
introduce a general analytical framework and prove the consistency in the case of symmet-
ric locally stationary ergodic coefficients. We then recover variants of standard numerical
homogenization methods after discretization. We conclude the presentation by a quanti-
tative convergence analysis in the case of periodic coefficients.

4.1. Analytical framework. Let Aε : D×Ω → Msym
αβ be a family of random symmetric

diffusion coefficients parametrized by ε > 0. We make the assumption that Aε is locally
stationary and ergodic (and assume some cross-regularity).

Hypothesis 1. There exists a random Carathéodory function (that is continuous in the

first variable and measurable in the second variable) Ã : D × R
d × Ω → Msym

αβ , and a
constant κ > 0 such that

• For all x ∈ D, the random field Ã(x, ·, ·) is stationary on R
d × Ω, and ergodic;

• (cross-regularity) Ã is κ-Lipschitz in the first variable: for all x, y ∈ D, for almost
every z ∈ R

d, and for almost every realization ω ∈ Ω,

|Ã(x, z, ω) − Ã(y, z, ω)| ≤ κ|x− y|;

• For all x ∈ D, for and all ε > 0, and for almost every realization ω ∈ Ω,

Aε(x, ω) := Ã(x,
x

ε
, ω)

almost surely.

Under Hypothesis 1 Aε H-converges on D to some deterministic diffusion function Ahom :
D → Msym

αβ almost surely, which is κ-Lipschitz and characterized for all x ∈ D and ξ ∈ R
d

by

ξ · Ahom(x)ξ =
〈

(ξ +∇φ(x, 0, ·)) · Ã(x, 0, ·)(ξ +∇φ(x, 0, ·))
〉

,

where φ(x, ·, ·) is the corrector in direction ξ associated with the stationary coefficients

Ã(x, ·, ·) (x is treated as a parameter). The proof is standard: by H-compacteness, for
almost every realization, Aε H-converges up to extraction to some limit A∗. Using the
locality of H-convergence and the fact that Ã is uniformly Lipschitz in the first variable,
one concludes that A∗(x) = Ahom(x) almost surely. Note that if we weaken the cross-
regularity assumption from Lipschitz continuity on D to continuity on D, the result holds
true as well — although the proof of the homogenization result is much more subtle, see
[7, Theorem 4.1.1].

The combination of the regularization and extrapolation method with the analytical frame-
work of [15, 16] yields the following local approximation of Ahom in the symmetric case.

Definition 5. Let µ : R+ → [0, 1] have support in [−1, 1] and be such that
´ 1
−1 µ = 1.

For all ρ > 0, let µρ : Rd → R
+ denote the ρ-rescaled multidimensional version y 7→

ρ−d
∏d

i=1 µ(yi/ρ) of µ (the support of which is in Qρ). For all δ > 1, ρ > 0, T > 0, k > 0,
34



REDUCTION OF THE RESONANCE ERROR II 35

and ε > 0, we denote by Aδ
T,k,ρ,ε : D → Md(R) the function defined by: For all ξ ∈ R

d

and for x ∈ D,

ξ ·Aδ
T,k,ρ,ε(x)ξ :=

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))

·Aε(x+ y)(ξ + Pρ,x(∇yv
δρ,ε
T,k )(x, y))µρ(y)dy, (4.1)

where T−xD := {y ∈ R
d | y + x ∈ D}, vδρ,εT,k is defined by Richardson extrapolation of the

unique weak solution vδρ,εT,1 in H1
0 (Qδρ ∩ T−xD) of

(Tε2)−1vδρ,εT,1 (x, y)−∇ ·Aε(x+ y)(ξ +∇yv
δρ,ε
T,1 (x, y)) = 0, (4.2)

and Pρ,x is the projection on µρ-mean free fields of L2(Qρ ∩ T−xD): For all ψ ∈ L2(Qρ ∩
T−xD),

Pρ,x(ψ) := ψ − 1
´

Qρ∩T−xD
µρ(y)dy

ˆ

Qρ∩T−xD
ψ(y)µρ(y)dy. (4.3)

This definition can be adapted to non-symmetric coefficients as in Definition 3. Yet the
convergence analysis is still not clear to us in that case (except for locally periodic coeffi-
cients).

Remark 9. In (4.1) we use Pρ,x(∇yv
δρ,ε
T,k )(x, ·) instead of simply ∇yv

δρ,ε
T,k (x, ·) (as presented

in [19]). As we shall see, this has the advantage to ensure that Aδ
T,k,ρ,ε be uniformly

elliptic, while it is still consistent with the homogenization theory of locally stationary
ergodic coefficients, and still reduces the resonance error.

The scaling of the zero-order term in (4.2) may be surprising since it makes the zero-
order term diverge as ε ↓ 0. It is however natural, as can be seen on the case of periodic
coefficients: If Aε(y) = A(y/ε) with A periodic, the change of variables y = εz turns (4.2)
into the equation

T−1w(z)−∇ · A(x+ z)(ξ +∇w(z)) = 0 in Qε−1δρ ∩ (T−xD)/ε,

which is of the form of (2.9). This shows in particular that it is crucial that ε be the
“actual lengthscale” of the problem, and not an abstract parameter, which, in this locally
random case, is encoded in the assumption Aε(x) = Ã(x, xε ).

Under Hypothesis 1, the following convergence result holds:

Theorem 8. Let D be a domain with a Lipschitz boundary. For all ε > 0, let Aε satisfy
Hypothesis 1, and for all ρ > 0, δ > 1, T > 0, and k ∈ N, let Aδ

T,k,ρ,ε be as in Definition 5.

Then there exists γ > 0 depending only on D such that Aδ
T,k,ρ,ε ∈ L∞(D,Msym

α′β′) with

α′ = γα and β′ = 2d(1 + δd)β. In addition, for all x ∈ D,

lim sup
T↑∞

lim sup
ρ↓0

lim sup
ε↓0

|Aδ
T,k,ρ,ε(x)−Ahom(x)| = 0, (4.4)

almost surely. The limit in T in (4.4) is uniform in ρ for all x at positive distance from
∂D. In particular, we also have for all 1 ≤ p <∞

lim sup
ρ↓0,T↑∞

lim sup
ε↓0

‖Aδ
T,k,ρ,ε −Ahom‖Lp(D) = 0, (4.5)

where the order of the limits between ρ and T is irrelevant.
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From this theorem, one may directly deduce the convergence of the numerical homoge-
nization method:

Corollary 1. Under the assumptions of Theorem 8, for all f ∈ H−1(D) there exists a
unique weak solution uδT,ρ,ε ∈ H1

0 (D) of

−∇ · Aδ
T,k,ρ,ε∇uδT,k,ρ,ε = f. (4.6)

In addition it satisfies

lim sup
ρ↓0,T↑∞

lim sup
ε↓0

‖uδT,k,ρ,ε − uhom‖H1(D) = 0 (4.7)

almost surely, where uhom ∈ H1
0 (D) is the unique weak solution of

−∇ ·Ahom∇uhom = f.

As a consequence of H-convergence we also have that

lim sup
ρ↓0,T↑∞

lim sup
ε↓0

‖uδT,k,ρ,ε − uε‖L2(D) = 0 (4.8)

almost surely, where uε is the unique weak solution in H1
0 (D) of

−∇ · Aε∇uε = f.

The order of the limits in ρ and T are irrelevant in (4.7) and (4.8).

As mentioned in the introduction, by numerical homogenization we mean not only the ap-
proximation of the mean-field solution but also the approximation of the local fluctuations.
These are the object of the following corrector result (in the spirit of [4]).

Definition 6. Let H > 0, IH ∈ N, and let {QH,i}i∈[[1,IH ]] be a covering of D in disjoint
subdomains of diameter of order H. We define a family (MH) of approximations of the
identity on L2(D) associated with QH,i: for every w ∈ L2(D) and H > 0,

MH,i(w) =

 

QH,i∩D
w, MH(w) =

IH∑

i=1

MH,i(w)1QH,i∩D.

Let δ > 1 be as in Theorem 8, and for all i ∈ [[1, IH ]], set

Qδ
H,i := {x ∈ R

d | d(x,QH,i) < (δ − 1)H}.

With the notation of Corollary 1, we define the numerical correctors γδ,H,i
T,k,1,ρ,ε associated

with uδT,k,ρ,ε as the unique weak solution in H1
0 (Q

δ
H,i ∩D) of

(Tε2)−1γδ,H,i
T,k,1,ρ,ε −∇ · Aε

(

MH,i(∇uδT,k,ρ,ε) +∇γδ,H,i
T,k,1,ρ,ε

)

= 0, (4.9)

which generates γδ,H,i
T,k,k′,ρ,ε for all k

′ > 1 by Richardson extrapolation, cf. Definition 2. We

then set for all k′ ∈ N and for all 1 ≤ i ≤ IH ,

∇uδ,H,i
T,k,k′,ρ,ε := MH(∇uδT,k,ρ,ε)|QH,i∩D + (∇γδ,H,i

T,k,k′,ρ,ε)|QH,i∩D ∈ L2(QH,i ∩D),

and finally define the numerical corrector

Cδ,H
T,k,k′,ρ,ε =

IH∑

i=1

∇uδ,H,i
T,k,k′,ρ,ε1QH,i∩D.
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Remark 10. For the definition of the numerical corrector, the extrapolation parameter
k′ needs not be the same as the extrapolation parameter k used for Aδ

T,k,ρ,ε. Indeed, as

shown in Paragraph 4.3 in the case of periodic coefficients, it makes sense to take k′ = 2k
in terms of scaling.

The following numerical corrector result holds:

Theorem 9. Under the assumptions of Corollary 1, the corrector of Definition 6 satisfies
for all k′ ∈ N,

lim sup
ρ↓0,T↑∞,H↓0

lim sup
ε↓0

∣
∣
∣

∣
∣
∣∇uε − Cδ,H

T,k,k′,ρ,ε

∣
∣
∣

∣
∣
∣
L2(D)

= 0 (4.10)

almost surely, where the order of the limits in ρ, T , and H is irrelevant.

We first prove Theorem 8, and then turn to the proof of Theorem 9.

Proof of Theorem 8. We split the proof into three steps.

Step 1. Uniform ellipticity of Aδ
T,k,ρ,ε.

By regularity of the domain D, there exists γ > 0 such that for all x ∈ D,

ˆ

Qρ∩T−xD
µρ ≥ γ. (4.11)

By uniform ellipticity of Aε, and then expanding the square, we obtain

ξ ·Aδ
T,k,ρ,ε(x)ξ ≥ α

ˆ

Qρ∩T−xD
|ξ + Pρ,x(∇vδρ,εT,k )(x, y)|2µρ(y)dy

= α

ˆ

Qρ∩T−xD
|ξ|2µρ(y)dy + α

ˆ

Qδρ∩T−xD
|Pρ,x(∇vδρ,εT,k )(x, y)|2µρ(y)

+2αξ ·
ˆ

Qρ∩T−xD
Pρ,x(∇vδρ,εT,k )(x, y)µρ(y)dy

︸ ︷︷ ︸

(4.3)
= 0

(4.11)

≥ γα|ξ|2.

We turn now to the upper bound. Since Pρ,x is the L2(Qρ∩T−xD)-projection on µρ-mean
free functions, for all ψ ∈ L2(Qρ ∩ T−xD),

ˆ

Qρ∩T−xD
(Px,ρψ)

2(y)µρ(y)dy ≤
ˆ

Qρ∩T−xD
ψ2(y)µρ(y)dy. (4.12)
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By uniform ellipticity of Aε, definition of µρ, expanding the square as above, and using
(4.3) and (4.12), we have

ξ ·Aδ
T,k,ρ,ε(x)ξ ≤ β

ˆ

Qρ∩T−xD
|ξ + Pρ,x(∇vδρ,εT,k )(x, y)|2µρ(y)dy (4.13)

(4.3)
= β|ξ|2

ˆ

Qρ∩T−xD
µρ(y)dy + β

ˆ

Qρ∩T−xD
|Pρ,x(ξ +∇vδρ,εT,k )(x, y)|2µρ(y)dy

(4.12)

≤ β2d|ξ|2 + β

ˆ

Qρ∩T−xD
|ξ +∇vδρ,εT,k (x, y)|2µρ(y)dy

≤ β2d|ξ|2 + βρ−d

ˆ

Qδρ∩T−xD
|ξ +∇vδρ,εT,k (x, y)|2dy

≤ β2d(1 + δd)|ξ|2,

where in the last line we used an energy estimate for vδρ,εT,k (x, ·). In the sequel we shall

refer to (4.13) as an estimate of the L2(Qρ ∩ T−xD)-norm of ξ + Pρ,x(∇vδρ,εT,k )(x, ·).

Step 2. From local ergodicity to ergodicity.
In this step we introduce a proxy Ãδ

T,k,ρ,ε(x) for Aδ
T,k,ρ,ε(x) which is uniformly close to

Aδ
T,k,ρ,ε(x) in ρ, and for which we can use the results of Section 2. For all x ∈ D, we define

Ãδ
T,k,ρ,ε(x) by: For all unit vectors ξ ∈ R

d,

ξ · Ãδ
T,k,ρ,ε(x)ξ :=

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y))

· Ã(x, x+ y

ε
)(ξ + Pρ,x(∇yṽ

δρ,ε
T,k )(x, y))µρdy,

where ṽδρ,εT,k (x, ·) is (for k > 1) the Richardson extrapolation of the unique weak solution

ṽδρ,εT,1 (x, ·) ∈ H1
0 (Qδρ ∩ T−xD) of

(Tε2)−1ṽδρ,εT,1 (x, y)−∇ · Ã(x, x+ y

ε
)(ξ +∇yṽ

δρ,ε
T,1 (x, y)) = 0.

We shall prove that

|Aδ
T,k,ρ,ε(x)− Ãδ

T,k,ρ,ε(x)| . ρ (4.14)
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uniformly in x, T , ε, the randomness, and where the multiplicative constant depends on
k next to α, β and d. We rewrite the difference as: For all ξ ∈ R

d with |ξ| = 1,

ξ · (Aδ
T,k,ρ,ε(x)− Ãδ

T,k,ρ,ε(x))ξ

=

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y)) · Aε(x+ y)(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))µρ(y)dy

−
ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y)) · Ã(x,

x+ y

ε
)(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y))µρ(y)dy

=

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y)) · Ã(x,

x+ y

ε
)(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))µρ(y)dy

−
ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y)) · Ã(x,

x+ y

ε
)(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y))µρ(y)dy

+

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))

·(Aε(x+ y)− Ã(x,
x+ y

ε
))(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))µρ(y)dy.

Using that

|Aε(x+ y)− Ã(x,
x+ y

ε
)| = |Ã(x+ y,

x+ y

ε
)− Ã(x,

x+ y

ε
)| ≤ κ|y|, (4.15)

that |ξ| = 1, and concluding as for (4.13), we may bound the third term of the RHS:

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))

· (Aε(x+ y)− Ã(x,
x+ y

ε
))(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))µρ(y)dy.

≤ κρ

ˆ

Qρ∩T−xD
|ξ +∇yv

δρ,ε
T,k (x, y)|2µρ(y)dy . ρ. (4.16)

We now turn to the first two terms, which we write in the form

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y)) · Ã(x,

x+ y

ε
)(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))µρ(y)dy

−
ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y)) · Ã(x,

x+ y

ε
)(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y))µρ(y)dy

=

ˆ

Qρ∩T−xD
Pρ,x(∇yv

δρ,ε
T,k −∇yṽ

δρ,ε
T,k )(x, y)

·Ã(x, x+ y

ε
)(ξ + Pρ,x(∇yv

δρ,ε
T,k )(x, y))µρ(y)dy

+

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇y ṽ

δρ,ε
T,k )(x, y))

·Ã(x, x+ y

ε
)Pρ,x(∇yv

δρ,ε
T,k −∇yṽ

δρ,ε
T,k )(x, y)µρ(y)dy,
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40 A. GLORIA AND Z. HABIBI

so that by the continuity of Pρ,x on L2(Qρ ∩ T−xD) and using the same a priori estimate
as for (4.16) (following the argument for (4.13)), it enough to prove that

ˆ

Qδρ∩T−xD
|∇yv

δρ,ε
T,k (x, y)−∇yṽ

δρ,ε
T,k (x, y)|2dy . ρ2 (4.17)

in order to deduce (4.14) from (4.16). By definition of the Richardson extrapolation, this
estimate directly follows from the Lipschitz bound (4.15) and an energy estimate on the

equation satisfied by vδρ,εT,1 (x, ·) − ṽδρ,εT,1 (x, ·):

(Tε2)−1(vδρ,εT,1 (x, y)− ṽδρ,εT,1 (x, y))−∇yÃ(x,
x+ y

ε
)∇y(v

δρ,ε
T,1 (x, y)−∇y ṽ

δρ,ε
T,1 (x, y))

= ∇y · (Aε(x+ y)− Ã(x,
x+ y

ε
))∇yv

δρ,ε
T,1 (x, y).

Step 3. Limits ρ ↓ 0, T ↑ ∞ and ε ↓ 0.
For all x ∈ D, there exists ρ(x) > 0 such that Qδρ ∩ T−xD = Qδρ for all ρ ≤ ρ(x).
Assume that Qδρ ∩ T−xD = Qδρ. In that case, the change of variables z = y/ε allows one

to interprete Ãδ
T,k,ρ,ε(x) as the approximation “AT,k,R,L,p(x)” of Ahom(x) defined in (3.9)

(with Ã(x, ·) in place of A(·)), with the parameters

R = δ
ρ

ε
, L =

ρ

ε
, and p ∈ N0. (4.18)

By Theorem 5 we then have the almost sure convergence

lim
ε↓0

Ãδ
T,k,ρ,ε(x) = ÃT,k(x), (4.19)

where x is seen as a parameter, and ÃT,k(x) is associated with the stationary coefficients

y 7→ Ã(x, y). Note that the limit does not depend on ρ, as expected by stationarity of

Ã(x, y) in y.

Using spectral analysis in the form of Theorem 1 to take the limit T ↑ ∞, this yields for
all x ∈ D,

lim
T↑∞

ÃT,k(x) = Ahom(x). (4.20)

Since for all x ∈ D, ρ(x) > 0 (where the function ρ is defined at the beginning of this
step), the combination of (4.14), (4.19), and (4.20) shows that for all x ∈ D

lim sup
T↑∞

lim sup
ρ↓0

lim sup
ε↓0

|Aδ
T,k,ρ,ε(x)−Ahom(x)| = 0,

and concludes the proof of (4.4).

Note that for any domain D̃ compactly included in D, infx∈D̃ ρ(x) > 0. If ρ ≤ ρ(x), the

limit ÃT,k(x) of Ã
δ
T,k,ρ,ε(x) as ε ↓ 0 exists almost surely and does not depend on ρ. Hence,

for all x ∈ D̃, if ρ ≤ infx∈D̃ ρ(x) we thus have using (4.19) and (4.14),

lim sup
ε↓0

|Aδ
T,k,ρ,ε(x)−Ahom(x)| ≤ lim

ε↓0
|Ãδ

T,k,ρ,ε(x)−Ahom(x)|

+ lim sup
ε↓0

|Aδ
T,k,ρ,ε(x)− Ãδ

T,k,ρ,ε(x)|

≤ |ÃT,k(x)−Ahom(x)|+ ρ,

and the uniformity of the convergence in T w. r. t. ρ ≤ infx∈D̃ ρ(x) follows.
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We prove (4.5) now. For all ρ > 0, set Dρ := {x ∈ D | ρ < ρ(x)}. Since D has a Lipschitz
boundary,

lim
ρ↓0

|D \Dρ| = 0. (4.21)

Let 1 ≤ p < ∞. By the uniform boundedness of Ahom and Aδ
T,k,ρ,ε and the definition of

Dρ, we have

lim sup
ε↓0

‖Aδ
T,k,ρ,ε −Ahom‖Lp(D) ≤ lim sup

ε↓0
‖Aδ

T,k,ρ,ε −Ahom‖Lp(Dρ)

+ lim sup
ε↓0

‖Aδ
T,k,ρ,ε −Ahom‖Lp(D\Dρ)

. ‖ÃT,k −Ahom‖Lp(D) + ρ+ |D \Dρ|
1
p , (4.22)

and the conclusion follows from (4.21), (4.20), and the Lebesgue dominated convergence
theorem. �

Corollary 1 is a consequence of Theorem 8 (using in particular (4.22)) and of the following
lemma:

Lemma 1. Let (Ah1,h2)h1,h2>0, A ∈ Mαβ(D) and (fh1,h2)h1,h2>0, f ∈ H−1(D) be such
that fh1,h2 → f in H−1(D) as h1, h2 ↓ 0 (in any order), and

• For all x ∈ D, limh1↓0 limh2↓0Ah1,h2(x) = A(x);
• There exist two bounded functions g1, g2 : R+ ×D → R

+ such that for all x ∈ D,
limh→0 g1(x, h) = limh→0 g2(x, h) = 0, and for all h2 > 0 there exists a measurable
subset Dh2 of D such that limh2→0 |D \Dh2 | = 0 and such that for all x ∈ Dh2 and
all h1 > 0,

|Ah1,h2(x)−A(x)| ≤ g1(x, h1) + g2(x, h2).

Then the unique weak solution uh1,h2 ∈ H1
0 (D) of

−∇ ·Ah1,h2∇uh1,h2 = fh1,h2

converges in H1(D) as h1, h2 ↓ 0 to the unique weak solution u in H1
0 (D) of

−∇ · A∇u = f,

and the order of convergence of h1 and h2 is irrelevant.

Proof of Lemma 1. Substract the weak forms of the two equations tested with the admis-
sible test-function uh1,h2 − u ∈ H1

0 (D). This yields
ˆ

D
∇(uh1,h2 − u) · (Ah1,h2∇uh1,h2 −A∇u) =

(

fh1,h2 − f, uh1,h2 − u
)

H−1(D),H1
0 (D)

,

where
(
·, ·
)

H−1(D),H1
0 (D)

denotes the duality pairing between H−1(D) and H1
0 (D). We

rewrite this equation in the form
ˆ

D
∇(uh1,h2 − u) ·Ah1,h2∇(uh1,h2 − u)

= −
ˆ

D
∇(uh1,h2 − u) · (Ah1,h2 −A)∇u+

(

fh1,h2 − f, uh1,h2 − u
)

H−1(D),H1
0 (D)

. (4.23)
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Using the ellipticity of Ah1,h2 ∈ Mαβ(D), Cauchy-Schwarz’, Young’s, and Poincaré’s in-
equalities, this turns into

α‖∇(uh1,h2 − u)‖2L2(D) ≤
ˆ

D
|∇u · (Ah1,h2 −A)∇u|+ ‖fh1,h2 − f‖H−1(D).

By assumption, the second term of the RHS goes to zero as h1, h2 ↓ 0. It remains to treat
the first term. We split the integral into two terms:
ˆ

D
|∇u · (Ah1,h2 −A)∇u| =

ˆ

Dh2

|∇u · (Ah1,h2 −A)∇u|+
ˆ

D\Dh2

|∇u · (Ah1,h2 −A)∇u|

≤
ˆ

D
|∇u|2(g1(x, h1) + g2(x, h2)) + 2β

ˆ

D\Dh2

|∇u|2.

The first term of the RHS converges to zero as h1, h2 ↓ 0 by the Lebesgue dominated
convergence theorem, while the second term converges to zero as h2 ↓ 0 because |D\Dh2 | ↓
0 and ∇u ∈ L2(D). This concludes the proof of the lemma. �

The proof of Theorem 9, which is rather long and technical, is somewhat counter-intuitive:
Although we expect the regularization and extrapolation method to enhance the conver-
gence, our proof rather shows that the method does not worsen the convergence of the
standard method based on Dirichlet boundary conditions (without regularization and ex-
trapolation) analyzed in [15]. The proof has essentially two parts: First we prove the
numerical corrector result with the standard approximation of the corrector, and we then
prove that the difference between that approximation and the one with regularization and
extrapolation vanishes in a suitable sense. For the first part, the main idea is to use Tar-
tar’s correctors on each element QH,i ∩D of the partition of D, pass to the limit in ε first,
and then in H. The second part of the proof makes crucial use of the ergodic theorem
and of Theorem 1.

Proof of Theorem 9. We divide the proof into four steps.

Step 1. Standard corrector result.

For all 1 ≤ i ≤ IH we define γH,i
ε as the unique weak solution in H1

0 (QH,i ∩D) of

−∇ ·Aε(MH(∇uhom) +∇γH,i
ε ) = 0, (4.24)

that we extend by zero on D \QH,i as a function of H1
0 (D). We then define the following

variant of Tartar’s corrector:

CH
ε :=

IH∑

i=1

∇uH,i
ε ,

where ∇uH,i
ε ∈ L2(D) has support in QH,i ∩D and is given by

∇uH,i
ε :=

(

MH(∇uhom) +∇γH,i
ε

)

1QH,i∩D. (4.25)

The aim of this step is to prove that almost surely

lim
H↓0

lim
ε↓0

‖∇uε − CH
ε ‖L2(D) = 0. (4.26)

As we shall see this result is deterministic and follows from H-convergence.
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By ellipticity and symmetry of Aε,

‖∇uε − CH
ε ‖2L2(D) .

ˆ

D
(∇uε −CH

ε ) ·Aε(∇uε − CH
ε )

=

ˆ

D
∇uε ·Aε∇uε +

ˆ

D
CH
ε ·Aε∇CH

ε

− 2

IH∑

i=1

ˆ

D
∇uH,i

ε · Aε∇uε. (4.27)

Since γH,i
ε ∈ H1

0 (D), the last term of this identity takes the form

IH∑

i=1

ˆ

D
∇uH,i

ε ·Aε∇uε =

IH∑

i=1

(

f, γH,i
ε

)

H−1(D),H1
0 (D)

+

ˆ

D
MH(∇uhom) ·Aε∇uε

using the weak form of the defining equation for uε. We now argue that

lim
H↓0

lim
ε↓0

IH∑

i=1

ˆ

D
∇uH,i

ε ·Aε∇uε =

ˆ

D
∇uhom ·Ahom∇uhom. (4.28)

Indeed, on the one hand, since Aε∇uε ⇀ Ahom∇uhom weakly in L2(D,Rd) by homoge-
nization and MH converges to the identity on L2(D,Rd),

lim
H↓0

lim
ε↓0

ˆ

D
MH(∇uhom) · Aε∇uε =

ˆ

D
∇uhom ·Ahom∇uhom. (4.29)

On the other hand, homogenization ensures that γH,i
ε

ε↓0→ γH,i
hom weakly in H1

0 (QH,i ∩ D)

(and therefore weakly in H1
0 (D)) almost surely, where γH,i

hom is the unique weak solution in
H1

0 (QH,i ∩D) (extended by zero as a H1
0 (D) function on D \QH,i) of

−∇ · Ahom(MH(∇uhom) +∇γH,i
hom) = 0.

Since Ahom is κ-Lipschitz, for all x ∈ QH,i ∩D, |Ahom(x)−MH,i(Ahom)| . κH. Hence, an
energy estimate yields
ˆ

QH,i∩D
∇γH,i

hom · Ahom∇γH,i
hom =

ˆ

QH,i∩D
∇γH,i

hom ·AhomMH(∇uhom)

=
( ˆ

QH,i∩D
∇γH,i

hom

)

·MH,i(Ahom)MH,i(∇uhom)

+

ˆ

QH,i∩D
∇γH,i

hom · (Ahom −MH(Ahom))MH(∇uhom)

. κH‖∇γH,i
hom‖L2(QH,i∩D)‖∇uhom‖L2(QH,i∩D),

since
´

QH,i∩D ∇γH,i
hom = 0 and MH,i is a contraction. Setting γHhom =

∑IH
i=1 γ

H,i
hom1QH,i∩D ∈

H1
0 (D), this implies by Poincaré’s inequality

‖γHhom‖H1(D) . H‖∇uhom‖L2(D)
H↓0−→ 0,
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so that

lim
H↓0

lim
ε↓0

IH∑

i=1

(

f, γH,i
ε

)

H−1(D),H1
0 (D)

= lim
H↓0

(

f, γHhom

)

H−1(D),H1
0 (D)

= 0. (4.30)

Estimate (4.28) then follows from (4.29) and (4.30).

We turn now to the first term of the RHS of (4.27). Since H-convergence implies the
convergence of the energy, we have

lim
ε↓0

ˆ

D
∇uε · Aε∇uε =

ˆ

D
∇uhom ·Ahom∇uhom. (4.31)

Likewise, for all 1 ≤ i ≤ IH ,

lim
ε↓0

ˆ

QH,i∩D
(MH(∇uhom) +∇γH,i

ε ) · Aε(MH(∇uhom) +∇γH,i
ε )

=

ˆ

QH,i∩D
(MH(∇uhom) +∇γH,i

hom) · Ahom(MH(∇uhom) +∇γH,i
hom),

so that by summation over i and defining γHε :=
∑IH

i=1 γ
H,i
ε ∈ H1

0 (D),

lim
ε↓0

ˆ

D
(MH(∇uhom) +∇γHε ) · Aε(MH(∇uhom) +∇γHε )

=

ˆ

D
(MH(∇uhom) +∇γHhom) · Ahom(MH(∇uhom) +∇γHhom).

Since MH converges to the identity on L2(D) and γHhom converges to zero in H1(D), this
implies in particular

lim
H↓0

lim
ε↓0

ˆ

D
(MH(∇uhom) +∇γHε ) · Aε(MH(∇uhom) +∇γHε ) =

ˆ

D
∇uhom · Ahom∇uhom.

(4.32)
The combination of (4.27), (4.28), (4.31), and (4.32) yields (4.26).

Step 2. First auxilary numerical corrector and reformulation of (4.10).
In view of (4.26), it enough to prove that almost-surely for all k′ ∈ N,

lim sup
T↑∞,H,ρ↓0

lim sup
ε↓0

‖Cδ,H
T,k,k′,ρ,ε − CH

ε ‖L2(D) = 0. (4.33)

We introduce the auxiliary numerical corrector Cδ,H
T,k′,ε ∈ L2(D,Rd) defined as follows. The

function γδ,H,i
T,1,ε is associated with uhom as the unique weak solution in H1

0 (Q
δ
H,i ∩D) of

(Tε2)−1γδ,H,i
T,1,ε −∇ ·Aε

(

MH,i(∇uhom) +∇γδ,H,i
T,1,ε

)

= 0, (4.34)

and we define γδ,H,i
T,k′,ε for all k

′ > 1 by Richardson extrapolation, cf. Definition 2. We then

set for all k′ ∈ N and for all 1 ≤ i ≤ IH ,

∇uδ,H,i
T,k′,ε := MH(∇uhom)|QH,i∩D + (∇γδ,H,i

T,k′,ε)|QH,i∩D ∈ L2(QH,i ∩D),
44



REDUCTION OF THE RESONANCE ERROR II 45

and finally define the numerical corrector

Cδ,H
T,k′,ε =

IH∑

i=1

∇uδ,H,i
T,k′,ε1QH,i

.

Substracting the equations (4.9) and (4.34) for γδ,H,i
T,k,1,ρ,ε and γ

δ,H,i
T,1,ε, respectively, yields the

following energy estimate

‖∇γδ,H,i
T,k,1,ρ,ε −∇γδ,H,i

T,1,ε‖2L2(Qδ
H,i∩D)

. |Qδ
H,i ∩D||MH,i(∇uδT,k,ρ,ε −∇uhom)|2, (4.35)

so that, using that MH is a contraction on L2(D,Rd),

‖Cδ,H
T,k,1,ρ,ε − Cδ,H

T,1,ε‖L2(D) . ‖∇uδT,k,ρ,ε −∇uhom‖L2(D).

By definition of the Richardson extrapolation this yields for all k′ ∈ N,

‖Cδ,H
T,k,k′,ρ,ε − Cδ,H

T,k′,ε‖L2(D) . ‖∇uδT,k,ρ,ε −∇uhom‖L2(D),

and therefore by Corollary 1:

lim sup
T↑∞,ρ↓0

lim sup
ε↓0

‖Cδ,H
T,k,k′,ρ,ε − Cδ,H

T,k′,ε‖L2(D) = 0, (4.36)

uniformly with respect to H, and almost surely. Hence, the claim (4.33) follows from
(4.36) provided we prove that almost-surely

lim
T↑∞,H↓0

lim
ε↓0

‖Cδ,H
T,k′,ε − CH

ε ‖L2(D) = 0. (4.37)

Step 3. Further auxiliary numerical correctors and reformulation of (4.37).

For all 1 ≤ i ≤ IH , fix some arbitrary xi ∈ QH,i and set for all x ∈ Qδ
H,i, Aε,i(x) := Ã(xi,

x
ε ).

The approximation of Aε by Aε,i on QH,i (and Q
δ
H,i) allows us to appeal to the results we

proved in Sections 2 and 3 for stationary coefficients. The error we make by replacing Aε

by Aε,i is then controlled using the Lipschitz condition in Hypothesis 1.

We introduce the auxiliary numerical correctors C̃H
ε , C̃

δ,H
T,k′,ε ∈ L2(D,Rd) associated with

Ãε as follows. The functions γ̃
H,i
ε and γ̃δ,H,i

T,1,ε are the unique weak solutions in H1
0 (QH,i∩D)

and H1
0 (Q

δ
H,i ∩D), respectively, of

−∇ · Aε,i

(

MH,i(∇uhom) +∇γ̃H,i
ε

)

= 0, (4.38)

(Tε2)−1γ̃δ,H,i
T,1,ε −∇ · Aε,i

(

MH,i(∇uhom) +∇γ̃δ,H,i
T,1,ε

)

= 0, (4.39)

and γ̃δ,H,i
T,k′,ε is defined for all k′ > 1 by Richardson extrapolation of γ̃δ,H,i

T,1,ε, cf. Definition 2.

We then set for all k′ ∈ N and for all 1 ≤ i ≤ IH ,

∇ũH,i
ε := MH(∇uhom)|QH,i∩D + (∇γ̃H,i

ε )|QH,i∩D ∈ L2(QH,i ∩D),

∇ũδ,H,i
T,k′,ε := MH(∇uhom)|QH,i∩D + (∇γ̃δ,H,i

T,k′,ε)|QH,i∩D ∈ L2(QH,i ∩D),

and finally define the numerical correctors

C̃H
ε =

IH∑

i=1

∇ũH,i
ε 1QH,i∩D, C̃δ,H

T,k′,ε =

IH∑

i=1

∇ũδ,H,i
T,k′,ε1QH,i∩D.
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From (4.24) and (4.38) on the one hand, and (4.34) and (4.39) on the other hand, we infer
that

−∇ · Aε∇(γH,i
ε − γ̃H,i

ε ) = −∇ · (Aε,i −Aε)(MH(∇uhom) +∇γ̃H,i
ε ) in QH,i ∩D,

and

(Tε2)−1(γδ,H,i
T,1,ε − γ̃δ,H,i

T,1,ε)−∇ · Aε∇(γδ,H,i
T,1,ε − γ̃δ,H,i

T,1,ε)

= −∇ · (Aε,i −Aε)(MH(∇uhom) +∇γ̃δ,H,i
T,1,ε) in Qδ

H,i ∩D,

so that elementary energy estimates combined with the fact that Ã(·, ·) is κ-Lipschitz with
respect to its first variable yields

‖∇γH,i
ε −∇γ̃H,i

ε ‖2L2(QH,i∩D) . (κH)2|QH,i ∩D||MH,i(∇uhom)|2,

‖∇γδ,H,i
T,1,ε −∇γ̃δ,H,i

T,1,ε‖2L2(QH,i∩D) . (κH)2|Qδ
H,i ∩D||MH,i(∇uhom)|2,

from which we deduce, using that MH is a contraction,

‖CH
ε − C̃H

ε ‖L2(D) . H‖∇uhom‖L2(D),

‖Cδ,H
T,k′,ε − C̃δ,H

T,k′,ε‖L2(D) . H‖∇uhom‖L2(D),

uniformly in ε, T, k′, and the realization. To prove (4.37) it is therefore enough to prove
that almost surely

lim
T↑∞,H↓0

lim
ε↓0

‖C̃δ,H
T,k′,ε − C̃H

ε ‖L2(D) = 0. (4.40)

Step 4. Proof of (4.40).
Define JH

1 := {1 ≤ i ≤ IH |Qδ
H,i ∩D 6= Qδ

H,i} and JH
2 := {1 ≤ i ≤ IH , i /∈ JH

1 }. It suffices
to prove that

lim
T↑∞,H↓0

lim
ε↓0

‖C̃δ,H
T,k′,ε − C̃H

ε ‖L2(D∩∪
i∈JH

1
QH,i) = 0, (4.41)

lim
T↑∞,H↓0

lim
ε↓0

‖C̃δ,H
T,k′,ε − C̃H

ε ‖L2(∪
i∈JH

2
QH,i) = 0. (4.42)

We start with the proof of (4.41). Elementary energy estimates based on (4.38) and (4.39)
show that

‖C̃δ,H
T,k′,ε − C̃H

ε ‖L2(D∩∪
i∈JH

1
QH,i) ≤ ‖C̃δ,H

T,k′,ε‖L2(D∩∪
i∈JH

1
QH,i) + ‖C̃H

ε ‖L2(D∩∪
i∈JH

1
QH,i)

. ‖MH(∇uhom)‖L2(D∩∪
i∈JH

1
QH,i) ≤ ‖∇uhom‖L2(D∩∪

i∈JH
1
QH,i)

uniformly in T and ε. Since the measure of the domain of integration D ∩ ∪i∈JH
1
QH,i

vanishes as H ↓ 0 and since ∇uhom ∈ L2(D), estimate (4.41) follows.

We turn now to (4.42), which, by ellipticity of Ã, is equivalent to

lim
T↑∞,H↓0

lim
ε↓0

∑

i∈JH
2

ˆ

QH,i

(C̃δ,H
T,k′,ε − C̃H

ε ) ·Aε,i(C̃
δ,H
T,k′,ε − C̃H

ε ) = 0.
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By expanding the square it is enough to prove the following three statements for all i ∈ JH
2

almost surely:

lim
ε↓0

 

QH,i

C̃H
ε ·Aε,iC̃

H
ε = MH,i(∇uhom) ·Ahom(xi)MH,i(∇uhom), (4.43)

lim
ε↓0

 

QH,i

C̃δ,H
T,k′,ε ·Aε,iC̃

H
ε = MH,i(∇uhom) ·Ahom(xi)MH,i(∇uhom), (4.44)

lim
T↑∞

lim
ε↓0

 

QH,i

C̃δ,H
T,k′,ε ·Aε,iC̃

δ,H
T,k′,ε = MH,i(∇uhom) ·Ahom(xi)MH,i(∇uhom). (4.45)

Identity (4.43) follows from the convergence of the energy associated with the homogeniza-
tion of (4.38) and the fact that the associated homogenized coefficients are constant (with

value Ahom(xi), since on QH,i, Aε,i is given by the stationary coefficients x 7→ Ã(xi,
x
ε )).

From Theorem 5, we learn that almost surely

lim
ε↓0

 

QH,i

C̃δ,H
T,k′,ε ·Aε,iC̃

δ,H
T,k′,ε = MH,i(∇uhom) ·AT,k′(xi)MH,i(∇uhom),

where AT,k′(xi) is the approximation of the homogenized coefficients associated with the

stationary field x 7→ Ã(xi, x) of Definition 3. Estimate (4.45) is now a consequence of
Theorem 1.

We conclude with the proof of (4.44). By compensated compactness, since C̃δ,H
T,k′,ε is curl-

free and Aε,iC̃
H
ε is divergence-free on QH,i, it is enough to prove the following almost sure

weak convergences in L2(QH,i,R
d):

Aε,iC̃
H
ε ⇀ Ahom(xi)MH,i(∇uhom), C̃δ,H

T,k′,ε ⇀MH,i(∇uhom).
The first convergence is a consequence of homogenization, which implies convergence of the

fluxes. For the second convergence, recall that on QH,i, C̃
δ,H
T,k′,ε = ∇γ̃δ,H,i

T,k′,ε+MH,i(∇uhom),
so that we need to prove that ∇γ̃δ,H,i

T,k′,ε ⇀ 0 on QH,i almost surely. Denote by γ̃iT,k′,ε ∈
H1

loc(R
d) the Richardson extrapolations of the unique solution γ̃iT,1,ε ∈ H1

loc(R
d) of

(Tε2)−1γ̃iT,1,ε −∇ · Ã(xi,
·
ε
)
(
MH,i(∇uhom) +∇γ̃ıT,1,ε

)
= 0 in R

d,

satisfying (2.4). By (3.4) in Remark 4, we then have (after rescaling by ε):
ˆ

QH,i

|∇γ̃δ,H,i
T,k′,ε −∇γ̃iT,k′,ε|2 . T exp

(

− c(δ − 1)
H

ε

1√
2k

′−1T

)

.

Hence, ∇γ̃δ,H,i
T,k′,ε weakly converges to zero as ε ↓ 0 if and only if ∇γ̃iT,k′,ε weakly converges

to zero. But the latter is a consequence of the ergodic theorem since by construction
∇γ̃iT,k′,ε is the ε-rescaled version of the gradient of the corrector, which is stationary and
the expectation of which vanishes.

�

4.2. Discretization of the analytical framework. In this paragraph we discuss a
possible way to discretize the analytical framework introduced in this section. We only
present the “direct approach”, which allows us to obtain a new variant of the HMM
(see [9, 1, 8, 10],[4] for the original method) with regularization and extrapolation. In
particular, we shall prove the almost-sure convergence of this numerical approximation
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under Hypothesis 1. Note that in [15, 16, 19] we have also introduced a “dual approach”,
which allows one to recover variants of the MsFEM (see [25, 26, 12, 27, 3, 11]). We defer
the analysis of the dual approach, which is more technical and requires additional ideas,
to a subsequent contribution.

In order to solve (4.6), one has first to approximate the coefficients Aδ
T,k,ρ,ε. Let ξ ∈ R

d.

For all x ∈ D, denote by Vh(x) a family of dense subspaces of H1
0 (Qδρ ∩ T−xD), and

consider the Galerkin approximation vδρ,εT,k,h(x, ·) of vδρ,εT,k (x, ·) in Vh(x) (cf. Definition 5),

and, following (4.1), set:

ξ ·Aδ,h
T,k,ρ,ε(x)ξ :=

ˆ

Qρ∩T−xD
(ξ + Pρ,x(∇yv

δρ,ε
T,k,h)(x, y))

·Aε(x+ y)(ξ + Pρ,x(∇yv
δρ,ε
T,k,h)(x, y))µρ(y)dy,

where Pρ,h is as in (4.3).

Remark 11. Since Ã is Lipschitz-continuous in its first variable, Ahom is Lipschitz-

continuous as well, and we can replace Aδ,h
T,k,ρ,ε(x) for x ∈ D such that Qδρ∩T−xD 6= Qδρ by

the value Aδ,h
T,k,ρ,ε(x

′) at a point x′ such that Qδρ∩T−x′D = Qδρ and such that |x−x′| . ρ

(which is possible since D has a Lipschitz boundary). The convergence analysis is similar
and this allows one to avoid possible boundary layers on Qδ ∩T−xD, at the expense of the
regularity of Ahom.

The same argument as in Step 1 of the proof of Theorem 8 shows that the approximation

Aδ,h
T,k,ρ,ε of A

δ
T,k,ρ,ε is uniformly elliptic. Let now VH be a family of dense Galerkin subspaces

of H1
0 (D), and denote by uδ,h,HT,k,ρ,ε the Galerkin approximation in VH of the weak solution

uδ,hT,k,ρ,ε ∈ H1
0 (D) of

−∇ ·Aδ,h
T,k,ρ,ε∇u

δ,h
T,k,ρ,ε = f,

which exists and is unique by the uniform ellipticity of Aδ,h
T,k,ρ,ε. As a first convergence

result we have:

lim
T↑∞,ρ,H↓0

lim
ε↓0

lim
h↓0

‖uδ,h,HT,k,ρ,ε − uhom‖H1
0 (D) = 0, (4.46)

where the order of the limits in T, ρ,H is irrelevant. Indeed, by the triangle inequality,

‖uδ,h,HT,k,ρ,ε − uhom‖H1
0 (D) ≤ ‖uδ,h,HT,k,ρ,ε − uδ,hT,k,ρ,ε‖H1

0 (D) + ‖uδ,hT,k,ρ,ε − uδT,k,ρ,ε‖H1
0 (D)

+ ‖uδT,k,ρ,ε − uhom‖H1
0 (D).

Combined with Céa’s lemma and the triangle inequality, the first RHS term is estimated
as follows:

‖uδ,h,HT,k,ρ,ε − uδ,hT,k,ρ,ε‖H1
0 (D) . inf

vH∈VH

‖uδ,hT,k,ρ,ε − vH‖H1
0 (D)

≤ ‖uδ,hT,k,ρ,ε − uδT,k,ρ,ε‖H1
0 (D) + ‖uδT,k,ρ,ε − uhom‖H1

0 (D)

+ inf
vH∈VH

‖uhom − vH‖H1
0 (D)
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so that we have

‖uδ,h,HT,k,ρ,ε − uhom‖H1
0 (D) ≤ 2‖uδ,hT,k,ρ,ε − uδT,k,ρ,ε‖H1

0 (D) + 2‖uδT,k,ρ,ε − uhom‖H1
0 (D)

+ inf
vH∈VH

‖uhom − vH‖H1
0 (D).

The first RHS term vanishes as h ↓ 0 by Galerkin approximation, the second RHS term
converges to zero by Theorem 8, whereas the last RHS term vanishes as H ↓ 0 by Galerkin
approximation as well: (4.46) follows.

We turn now to the numerical corrector1. For clarity we denote by H1 the discretization

parameter of the Galerkin subspaces VH1 of H1
0 (D), and denote by uδ,h,H1

T,k,ρ,ε the Galerkin

approximation of uδ,hT,k,ρ,ε in VH1 . We then follow the strategy of Definition 6 to introduce

the desired numerical corrector. Let H2 > 0, IH2 ∈ N, and let {QH2,i}i∈[[1,IH2
]] be a

covering of D in disjoint subdomains of diameter of order H2. We denote by (MH2) the
family of approximations of the identity on L2(D) associated with QH2,i. Let δ > 1 be as
in Theorem 8, and for all i ∈ [[1, IH2 ]], set

Qδ
H2,i := {x ∈ R

d | d(x,QH2,i) < (δ − 1)H2}.
For all i ∈ [[1, IH2 ]], let Vi,H2,h be a family of dense subspaces of H1

0 (Q
δ
H2,i

∩D). With the

notation of Corollary 1, we define the functions γ̃δ,h,H1,H2,i
T,k,1,ρ,ε and γ̃δ,H1,H2,i

T,k,1,ρ,ε as the unique

weak solutions in H1
0 (Q

δ
H2,i

∩D) of

(Tε2)−1γ̃δ,h,H1,H2,i
T,k,1,ρ,ε −∇ · Aε

(

MH2,i(∇uδ,h,H1

T,k,ρ,ε) +∇γ̃δ,h,H1,H2,i
T,k,1,ρ,ε

)

= 0, (4.47)

(Tε2)−1γ̃δ,H1,H2,i
T,k,1,ρ,ε −∇ · Aε

(

MH2,i(∇uδ,H1

T,k,ρ,ε) +∇γ̃δ,H1,H2,i
T,k,1,ρ,ε

)

= 0. (4.48)

We then define the numerical corrector γδ,h,H1,H2,i
T,k,1,ρ,ε associated with uδ,h,H1

T,k,ρ,ε as the Galerkin

approximation in Vi,H2,h of γ̃δ,h,H1,H2,i
T,k,1,ρ,ε in H1

0 (Q
δ
H2,i

∩ D). The functions γδ,h,H1,H2,i
T,k,k′,ρ,ε and

γ̃δ,H1,H2,i
T,k,k′,ρ,ε are obtained for all k′ ∈ N by Richardson extrapolation, cf. Definition 2. We

also set for all k′ ∈ N and for all 1 ≤ i ≤ IH2 ,

∇ũδ,H1,H2,i
T,k,k′,ρ,ε := MH2(∇uδ,H1

T,k,ρ,ε)|QH2,i
∩D + (∇γ̃δ,H1,H2,i

T,k,k′,ρ,ε )|QH2,i
∩D ∈ L2(QH2,i ∩D),

∇uδ,h,H1,H2,i
T,k,k′,ρ,ε := MH2(∇uδ,h,H1

T,k,ρ,ε)|QH2,i
∩D + (∇γδ,h,H1,H2,i

T,k,k′,ρ,ε )|QH2,i
∩D ∈ L2(QH2,i ∩D),

and finally define numerical correctors

C̃δ,H1,H2

T,k,k′,ρ,ε :=

IH2∑

i=1

∇ũδ,H1,H2,i
T,k,k′,ρ,ε1QH2,i

∩D, Cδ,h,H1,H2

T,k,k′,ρ,ε :=

IH2∑

i=1

∇uδ,h,H1,H2,i
T,k,k′,ρ,ε 1QH2,i

∩D. (4.49)

Our second result is the following almost sure convergence:

lim
T↑∞,ρ,H1,H2↓0

lim
ε↓0

lim
h↓0

‖Cδ,h,H1,H2

T,k,k′,ρ,ε −∇uε‖L2(D) = 0, (4.50)

where the order of the limits in T, ρ,H1,H2 is irrelevant. In particular, one may take
ρ = H1 = H2 in practice.

1The number of sub/super-scripts may not ease the reading, and we encourage the reader to simply
consider H1 = H2 = ρ everywhere — although we shall need all the parameters in the proof.
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By the triangle inequality,

‖Cδ,h,H1,H2

T,k,k′,ρ,ε −∇uε‖L2(D) ≤ ‖Cδ,h,H1,H2

T,k,k′,ρ,ε − C̃δ,H1,H2

T,k,k′,ρ,ε‖L2(D)

+‖C̃δ,H1,H2

T,k,k′,ρ,ε − Cδ,H2

T,k,k′,ρ,ε‖L2(D) + ‖Cδ,H2

T,k,k′,ρ,ε −∇uε‖L2(D),

where Cδ,H2

T,k,k′,ρ,ε is the corrector of Definition 6 (with H2 in place of H). We start the anal-

ysis with the first RHS term. Note that Cδ,h,H1,H2

T,k,k′,ρ,ε depends doubly on h: once through the

Galerkin approximation in Vi,H2,h and once through the approximation MH2,i(∇uδ,h,H1

T,k,ρ,ε)

of MH2,i(∇uδ,H1

T,k,ρ,ε). Since limh↓0MH2,i(∇uδ,h,H1

T,k,ρ,ε) = MH2,i(∇uδ,H1

T,k,ρ,ε) and since the solu-

tion of (4.47) depends continuously on MH2,i(∇uδ,h,H1

T,k,ρ,ε) in H1
0 (Q

δ
H2,i

∩ D), the Galerkin

approximation γδ,h,H1,H2,i
T,k,k′,ρ,ε converges to γ̃δ,H1,H2,i

T,k,k′,ρ,ε in H1
0 (Q

δ
H2,i

∩D) as h ↓ 0. Hence,

lim
h↓0

‖Cδ,h,H1,H2

T,k,k′,ρ,ε − C̃δ,H1,H2

T,k,k′,ρ,ε‖L2(D) = 0.

We continue with the second term, which measures the error between the corrector associ-

ated with uδT,k,ρ,ε and the corrector associated with uδ,H1

T,k,ρ,ε. Since the solution γ̃δ,h,H1,H2,i
T,k,k′,ρ,ε

of (4.47) depends linearly in H1
0 (Q

δ
H2,i

∩D) on MH2(∇uδ,H1

T,k,ρ,ε), and MH2 is a continuous

linear map on L2(D), we have

‖C̃δ,H1,H2

T,k,k′,ρ,ε − Cδ,H2

T,k,k′,ρ,ε‖L2(D) . ‖∇uδ,H1

T,k,ρ,ε −∇uδT,k,ρ,ε‖L2(D).

By Theorem 8, this second term converges uniformly to zero wrt to H2. For the third and
last RHS terms we finally appeal to Theorem 9. This concludes the qualitative convergence
analysis of the HMM with regularization and extrapolation under Hypothesis 1.

4.3. Numerical analysis in the case of periodic coefficients. In this last paragraph
we make the qualitative convergence analysis of the HMM with regularization and ex-
trapolation quantitative in the case of periodic coefficients. The choice of the periodic
coefficients allows us to combine our quantitative analysis of Sections 2 and 3 with quan-
titative two-scale expansions. In particular, in order to complete the analysis in the case
of random Poisson inclusions, we would need a quantitative two-scale expansion, which
is not yet known to hold (see however the recent progress in that direction for discrete
elliptic equations [21]).

Let the coefficients Ã : D×R → Msym
αβ of Hypothesis 1 be constant with respect to the first

variable and Q-periodic with respect to the second variable. Let also f and D be smooth
enough so that uhom ∈ W 2,∞(D). Fix δ > 1. Let VH be a P1-finite element subspace of
H1

0 (D) of dimension IH associated with a tessellation TH of D of meshsize H > 0. For
every element TH,i of TH , let T δ

H,i,h be a tessellation of T δ
H,i ∩ D of meshsize h > 0 with

T δ
H,i = {x ∈ R

d | d(x, TH,i) ≤ (δ − 1)H}, and let VH,h,i be the associated P1-finite element

subspace of H1
0 (T

δ
H,i ∩ D). For all k ∈ N, all filters of order p ≥ 0, T > 0 and ε > 0,

we denote by Aδ,h
T,k,H,ε the (piecewise constant) approximation of Aδ

T,k,ρ,ε on TH (cf. (4.1))

obtained as follows. For all 1 ≤ i ≤ IH such that T δ
H,i ⊂ D, we define Aδ,h

T,k,H,ε|TH,i
as the

approximation (4.1), with T δ
H,i in place of Qδ

H,i and VH,h,i in place of H1
0 (Q

δ
H,i ∩ D). If

1 ≤ i ≤ IH is such that T δ
H,i 6⊂ D, we follow Remark 11 and set Aδ,h

T,k,H,ε|TH,i
:= Aδ,h

T,k,H,ε|TH,j

for some 1 ≤ j ≤ IH such that T δ
H,j ⊂ D and d(TH,i, TH,j) . H. Take now δ = 3

2 and
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T = H
ε . We then have: For all 1 ≤ i ≤ IH such that T δ

H,i ⊂ D, by Theorem 2 and a
standard Galerkin approximation result:

|Aδ,h
T,k,H,ε −Ahom| .

( ε

H

)p+1
+
( ε

H

)2k
+
(H

ε

)1/4
exp

(

− c
1√
2k+1

√

H

ε

)

+
(h

ε

)2

.
( ε

H

)2k
+
(h

ε

)2
, (4.51)

where, for simplicity, we have assume that p+1 = 2k, and neglected the exponential term.
Since Ahom is constant on D (and not only Lipschitz), this also yields for those 1 ≤ i ≤ IH
such that T δ

H,i 6⊂ D,

|Aδ,h
T,k,H,ε −Ahom| .

( ε

H

)2k
+
(h

ε

)2
. (4.52)

(If Ahom were Lipschitz and non-constant, there would be an additional term of order H

in (4.52).) Denote by uδ,hT,k,H,ε the Galerkin approximation in VH of

−∇ ·Aδ,h
T,k,H,ε∇u

δ,h
T,k,H,ε = f.

We have

‖uδ,hT,k,H,ε − uhom‖H1(D) . H +
( ε

H

)2k
+
(h

ε

)2
. (4.53)

This estimate is a direct consequence of (4.51) and of the regularity of uhom ∈ H2(D).

Indeed, let vδ,hT,k,H,ε be the weak solution in H1
0 (D) of

−∇ ·Aδ,h
T,k,H,ε∇v

δ,h
T,k,H,ε = f.

We then appeal to (4.23) in the proof of Lemma 1, which takes the form

‖∇uhom −∇vδ,hT,k,H,ε‖L2(D) . ‖Aδ,h
T,k,H,ε −Ahom‖L∞(D)‖∇uhom‖L2(D).

We then use (4.51) and (4.52),

‖∇uhom −∇vδ,hT,k,H,ε‖L2(D) .
( ε

H

)2k
+
(h

ε

)2
. (4.54)

Finally, by Céa’s lemma and the triangle inequality,

‖uδ,hT,k,H,ε − uhom‖H1(D) ≤ ‖uδ,hT,k,H,ε − vδ,hT,k,H,ε‖H1(D) + ‖vδ,hT,k,H,ε − uhom‖H1(D)

. inf
vH∈VH

‖vH − vδ,hT,k,H,ε‖H1(D) + ‖vδ,hT,k,H,ε − uhom‖H1(D)

≤ inf
vH∈VH

‖vH − uhom‖H1(D) + 2‖vδ,hT,k,H,ε − uhom‖H1(D),

so that (4.53) follows from (4.54) and a Galerkin approximation result.

We turn to the numerical corrector result. Let Cδ,h,H
T,k,ε denote the numerical corrector

Cδ,h,H1,H2

T,k,k′,ρ,ε defined in (4.49), for the covering TH of D and with ρ = H1 = H2 = H and

k = k′. Let denote by φi the periodic corrector associated with Ã in direction ei. On the
one hand, we have the following quantitative two-scale expansion:

‖∇uε −∇uhom −
d∑

i=1

∇iuhom∇φi(ε−1·)‖L2(D) .
√
ε. (4.55)
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On the other hand, the combination of (4.54) with Remark 4 and a Galerkin approximation
result yields for all 1 ≤ i ≤ IH such that T δ

H,i ⊂ D,

‖∇uhom +

d∑

i=1

∇iuhom∇φi(ε−1·)− Cδ,h,H
T,k,ε ‖2L2(TH,i)

. |TH,i|
(

|MH,i(∇uhom −∇uδ,hT,k,H,ε)|+
h

ε
+H +

( ε

H

)k
+
h

ε

)2
, (4.56)

and

‖∇uhom +

d∑

i=1

∇iuhom∇φi(ε−1·)− Cδ,h,H
T,k,ε ‖2L2(TH,i)

. |TH,i|
(

|MH,i(∇uhom −∇uδ,hT,k,H,ε)|+
h

ε
+H +

ε

H
+
h

ε

)2
(4.57)

otherwise (on such elements TH,i the resonance error remains a priori of order ε
H ). The

combination of (4.55), (4.54), and (4.57) on NH(∂D) := {x ∈ D | d(x, ∂D) ≤ H} and
(4.56) on D \NH(∂D) then yields the last estimates of this article:

‖∇uε−Cδ,h,H
T,k,ε ‖L2(D) .

√
ε+H+

h

ε
+
√
H
ε

H
+
( ε

H

)k
.

√
ε+H+

h

ε
+
( ε

H

)min{2,k}
, (4.58)

and the associated “interior” estimate

‖∇uε − Cδ,h,H
T,k,ε ‖L2(D\NH (∂D)) .

√
ε+H +

h

ε
+
( ε

H

)k
. (4.59)

Estimates (4.53), (4.58), and (4.59) are the best estimates available in the literature in
terms of the resonance error ε

H for a numerical homogenization method with an oversam-

pling of fixed size δ > 1 (taken 3
2 for the reasoning). Note that estimate (4.58) may be

overly pessismistic due to our currently poor understanding of the boundary layer.
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