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Advances in the Bayesian Occupancy Filter

framework using robust motion detection technique

for dynamic environment monitoring
Qadeer Baig, Mathias Perrollaz, and Christian Laugier,

Abstract—The Bayesian Occupancy Filter provides a frame-
work for grid-based monitoring of the dynamic environment. It
allows to estimate dynamic grids, containing both information
of occupancy and velocity. Clustering such grids then provides
detection of the objects in the observed scene.
In this paper we present recent improvements in this framework.
First, multiple layers from a laser scanner are fused using opinion
pool, to deal with conflicting information. Then a fast motion
detection technique based on laser data and odometer/IMU
information is used to separate the dynamic environment from
the static one. This technique instead of performing a complete
SLAM (Simultaneous Localization and Mapping) solution, is
based on transferring occupancy information between consec-
utive data grids, the objective is to avoid false positives (static
objects) like other DATMO approaches. Finally, we show the
integration with Bayesian Occupancy Filter (BOF) and with the
subsequent tracking module called Fast Clustering-Tracking Al-
gorithm (FCTA). We especially show the improvements achieved
in tracking results after this integration, for an intelligent vehicle
application.

Index Terms—Baysian Occupancy Filter, Motion detection,
Multi layer laser data fusion, Moving objects tracking.

I. INTRODUCTION

IN the field of Advanced Driver Assistance Systems

(ADAS), many current approaches rely on the perception

of the road scene. Particularly, the detection and tracking

of the objects in the scene is essential for prediction of

risky driving situations. Among recent approaches for risk

estimation, the authors in [1] proposed to model and recognize

the behavior of road scene participants in order to refine the

prediction of their future trajectories. It allows a long term

prediction, compared to classical geometric approaches. This

is very promising for long term risk assessment, but reasoning

on behaviors requires to separate environment into static and

dynamic parts.

A huge amount of work has been done to detect moving

objects, especially by the vision community [2]–[5]. These

techniques have primarily been based on background

subtraction or motion cues. Similar techniques have also

been used in occupancy grids to detect moving objects [6],

[7]. These techniques are based on inconsistencies observed

for new data by comparing them with maps constructed
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by SLAM. [8] and [9] have also proposed model-based

techniques to detect moving objects on the roads in the

context of autonomous vehicle driving. More recently,

Dempster-Shafer theory based grids (evidential grids) have

been used to detect moving objects using conflict analysis

techniques [10], [11]. However finding appropriate values

of the operators involved is usually a challenging task. The

technique described in [12] uses a modified concept of

particle filers to monitor dynamic environment.

There exist various approaches for such classification

of the environment. Having a very precise map of the

environment, coupled with a very accurate localization

algorithm, can be costly. Thus to perform a SLAM-based

localization would be more realistic for commercial vehicles,

the computed occupancy grid [13] providing a description

of the static environment. More elaborated techniques like

[7] or [8] improve this approach by performing detection

and classification simultaneously, in a model-based-tracking

framework.

When considering more generally the problem of Detection

and Tracking of Moving Objects (DATMO), a lot of differ-

ent methods have been proposed in the literature. In [14],

Petrovskaya et al. propose to classify these methods in three

categories: Traditional DATMO, Model-based DATMO and

Grid-based DATMO. In this paper we are interested in using

Grid-based DATMO. It is based on the use of the Bayesian

Occupancy Filter (BOF), originally developed in [22] and then

expanded in [15], [16], combined with Fast Clustering and

Tracking Algorithm (FCTA) [17] for monitoring the dynamic

environment. An important work to cite here is [18]. The

idea was inspired by the original BOF formulation [22],

but integrates also prior map knowledge. However this new

formulation has comparable results as that of the original BOF

framework but it lacks the static-dynamic division of the cells.

Although the BOF and FCTA combination works fine for

properly tuned FCTA parameters, finding appropriate values

for these parameters can be a time consuming task. Without

proper parameter values FCTA may miss true tracks (for

bigger parameter values) or may give false tracks (for smaller

parameter values). This dependency of FCTA on parameters is

necessary because BOF estimates the occupancy and velocity

values for both static and dynamic parts of the environment.

BOF framework performs the environment monitoring even

when no motion sensor is available. Since objective of FCTA

is to cluster and track the moving objects, it is advantageous
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to remove the static parts from the output of BOF and

input FCTA only detected moving parts. If input of FCTA

only consists of likely moving parts of the environment,

the dependence of FCTA’s performance on the values of its

parameters can be relaxed.

In this work we first present our new approach for building

occupancy grids from multiple layers of laser scans. Then

we propose a fast and efficient method for static/dynamic

environment classification from the occupancy grid generated

in the last time-step and show its integration within the BOF

framework, to provide a more accurate representation of cell

velocities. BOF also takes the occupancy grid generated by

the fusion module as an input, and outputs an occupancy

and velocity grid that is used by the FCTA. Therefore, we

also present the integration of our approach with FCTA.

This integration has enabled us to remove a large number

of false tracks. Our approach is different from other grid

based methods in the sense that usually a complete SLAM

solution is implemented to separate the moving parts from

the static parts (as in [9]). In current work we have developed

a technique that deals with only few consecutive frames to

detect moving parts rapidly, and can be easily implemented

in real time.

The paper is organized as follow: Section II briefly

describes the Bayesian Occupancy Filter framework. Along

with reminders of the basic approach, it presents the method

used to build occupancy grids from multiple layers of laser

scans. It also introduces the subsequent grid clustering

technique (FCTA). Next in section III we detail our technique

to detect moving objects from the sensor data. Section IV

details the integration of this motion detection module within

the BOF framework. This approach is tested for an intelligent

vehicle application. Section V describes our demonstrator

vehicle used to get data sets for this work, and presents

some results. The paper concludes with future perspectives in

section VI.

II. THE BAYESIAN OCCUPANCY FILTER (BOF)

FRAMEWORK

In this section we briefly introduce the BOF framework

with the FCTA module to detect and track the moving

objects. In this framework, the idea is to perform sensor

fusion and environment monitoring at low level, hence the

fast and efficient grid-based representation used during all

the process. Data association is delayed in order to avoid

association-related problems during the early stages. The

objects are only retrieved at the end of the processing through

clustering of the dynamic grid. To summarize, the complete

processing from sensor data to objects can be divided

into three stages: i) Multi sensor fusion using occupancy

grid representation ii) filtering and estimation of dynamic

grid and finally iii) clustering of the dynamic grid and tracking.

A. Sensor fusion from multiple lidar layers

Consider multiple layers of laser scans. They could be

provided either by a multiple-layers laser scanner or by

multiple single-layer laser scanners. Each layer can be used

to compute an occupancy grid using the classical range finder

probabilistic sensor model described in [19]. In order to

retrieve a single grid for representation of the environment,

the data from all these layers are merged using the approach

described in [20]. This approach fuses the sensory information

by using Linear Opinion Pools [21].

The principle is to generate a posterior distribution over

the occupancy of a cell C of the grid given the opinion of

m sensors {Y1 . . . Ym}. For each cell, each sensor gives two

quantities: its estimation for the occupancy of the cell P (C|Yi)
and wi(C), a measure of the confidence for such estimations.

The idea is to shut-down those sensors that do not give relevant

information to the process by assigning a low weight to them.

The fusion of all sensory information will be as follows:

P (C|Y1 . . . Ym) = α

m
∑

i=1

wi(C)P (C|Yi) (1)

where α =

[

m
∑

i=1

wi(C)

]

−1

is a normalization factor for the

weights. Equation (1) is used to generate 2D-occupancy grids.

For each sensor Yi we must define P (C|Yi), the probability

of a cell being occupied given the sensor information;

and wi(C), the confidence on the opinion. The confidence

includes two components : one related to the geometry (e.g.

if the beam is close to the ground), the second one is related

to the probability of the cell to be actually visible by the

sensor (details in [20]). Note that we assume independence

among cells, in order to be efficient in computing equation

(1), for each cell in parallel.

There are two advantage with this method. First, the con-

fidence on occupancy is computed independently for each

cell of the grid. Therefore, if a layer hits the road surface,

the confidence will be low and it will not interfere with

other layers. Second, it has the advantage of reducing the

errors due to conflicting information from the multiple layers.

For example, if a layer hits an object (meaning that the

corresponding cell is occupied), and an upper layer goes over

the object (meaning that the cell is free), both information

are in conflict. As seen on Fig. 1, standard Bayesian fusion

would lead to low occupancy probability, while the proposed

approach would see the cell as probably occupied.

B. Filtering the grid using the Bayesian Occupancy Filter

The Bayesian Occupancy Filter (BOF) provides filtering ca-

pability, as well as the ability to estimate a velocity distribution

for each cell of a grid. It is an adaptation of the Bayesian

filtering methodology to the occupancy grid framework, based

on a prediction-estimation paradigm, as shown in figure 2. As

an input, it uses an observed occupancy grid. On its output,

it provides an estimated occupancy grid as well as a set of
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Fig. 1. (up) Left image from the stereo camera. (down) Occupancy grids
computed from multiple layers of laser scans: (left) with Bayesian Fusion,
(right) with our new approach. Due to conflicting information, the left fence
disappears with Bayesian fusion, while still being visible with our method.

velocity grids, representing the probability distribution over

possible velocities for each cell.

In this context, the prediction step propagates cell oc-

cupancy and velocity distributions of each cell in the grid

and obtains the prediction P (Ot
c At

c) where P (Ot
c) denotes

the occupancy distribution and P (At
c) denotes the antecedent

(velocity) distribution of a cell c at time t (velocity of a cell

depends on its previous position called antecedent, if we know

the previous position of a cell we can calculate its velocity

because size of cells is fixed and we know the time interval

as well). In the estimation step, P (Ot
c At

c) is updated by

taking into account the observations yielded by the sensors
∏S

i=1
P (Zt

i | At
c O

t
c) to obtain the posterior state estimate

P (Ot
c At

c | [Zt
1
· · ·Zt

S ]) where Zt
i denotes the observation of

sensor i at t. This allows us to compute by marginalization

P (Ot
c | [Zt

1
· · ·Zt

S ]) and P (At
c | [Zt

1
· · ·Zt

S ]), which will be

used for prediction in the next iteration.

C. Detecting objects with the Fast Clustering and Tracking

Algorithm

While the dynamic grid representation provided by the

BOF can be sufficient for some applications (e.g. navigation),

moving object detection requires to retrieve an object level

representation of the scene. This cannot be directly reached

from the occupancy grid, and therefore a clustering algorithm

is necessary. An algorithm adapted to the BOF framework is

the “Fast Clustering Tracking Algorithm” described in [17].

It has the major interest to create clusters considering not

only the connectivity in the occupancy grid, but also the

Fig. 2. Bayesian filtering in the estimation of occupancy and velocity
distributions in the BOF grid [22].

Mahalanobis distance between cells in the estimated velocity

grids. Thus two connected cells with different velocities

are not merged during the clustering process. This is very

important because two closely located such clusters may

actually belong to two different objects moving with different

velocities. Thus addressing the partial occlusion problem

elegantly.

FCTA includes a Kalman filter for target tracking and a ROI

prediction approach that allows computation to be performed

in real time. The output of the algorithm is a set of tracked

objects, with position, velocity and associated uncertainties.

The integration of this detection and tracking algorithm with

the BOF algorithm aims at providing a single application that

takes its input from the installed sensors and outputs the tracks

to be used for risk assessment. Like other approaches FCTA

also suffers from false tracks detection problem, so a pre-

classification of cells into static and dynamic categories can

help in this regard. The motion detection module capable of

classifying the environment into static and dynamic regions

can serve to ease this problem.

III. MOTION DETECTION

A. Outline of the approach

In this section we detail the technique that we have

developed to find moving parts of the environment. This

motion detection module is situated in the processing chain

just before the BOF. The input to this module consists of an

occupancy grid generated by the fusion module, described

in previous section. Let us represent this occupancy grid at

time t as OGt and an ith cell in this grid can be accessed as

OGt[i] where 0 ≤ i < N with N being the total number of

cells of this occupancy grid. The value of each cell of this

grid is between 0 and 1 i.e. 0 ≤ OGt[i] ≤ 1 and represents

internal belief of the ego vehicle about the occupancy state

of each cell. 0 means empty and 1 means occupied.

The module also requires proprioceptive information from

the vehicle. Here we consider using an Inertial Measure-

ment Unit (IMU), which provides at time t -along with

other information- two components of velocity vt = (vx, vy)
and values of quaternion components for orientation Qt =
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(q0, q1, q2, q3). From these information we calculate the trans-

lational and rotational velocities ut = (νt, ωt) of the vehicle

as follows:

νt =
√

v2x + v2y (2)

To compute rotational velocity of the vehicle we calculate yaw

angle of the vehicle from the quaternion as follows:

Y = atan2(2∗(q0∗q3+q1∗q2), 1−2∗(q2∗q2+q3∗q3)) (3)

And if dt is the time difference between two successive data

frames at time t and t − 1, then rotational speed ω at time t
is equal to the yaw rate given as:

ωt =
Yt − Yt−1

dt
(4)

B. Motion Detection Algorithm

At each time t, the algorithm that consists of following

steps :

Step I) Free and occupied counts arrays:

For each new input occupancy grid OGt we create two count

arrays having same dimensions as that of OGt, the first one

called FreeCountt and the other one called OccupiedCountt
to keep count of the number of times a cell has been observed

“free” and number of times it has been observed “occupied”

respectively. These arrays are initialized from OGt as follows:

OccupiedCountt[i] =

{

1, if OGt[i] > 0.5

0, otherwise
(5)

and

FreeCountt[i] =

{

1, if OGt[i] < 0.5

0, otherwise
(6)

Step II) Counts update from previous step:

Suppose FreeCountt−1 and OccupiedCountt−1 are the up-

dated count arrays at time t − 1. We want to update new

counts FreeCountt and OccupiedCountt. Since vehicle has

undergone a position change determined by ut = (νt, ωt),
there is no direct correspondence between cells of two occu-

pancy grids OGt and OGt−1. We must find the transformation

that maps a cell in OGt−1 to a cell in OGt using ut. This

situation is shown in figure 3, OGt−1 has origin at Ot−1 and

OGt has origin at Ot. To find the transformation suppose

Ot−1 = (xt−1, yt−1, θt−1) = (0, 0, 0) is the pose (position

and orientation) of the occupancy grid at time t − 1 (i.e of

OGt−1) and we want to find Ot = (xt, yt, θt), the pose of

OGt under ut. Considering a circular motion trajectory (which

means that the object with both linear and rotational velocity

is supposed to actually move along the circular path. For short

periods of time its is an acceptable approximation.), the pose

of Ot w.r.t Ot−1 is given as:





xt

yt
θt



 =





νt/ωt ∗ sin(ωt ∗ dt)
νt/ωt − νt/ωt ∗ cos(ωt ∗ dt)

ωt ∗ dt



 (7)

Although it is a good approximation for a relatively accurate

motion sensor, localization errors may occur due to sensor

Fig. 3. Position of the grid at time instants t − 1 and t. Vehicle undergoes
a motion of ut = (νt, ωt) to move from Ot−1 to Ot. We need to find the
position of point P of grid OGt−1 in grid OGt.

uncertainty and external factors (like vehicle slipping ). To fix

these problems we use a pose correction measure similar to

the one given in [19]. An uncertain region is defined around

the new position at time t (given by equation 7) calculated

using circular motion model. Different pose samples are taken

from this region and for each pose sample a score function

is evaluated using new data OGt and free and occupied

counter values. The function is given below (OC for Occupied

Counter, FC for Free Counter, and N for total grid cells):

score =

N
∑

j







































1, if (OGt[j] > 0.5) and

(OccupiedCountt−1[i] > FreeCountt−1[i])

−1, if (OGt[j] < 0.5) and

(OccupiedCountt−1[i] > FreeCountt−1[i])

0, otherwise
(8)

(Note that OGt[j] = 0.5 gives no information whether the

cell is occupied or empty.) Here i and j are corresponding

cells in occupancy grids at t − 1 and t respectively, as

explained below. The pose sample giving the highest value of

this score is taken as the correct current pose of the vehicle

improving the overall motion detection results.

An important thing to note here is that we are concerned

with the localization of few consecutive frames only. We do

not solve the complete SLAM problem, making the technique

very fast. The pose estimation between two frames may

not be exact but the error does not accumulate over longer

periods of time because the map is very local, restricted to

one small window of one data frame. Ego vehicle is always

located on the middle point of the bottom edge.
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To map a cell of grid OGt−1 to grid OGt we proceed as

follows. Suppose point P (shown in figure 3) is the center of

a cell in grid OGt−1 and we want to find its corresponding

cell in grid OGt. We define following two pose manipulation

operations:

Combination: If Pij is the pose of origin j w.r.t origin i
and Pjk = [xjk, yjk, θjk]

T is the pose of origin k w.r.t j then

the pose of k w.r.t i denoted as Pik = [xik, yik, θik]
T is given

as:

Pik ≡ ⊕(Pij , Pjk) =





xjk cos(θij)− yjk sin(θij) + xij

xjk sin(θij) + yjk cos(θij) + yij
θij + θjk





(9)

Inverse: For the pose Pij the reverse pose relationship

Pji = [xji, yji, θji]
T (pose of i w.r.t j) is defined as:

Pji ≡ ⊖(Pij) =





−xij cos(θij)− yij sin(θij)
xij sin(θij)− yij cos(θij)

−θij



 (10)

Since the pose of Ot w.r.t Ot−1 is POt−1Ot
= [xt, yt, θt]

T

and point P has pose POt−1P = [x, y, 0]T w.r.t Ot−1. The

pose of this point P w.r.t Ot is calculated as.

POtP = ⊕(POtOt−1
, POt−1P ) (11)

or

POtP = ⊕(⊖(POt−1Ot
), POt−1P ) (12)

First two components of POtP give x and y position of point

P w.r.t origin Ot. From these x and y values we can easily

calculate the index of the cell where point P lies in grid OGt.

These transformations will map a cell having index i in OGt−1

to a cell having index j in grid OGt. If this cell j is visible

in OGt i.e 0 ≤ j < N then we can update new count values

for this cell as follows:

FreeCountt[j] = FreeCountt[j] + FreeCountt−1[i] (13)

and (OCount in the following equations is OccupiedCount
to fit the equation in a line)

OCountt[j] = OCountt[j] +OCountt−1[i] (14)

We repeat this process for all cells of grid OGt−1 to update

counts values in grid OGt.

Step III) Motion detection:

After the counts arrays have been updated as explained above

the motion grid can be calculated from the new data using

following heuristic:

MotionGridt[i] =











1, OGt[i] > 0.5 and

FreeCountt[i] > m ∗OCountt[i]

0, otherwise
(15)

Here m is a sensor specific input parameter. Its empirically

learnt value in our experiments is 2. So a cell has a moving

object in it if it is occupied at current time instant and

previously it was observed as free for sufficient number of

times (at least twice the number of times it has been observed

as occupied). After this processing, MotionGridt has 1

in the cells which are detected as belonging to moving objects.

The final measure that we have taken to remove false

positives is the implementation of a road border detection (as

detailed in [23]) technique. In this technique road borders are

searched in vertical directions of current vehicle orientation

using a window based approach. The window giving a score

greater than a certain threshold signals the presence of a road

border. When road borders are detected with high confidence,

moving cells detected beyond the road border are ignored.

Fig. 4. Block diagram of the system.

IV. INTEGRATION WITH THE BOF FRAMEWORK

A. Integration with BOF

We have updated the BOF implementation to take into

account the motion detection results. The motion grid is used

as an input for updating the BOF. If the input motion grid tells

that a cell belongs to a static object, then during prediction and

update cycles of BOF the cell’s velocity distribution over the

velocity range is set to uniform for all discrete velocity values.

This essentially means that no velocity information for a given

cell is available and the cell is labeled as static in the current

BOF implementation. However, if the cell has been detected

as belonging to a moving object, then the velocity distribution

prediction and the update cycle are carried out normally. In

formal terms as outlined in [17], this change in the parametric

form of dynamic model can be stated as:

P (At
i|A

t−1

i ) =















(1− ǫ)P (At−1

A
t−1

i

) + ǫ/‖Ai‖

if MotionGridt[i] > 0

1/‖Ai‖ otherwise

where At
i is the set of antecedents of cell i at time t and ǫ is a

parameter of BOF, modeling the prediction error probability.
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The antecedent of a cell i at time t means the cell j at time

t−1 where the same object (currently seen in cell i) was seen.

This knowledge along with the knowledge of time difference

and cell sizes lets us calculate the object velocity. Complete

derivation of this equation can be found in [17].

B. Integration with FCTA

We have also updated the FCTA implementation to take into

account the motion detection results. The cells which do not

possess the velocity information are now ignored during the

clustering step. While generally most of the areas belong to

static objects and are detected as static by the motion detection

module, two main advantages are expected from this strategy:

(i) the clustering stage of the algorithm is highly accelerated by

the reduction of hypotheses, and (ii) the wrong moving clusters

are ignored because they are not considered for clustering,

even with the relaxed FCTA parameters. A block diagram of

the system is shown in figure 4.

V. EXPERIMENTATION

A. Experimental Platform

Our experimental platform is a Lexus LS600h car, shown

in Fig. 5. The car is equipped with following sensors (Fig. 5

and 6): two IBEO Lux lidars placed in the front bumper, a

TYZX stereo camera situated behind the windshield, and an

Xsens MTi-G sensor (IMU with GPS). Extrinsic calibration of

the sensors is done manually for this work. Note that, thanks

to the grid-based approach and considering the resolution of

the grid, a slight calibration error has very little impact on

the final results.

Fig. 5. Lexus LS600h car equipped with two IBEO Lux lidars and a TYZX
stereo camera

The hardware specification are the following: IBEO Lux

LIDAR laser scanner provides four layers of up to 200 beams

with a sampling period of 40 ms. The angular range of

each lidar is 100◦, and the angular resolution is 0.5◦. The

on-board computer is equipped with 8GB of RAM, an Intel

Xeon 3.4GHz processor and a NVIDIA GeForce GTX 480

for GPU. The observed region is 60 m long by 20 m wide,

with a maximum height of 2 m (due to different vertical

angle of the 4 layers of each laser scanner). Cell size for the

occupancy grids is 0.2m x 0.2 m. Xsens MTi-G is deployed

in the middle of the rear wheel axis. In this work we do not

use the stereo vision camera.

Fig. 6. (left) the MTi-G XSens IMU unit, (right) the trunk of the car, including
the PC used for calculation.

B. Results

1) Motion detection: Some results of the motion detection

module are shown in figures 7 and 8, (rectangles around the

objects are drawn manually to highlight them). As expected,

the moving objects are properly detected. For example,

Fig. 7 shows correct motion detection in a scenario with

two cars. The car moving around a roundabout in Fig. 8 has

also been successfully detected. Some noise is also visible

on the results, mainly due to two causes: first, localization

errors along with the circular motion model may result in

some errors in the estimation of the motion; second, the

decision function is too rough for taking correct decisions in

every situation (especially for the regions having non fixed

objects like bushes and grass). The results would benefit from

replacing this function by a probabilistic model.

2) Integration with FCTA: The following statistics, with

a dataset of about 13 minutes of driving on open roads,

give an insight into the improvements gained with our new

implementation. When the motion detection module is not

used, 22303 moving objects (not tracks) in total are detected.

The activation of the motion detection module with all other

parameters being equal detects 4796 moving objects in all

frames in total. This example shows the advantage of the

motion detection module because it allows us to remove

most of the false moving objects while leaving most of the

true dynamic objects. When considering tracks and not only

detections, the results are also promising, as shown on table

I.

Some qualitative FCTA tracking results with and without

motion detection module activated (with all other parameters

being same) are also shown in Fig. 9. Red rectangles are

the detected tracks by FCTA in the shown scenario. We

clearly see that most of the false positives have been removed.
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Fig. 7. Motion detection results of two cars. Top, scenario, bottom right input
fused grid, bottom left resulting motion grid. The noise on the bottom right
is due to bushes along the road.

TABLE I
STATISTICS OF DETECTED TRACKS WITHOUT AND WITH MOTION

DETECTION (MD) MODULE ACTIVATED.

Data Tracks Tracks True
Set Duration without MD with MD tracks

1 13:00 279 56 37

2 9:30 223 48 29

3 7:49 217 43 31

3) Computation time: All the components of the method

are designed to be implemented on GPU with highly parallel

processing. The measured average computation time for each

module is:

• Multi-layer fusion (GPU): 8ms

• BOF update (GPU): 10ms

• Motion detection (CPU): 2.6 ms

• FCTA (CPU): 0.34 ms

Fig. 8. Motion detection results of a car on a roundabout.

Thanks to the GPU implementation, the two first stages of

the approach can work in real time. As expected, the motion

detection module is fast despite the CPU implementation.

We hope to obtain an important gain from the GPU

implementation. Moreover, this module allows to reduce

significantly the computation time of the FCTA, by reducing

the number of tracking hypotheses. As an example, for the

same scene processed without and with the motion detection

module, the FCTA computation time is : 0.5 and 0.34 ms

respectively.

VI. CONCLUSION AND FUTURE WORK

In this paper we have presented our current implementation

of the Bayesian Occupancy Filter framework for dynamic

environment monitoring. Compared to the previous

implementation, we added two modules which are well

suited for the intelligent vehicle application. First, we propose

a new approach for fusing the information from multiple



8

Fig. 9. Example tracking results.For each scenario : Left, FCTA results
without motion detection module activated; right, same scenario with motion
detection module activated.

layers of laser scanners, and computing the corresponding

occupancy grid. Then, a fast technique to find moving objects

from this grid data is proposed. The presented technique

does not require to perform complete SLAM to detected

moving objects but uses grid data along with odometer/IMU

information to transfer occupancy information between two

consecutive grids. We have also presented its integration

with Bayesian Occupancy Filter (BOF) and Fast Clustering-

Tracking Algorithm (FCTA). We have seen that after this

integration we were able to remove a significant part of the

detections resulting from the static environment.

In the future, we plan to change the rather ad hoc decision

module that is currently based on occupied and free counter

values to a more formal probabilistic function that also takes

into account the uncertainty effects on the neighboring cells

to accommodate the localization errors. We also plan to

implement multiple motion models, to track moving objects

with more accuracy and over longer periods of time.
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