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GENERAL SENSITIVITY ANALYSIS IN DATA ASSIMILATION

F.-X. LE DIMET!, V. SHUTYAEV? AND TRAN THU HA3%*

ABSTRACT. The problem of variational data assimilation for a nonlinear evolution model
is formulated as an optimal control problem to find the initial condition function (analy-
sis). The operator of the model, and hence the optimal solution, depend on the parameters
which may contain uncertainties. A response function is considered as a functional of the
solution after assimilation. Based on the second-order adjoint techniques, the sensitivity
of the response function to the parameters of the model is studied. The gradient of the
response function is related to the solution of a non-standard problem involving the cou-
pled system of direct and adjoint equations. The solvability of the non-standard problem
is studied. Numerical algorithms for solving the problem are developed. The results are
applied for the 2D hydraulic and pollution models. Numerical examples on computation
of the gradient of the response function are presented.

1. STATEMENT OF THE PROBLEM

Consider the mathematical model of a physical process that is described by the
evolution problem
I _

SO‘t:O = U
where ¢ = ¢(t) is the unknown function belonging for any ¢ to a Hilbert space X, u € X,
F is a nonlinear operator mapping Y x Y}, into Y with Y = Ly (0,7 X), || - [[y = (-, ~);/2,
Y), is a Hilbert space (the space of parameters of the model). Suppose that for given u € X
and A € Y}, there exists a unique solution ¢ € Y to (1.1).
Let us introduce the functional

1 1
(1.2) J(u) = §(V1(u —up),u —ug)x + §(V2(Cso — ©obs)s CY — Pobs)Yps»

where ug € X is a prior initial-value function (background state), vops € Yops is @ prescribed
function (observational data), Y,ps is a Hilbert space (observation space), C': Y — Y5 is a
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linear bounded operator, V7 : X — X and V5 : Yy, — Yops are symmetric positive definite
operators.

Consider the following data assimilation problem with the aim to identify the initial
condition: for given X € Y, find u € X and ¢ € Y such that they satisfy (1.1), and on the
set of solutions to (1.1), the functional J(u) takes the minimum value, i.e.

92— Flen), te(0,T)

(1.3) 0,0 u,
J(u) = i%fj(v).

The necessary optimality condition reduces the problem (1.3) to the following optimality
system [13]:

5]
(1.4) { 5 = Flen), te(0,T)
90’7::0 = U
(1.5) {_%_(FL(%)\))*@* = —C"Va(Co —ops), t€(0,T)
o l_p = 0,

*

with the unknowns ¢, p*, u, where (F,(¢, \))* is the adjoint to the Frechet derivative of
F with respect to ¢, and C* is the adjoint to C' defined by (Cp,v¥)y,,. = (¢, C*Y)y, ¢ €
K ¢ € Yobs-

We assume that the system (1.4)—(1.6) has a unique solution. The system (1.4)—(1.6) may
be considered as a generalized model F(U, K) = 0 with the state variable U = (¢, ¢*, u),
and it contains all the available information. All the components of U depend on the
parameters A € Y),. The purpose of this paper is to study the sensitivity of this generalized
model with respect to the parameters.

2. SENSITIVITY IN THE PRESENCE OF DATA

In the environmental sciences the mathematical models contain parameters which cannot
be estimated precisely, because they are used to parametrize some subgrid processes and
therefore can not be physically measured. Thus, it is important to be able to estimate the
impact of uncertainties on the outputs of the model after assimilation.

Let us introduce a response function G(p,u, A), which is supposed to be a real-valued
function and can be considered as a functional on Y x X x Y,,. We are interested in the
sensitivity of G with respect to A, with ¢ and w obtained from the optimality system
(1.4)—(1.6). By definition the sensitivity is defined by the gradient of G with respect to A:

dG G dp 9Gdu G

(2.1) " opox Tauon Tan
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If 6\ is a perturbation on A, we get from the optimality system:

o)
(2.2) { GE = Fie, N+ F{(p,\)6x, t€(0,T)
5gp‘t:0 = Ju,
8o e . )
(2.3) { — S5 — (FL(p, N)0¢" = (FL(0, Mo + Fl\ (9, oA " = —C*VaCég,
5@*|t=T = 0,

(24) V’l(su _ &p*}t:[]: 07
and

dG oG oG oG
2. bl _ (& o oG
29 (dk’&>yp (W’&P)YJF<6u’5“>x+<aA’M>Yp’

where dp, dp™ and du are the Gateaux derivatives of ¢, ¢* and w in the direction d\ (for
example, dp = g—f&)\).

To compute the gradient V G(p,u, A), let us introduce three adjoint variables P, € Y,
P, € Y and P; € X. By taking the inner product of (2.2) by Pi, (2.3) by P and of (2.4)
by P3; and adding them, we obtain:

aP * Xk *
<<5<P, ~ar ~ Fple ) P (F (o, M P) " + C VzCPz)Y + (w!tT,PlltT);

* 8P2 *
+<590 TR Fé)(@? )\)P2>Y + <5<P }t:()a P2|t0—P3>X+

(2.6) +<5u, —Pllt:oJFVlP?’) + <5>\,—(F£(%A))*P1 — (F (o A)Pz)*sO”‘> = 0.
X Yp

Here we put

aPl * * ok * oG
= ~ Fple ) P = (B (o, N P2) 0" + CVaCO P, = R
and
oG OP:
—Py|,_g+ViPy= ——, Pi|,_,=0, =2 — FL(¢,\)Pa =0, P3|,_,—P3 = 0.
ou ot
Hence, we can exclude the variable P5 by
Py = PQ‘t:O

and obtain the initial condition for P, in the form:

oG

— + P

le?‘tzoz ou ‘t:O'
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Thus, if P;, P, are the solutions of the following system of equations

~0F — (Ll V)P = (FL (e NP)'¢" + CVeCPy = 92,
(2.7)
Pl‘t:T 0,
s, 9 _Flp.nP = 0, te(0,T)
2.8
VlP?’t:o = %+P1’t=0’

then from (2.6) we get

oG oG
e et — F/ *P F// P * %k
(Go00) +(Foon) = (0N P+ Ea AR |

and the gradient of G is given by

e oG

I (FX(0, )" PL+ (Fou (0, \) P2) 0" 4+ =+ N

(2.9) :

We get a coupled system of two differential equations (2.7) and (2.8) of the first order
with respect to time. One equation has a final condition (backward problem) while the
other has an initial condition (forward problem) depending on the initial value for the first

equation: that is a non-standard problem.

3. SOLVING THE NON-STANDARD PROBLEM: A METHOD BASED ON OPTIMAL CONTROL

The method proposed is based on the theory of optimal control [13]. We consider the

system (2.7)—(2.8) in the form

OB AP 4B, = f, te(0,T)

(3.1) ot
Pl‘t:T = 0,
%+AP2 = 0, te(0,7)
(3.2)
ViPo|,_, Pi|,_otg,

where A = —F((p,\), B = —(F,(p,\))*¢* + C*V2C are linear operators mapping Y’

intoY, f= aGEYg—%—gEX.

te(0,7)

P
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Let transform (3.1)—(3.2) into a problem of optimal control. Instead of (3.2) we consider
the problem

0P,

SE+AP, = 0, te(0,7)

(3.3)

PZ‘t:O = v

with some initial condition v € X. We assume that for given f € Y,v € X the coupled

problem (3.1), (3.3) has a unique solution Py, P; for ¢ € [0,7]. Let P;(0,U) be the value

of P; at time ¢t = 0 for the value v of Pg‘ o We define the cost function
1

(3.4) Tp(v) = 3 IViv — Ai(0,0) ~ gl

The problem becomes the determination of v* by minimizing Jp. We can expect that at
the optimum, Vjv — P1(0,v) — g = 0 and the problem will be solved. The procedure is
similar to the one used in section 2.

Let dv be a perturbation on v, then from (3.1), (3.3), (3.4) we get

_NP | pgxsp 1 BSP, = 0, te(0,T)

(3.5) ot
§Pi|,_, = 0,
DF  asp, = 0, te(0,7)
(3.6)
5P|,_, = ov,
(3.7) Jp()ov = (Viv — Pl}tzo—g, Vidv — 5P1|t:O)X,

where P, 0P, are the Gateaux derivatives of Py, P, with respect to v in the direction dv.
To compute the gradient V.Jp(v) let us introduce the adjoint variables Q1,Q2 € Y. By
taking the inner product of (3.5) by Q1 and (3.6) by Q2, we obtain

4

(6P, — 1

+AQ1)y + (6P1|,_ys Q1],_)x

Q2
ot

If @1 and Q4 are defined as the solution of the system

(3.8) +(0 P, — + A*Qa + BQ1)y + (0P|, Q2|,_p)x — (60,Q2|,_y)x = 0.

I 1 4Q = 0, te(0,7)
(3.9)

Ql‘t:o = Viv— Pl‘tzo_g’
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aQZ + A*QZ + BQl - 07 te (OaT)

(3.10)

@f_r = 0,
then (3.8) implies (6 P, ‘t:o’ V1U—P1‘t:0—g)x = (dv, QQ‘t:O)X’ and we get for the gradient:
(3.11) VJP(U) = Vl(Vﬂ] — Pl‘t:O_g) — QQ‘t:O'

4. CONTROL EQUATION VIA HESSIAN

The nesessary optimality condition reduces the non-standard problem to the optimality
system:

_OP | p+p 4 BP, = f, te(0,T)

(4.1) ot
Pl =0,
o2 4k = 0, te(0.7)
(4.2)
Py = v,
I 1 4Q1 = 0, te(0,7)
(4.3)
Ql‘t:() = mv_Pl‘tZO_g’
3@2 +A*Qs+BQ, = 0, te(0,7)
(4.4)
Qz‘t:T = 0,
(4.5) Vi(Viv = Pi,_y=9) = Q2|,_=0

with the unknowns v € X, P, P, @1,Q2 €Y.
The system (4.1)—(4.5) is equivalent to a single equation for v (the control equation):

(4.6) Hv=F,

where H is the Hessian of the functional Jp, defined on w € X by the successive solutions
of the following problems:

O AP, = 0, te(0.7)
(4.7)

Py

= ’u}7

t=0
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361;1 ‘AP +BPy = 0, te(0,T)

(4.8)
Py =0,
an L1 AQr = 0, te(0,T)
(4.9)
Ql =0 ‘/vlw - pl =

‘%?2 +A*Q; +BQ1 = 0, te(0,7)
(4.10)
(4.11) Hw=Vi(Viw — Pl‘t:o) - QZ‘t:OZ 0,

and the right-hand side F' is defined by the successive solutions of the following problems:

L0 g p = f e (0,T)

(4.12) ot
Pl{t:T = 0,
an +AQ, = 0, te(0,T)
(4.13)
Ql{t:o = _Pl‘tzo_g’
8Q2 4+ 4*0y+BO, = 0, te(0,T)
(4.14)
QZ‘t:T = 0
(4.15) F=Vi(P1|,_,+9) + Q2|,_,-
The Hessian H maps X into X, it is symmetric and
(4.16) (Hw,w)x = [Viw - P[,_g[I%,
where P is the solution to (4.8). Indeed, since
(Hw,w)x = (Viw,w)x — (Vi P1|,_g w)x — (Q2,_y w)x,
and R A R o A X
(Q2],_grw)x = (Q2|,_y> P2|,_y)x = —(BQ1, P2)y = —(Q1,BP2)y =
=(0,P1)y + (P1],_y: Q1] ,_g)x = Viw — Pi|,_, Pi|,_o)x
then

(Hw,w)x = (Viw,w)x — (ViP1|,_, w)x — (Viw — Pi|,_, Pi|,_y)x = [Viw — Pu|,_,II%-
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Moreover, using the definitions of the operators A and B, it is easily seen that
Vlw — Pl‘t:OZ Hw,

where H is the Hessian of the original functional J. Then, under the assumption that H
is positive definite, we obtain

(4.17) (Hw,w)x = (Hw, Hw)x > c||w|/%.

where ¢ = A2, (H), and Apin(H) is the lower spectrum bound of the operator H.

Thus, the Hessian H is symmetric and positive definite, and therefore, the control equa-
tion (4.6) is correctly and everywhere solvable [21], i.e. for every F' € X there exists a
unique solution v € X of (4.6) and the estimate holds:

v x < ]| Fllx, ¢1 = const > 0.
Therefore, we have proved that the non-standard optimal control problem with the

functional (3.4) has a unique solution.

5. A SECOND METHOD TO SOLVE THE NON-STANDARD PROBLEM

Let us return to the non-standard problem (2.7)—(2.8) and rewrite it in an equivalent
form:

—OD _(FL (0, )P — (Fl (0, N Po)* " + C*VaCPy = 92, e (0,T)

P Dy

(5.1) ot ©
Pl‘t:T =0,
%_FJ@(()&)‘)PQ = 0, te€ (07T)

(5.2)

P2‘t:0 = U

oG

5.3 Viv— P, = —.
(5:3) v = Pif,_, o

Here we have three unknowns: v € X, P;,P» € Y. Let us write (5.1)—(5.3) in the form
of an operator eqution for v. We define the operator H by the successive solution of the
following problems:

99 _Flo,Né = 0, te(0,T)
(5.4) or

¢‘t:0 = v
_83%*_(Fs/a(%)\))*ﬁb*—(Fg'p'@(%)\)ﬁb)*w* = —C*VaC¢, te(0,T)

Oy = 0,
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(5.6) Hw = Viw — d)*‘t:o‘

Then (5.1)—(5.3) is equivalent to the following equation in X:
(5.7) Ho=F

with the right-hand side F defined by

oG -,
(5.8) F=pot0 |,—o;

where gg* is the solution to the adjoint problem:

a~* ! * T
- S0 (Fle M) = %2 te(0.T)

Qz*lt:T = 0.

It is easily seen that the operator H defined by (5.4)—(5.6) is the Hessian of the original
functional J considered on the optimal solution u of the problem (1.4)—(1.6): J"(u) = H.
Under the assumption that H is positive definite, the operator equation (5.7) is correctly
and everywhere solvable in X, i.e. for every F there exists a unique solution v € X and

|vl|x < cl|H||x, ¢=const>0.

Therefore, under the assumption that J”(u) is positive definite on the optimal solution,
the non-standard problem (2.7)—(2.8) has a unique solution P, P, € Y.

Based on the above consideration, we can formulate the following algorithm to solve the
non-standard problem:

1) For %—f € X, g—g € Y solve the adjoint problem

L9 (F o) d = 96 te(0,T)

o
(5.10) oL T ?
¢*|t:T =0
and put
oG -,
F=g:+0 o
2) Find v by solving
Ho =F

with the Hessian of the original functional J defined by (5.4)—(5.6).
3) Solve successively the direct and adjoint problems

%_Féa((paA)PQ = 0) te(O)T)
(5.11)

Pl = v,
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“OBL (FL(o, V)P (Fl(p NP2 6" + CVaCPy = 0, te(0,T)
(5.12)
pl‘t:T = 0
and put
P =P, + ¢*.
Thus, we obtain Pj, P» € Y as the solutions to the non-standard problem (2.7)—(2.8).

Remark 1. In the above consideration, we have assumed that the direct and adjoint
tangent linear problems of the form

%—Fé(%k)qﬁ = f, te(0,T)
¢‘t—0 = w,
%—(FL(%A))W = g, t€(0,T)

Ol = 0
with w € X, f,g € Y have the unique solutions ¢, ¢* € Y with gb’t:T, ¢*’t:0€ X.

Based on the presented theory, in the forthcoming sections we consider an application
to the 2D hydraulic and pollution models.

6. MATHEMATICAL FORMULATION OF THE 2D WATER POLLUTION PROBLEM

In this part 2D hydraulic and pollution models are used to describe the transport of the
pollution substances. The 2D pollution water model consists of a hydraulic model and a
transport—diffusion model of pollution substances. In the hydraulic model the Saint-Venant
equations are used [23]:

oh N O(uh) n d(vh)

(6.1) 5 o 0y =0, in Q,
ou ou ou Oh gu(u® 4 v?)1/? Oz, .
2 —tUu—FtVv— g = — g Q
(6.2) ot " "ox +U8y T 952 K2p4/3 Tou 70
2, ,2\1/2
(6.3) v v v oh _ Cgu(ut+0f) VR O in Q.

E—I—uax—i-va—y-i-gafy K§h4/3 g@y’

where Q is a bounded domain of R? with the boundary I', z, is the bottom elevation,
h = z — zp is the water depth, and z is the free surface elevation, u is the average velocity
in the x direction, v is the average velocity in the y direction, g is the gravity acceleration,
K, and K, are the Strickler coefficients in the x and y directions, respectively.
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We suppose that a substance is dissolved in water. Then the transport and diffusion
processes of pollution substances are described by the following equation [24]:

(6.4) a—c+ua—c+va—c—nAC:KC’+S, in Q,

where A = (38722 + 88—52), C = C(z,y,t) is the concentration of the substance, K is the

conversion coefficient, S = S(x,y) is the pollution function source in fluid, 7 is the diffusion
coefficient.
For X = (h,u,v)T and C we have the initial conditions:

Xli=o = (h(w,,0), u(z,y,0), v(z,,0)" = U, C(x,y,0) =V.
The boundary conditions are: U-ii = Uy, (t), C(z,y,t)7i = Ci(t) on the inflow boundary
I'y; h(z,y,t) = h(t), %—% = 0 on the outflow boundary I'y; U - 77 = 0, g—g = 0 on the solid
wall Sy, where U = (u(z,y,t),v(x,y,t)), ' =T'1 UT'2 U Sy is the boundary of the domain

Q, i = (ng, ny) is the unit normal vector to I'.
Equations (6.1)-(6.4) with boundary and initial conditions are rewritten as follows:

80X OA(X) OB(X)

il = F(X in 2
8t+ Ox + oy 7( ) i,
ngu+nyv = U, only,
(6.5) nzu+nyv = 0, on Sy,
h = h(t), on s,
X(0) = U,
oC oC oC
-~ == — —n9AC = K in (2
BN +“ax+”ay nAC _C’+S, in Q,
(6.6) C = Cip, onlh,
% = 0, on FQ USW,
c) =V,
where:
uh vh
AX) = %uQ—i—gh , B(X)= U ,
uv %vz +gh
0

Vu? +v? ov 0z
IR Ty T Yo
_gpYurite? | Ou O

g K§h4/3 ox gé?y
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7. VARIATIONAL DATA ASSIMILATION PROBLEM

According to (1.2), we define the cost function J by

(7.1)

[\DM—A

where X¢ = Lo(Q), Xx = La(Q) x Lo(2) x L2(Q2), Yo = L2(0,T; X¢), Yx = L2(0,T; Xx),
(X,0)eYx xYeo; (UV) € Xx x X, Xo,Co € Xx X X¢ is a prior initial-value function
(background state), (Xops, Cobs) € Yxops X Yoobs is a prescribed function (observational
data), Yxops, Yoobs are Hilbert spaces (observation spaces), Hx :
Ycoops are linear bounded operators, Vix : Xx — Xx, Vic : Xo — X, Vax : Yxops —

J(U,V) =

(Vax (Hx X — Xops), (Hx X — Xops))

%(VlX(U — Xo), (U = Xo))x, +

1
Yxobs 5

% (Vie(V = Co), (V = Co)) x,,

(VQC(H C — Cobs) (HCC - Cobs))

Yxobs, Vac : Yoobs — Yoobs are symmetric positive definite operators.

Consider the following data assimilation problem with the aim to identify the initial
condition: for given S find U = X(0) € Xx, V = C(0) € X¢, X € Yx and C € Yo
such that they satisfy (6.5)-(6.6), and on the set of solutions to (6.5)-(6.6), the functional

J(U,V) takes the minimum value.
Following section 1, the data assimilation problem is written in the form:

0X OA(X) 0B(X)
ot + Oz + dy

%? + u%g + v%i —nAC

Nz U + Ny v

Nz U + Nyv

h

C
aC

o(0)
X(0)
JU.V)

I |
>

F(X), inQ,

KC+S5, inQ,

in, onl7,
on Sy,

(t), on T,

in, onlIq

on I'sJ Sw,

S a

.S <2

inf J(U*, V*).
* V*

Yx — Yxobs, He : Yo —
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According to (1.4)—(1.6), the necessary optimality condition reduces problem
the following optimality system:

(7.2) to

([ 90X  OA(X 0B(X
ox aiu 6(y) — F(X), inQ,
oC oC aC — i
W+U%+Uaiy_nAc - {{C—’_S’ IDQ’
nzu+nyv = Up, onlhy,
(73) neutngw = 0, on Sw.
h = h(t), onTy,
C = Ci, only
(?9% = O, on FQUSW7
\ X(0) = U,
(7.4)
( oP * *
= DD ODOD)  pe(X, P) + Fy(@, C) + Hy Vax (HxX — Xon)
Pong +Psny, = 0 on Sy
P, = _Umplna: on I'y,
Py = —=mPin, only
P, = —h#M on I'y,
Py = 7hU1%1y on I'y,
P(T) = 0,
0Q = *
%" ~V - (UQ) —nAQ — KQ + H}Vac (HC — Cops)
29 _— 0 on Sw,
(7.5) UnQ—i—n% = 0 only,
Q = 0 on Fl,
Q) = 0,
Vix(U - Xo) — P(0) = 0,
(76) Vie(V = Co) = Q(0) = 0,
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where P = (P, Py, P;)T and Q are the adjoint variables with respect to X and C,

Fy(Q,C) = (0,Q%5,Q%)T, and A*(X, P), B*(X,P), F*(X, P) are defined by the for-
mula:
( —gP —uPy —gP3 —vP;
A*(X,P) = |-uP,—hP|; B*(X,P)=| -vP, |;
—ub;3 —vPy — hP;
i _dgu/uZto? dgov/ 2402
(7.7) Srgs Pr = MR Pt PGt + P
u“+ve)4u 5 P
F*(X,P) = - QW-FQ% Pz-l—thf/u;i/#—i-Pg +P1
u?t+o?) o a P,
gK(Qhél/d\/ZL?ﬁ y| D3+ th%h + P2 y P1

8. EVALUATION OF SENSITIVITIES WITH RESPECT TO THE SOURCE

As in section 2, we will study the sensitivities with respect to the source S. Let the
response function be defined by

T
(8.1) Ga(X,C,9) = / C(z,y,t)dxdydt,
Qa
where Q4 C Q) is the response region, and C' depends on S through (7.3).
We consider some direction s in the space of S and then compute the Gateaux derivative

of response function G 4 with respect to this direction. The Gateaux derivative is presented
by the following formula:

T
(8.2) GA(S,s) = / Cdxdydt.
0 Q4

The Gateaux derivative of P from equation (7.4) is the solution of the following problem:
(8.3)

%;D _ oA ) GB*(;(P) F(X, P) + F*(Q,C,0,0) + HyVax Hx X
Pyn, + Psny = 0 on Sy
P, = —UYnpn, onTy,
]53 = - ;"ﬁ’lny on I'y
Py = —W#M on Iy,
Py = —hUlgy on I'y
P(T) 0,

where F**(Q,C, Q,C) = (0, Q + Q8m7Q + Q ) . Multiplying equation (8.3) by a
vector-function ¥ = (¥, ¥y, \Ilg) and then 1ntegrat1ng in t and over €2, we have:
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T *ok ok
(5.4 /0 <p OV | OAT(X W) | OB(X, V)

’54_ Ox oy

T
+/ (X aAX({g‘;("I') 4 aBXé‘;("I') — Fx(X,0) +H*V2XH\I/) dt
0

— (X, \If)) dt

T T
:/ / PE**(X,\I/)d(P1UF2USW)dt+/ / XEx(X,\I’)d(FlLJFQUSW)dt
T ureUSw I ureUSw

_ /OT /Q FdQdt — /OT /FQUSW CQWan, + Wyny)d (2 U Sw) dt + (P(T), (T) ) — (P(0), (0)) ,

where: F**:Q(\Pz-%—i-\l/s'%)—é- 9QW —C’-a%;y?’,

or
(8.5)
uWy + hWs vy + h¥3
A(X,U) = |g¥;+uVy|; B*™(X,V)= vWq ;
U\Ifg g\II1 + U‘I’g
0
4gu\/m g(2u2+v2) o) v 9
Prex,w) = — | s Ut s vee oy | Y2t mnsvere T Ve |
4gv4/ (u2+v2) g(u2+2v2) 9 U P
\ T TBK2ZRTB Ui+ K203 a0 o | Ys K2h‘i]/1g0\/u22+v + ¥,
0 0
Ax(X, V) = | B33 |; Bx(X,¥)= |-P”V3|;
—Pg\Ifg PZ\IIQ
(8.6) Fu(X, )
Fx(X,¥) = — |F(X,9)|,
\ F,(X,T)
28 qur/ 2 2 28 /22 2
B, (X \Il) MPQ\Ill Mpgqjl
9K2h10/3 9K2h10/3
4g(2u2+v ) 4g(u +2v )
sk V2 T 3RZRT3VuP 0 P33
_ 4guwv 4guv ‘op )
T B3K2RT/3uP 02 P¥s = 3th7/3¢mp3‘1’2 oy Vs — 9 o
Fu(X,0) = 4g(2u? + v?) P 4guv Uy gu (2u? + 3v?) Py
ST BRI w0 T BRINBE 02 0 2R (u2 4 02)P
u? 3P 3P P, _op op:
+K§h4/3(u2+v2)3/2 P3Us + K2h4g/1;(u§+32)3/2 + K2h4g/1;’(u§+12)2)3/2 — 83:2 U, ml Uy — 5\P37
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4g(u® + 20v?) 4guv
Fo( X, V) = ———F 72— P30, — Py
W% 1) 3K2ZhT/3 3KZhT/3\u? + v?
+¢P + gui P30y gud Py V3
K§h4/3(u2+v2)3/2 2%2 K5h4/3(u2+v2)3/2 K§h4/3(u2+v2)3/2
gv(3u2+2v2)‘1)3p3 8P oP. 9P
K§h4/3(u2+v2)3/2 o1 \I’l 2\1/ 3\1/37
U, Ui+ h <\I/2n$ + \Ilgny) 0
E**(X, \IJ) = g¥ing + UnWy ; Ex(X, \I’) = PQ\Ilgny — P3Usn,
gllllny + Unvs P3Won, — PQ\Ifgny

The Gateaux derivative of @ from equation (7.5) is the solution of the following problem:

0Q = A 01Q | 95 A A . A
o V- (UQ) - (%2 + %2) —nAQ - KQ + HyVao HC
a3 — 0 S 5
(8.7) & on oW
Un@ + Non = 0 on Iy,
Q = 0 on Fl,
| Q(T) 0

Multiplying equation (8.7) by function A and integrating it in t and over {2, we have:

T

/ Q.5 8A WA O AN S KA at +/ (X,szc) dt
0 Y or dy 0
T A~ A~ A~

- / (¢.m; vchcA) at + (Q(1), AT)) ~ (Q(0), A(0))
—77/ / dF1dt + 77/ / —d(Fg U Sy )dt

o FQUSW 8n
+/ QA (ang + tny) dladt,

0 Jor,

where: F2xc = (0, Qaz , Q%)T. The Gateaux derivative of C' from equation (6.6) is the
solution of the problem:

oc > A 2 A L9C | ~0C
o ~UV-C 4yl + KC+s - (092 +092)
(8.8) O, =0
9¢ =0
91 |p, | sy
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Multiplying equation (8.8) by function ® and integrating in t and €2, we have:

T/. 0d i i Trs
(8.9) / (C, L0 Oud b g ch) dt +/ (X, Flxc(C, A)) dt
0 0

. ) )
:/0 (s, @) dt — (C(T), ®(T)) + (C(0), @(0))

+n// U / C—dSWdt // (Unq>+naq>>dr2dt,
ory o Sw o(T2) on

where Flxc = (0, @%g, <I>ac) We denote
0
Fxc=F2xc + Flxc = Q%+@%

The Gateaux derivative of X from equation (6.5) is the solution of the problem:

0X  OA(X) aB( )

E—i— D 2y = F(X), inQ,
(8.10) nyt+ny® = 0, onI'v{JSw,
h = 0, onDy,
X0 = U.

Multiplying equation (8.10) by a vector-function P! = (P!, P}, P})T and integrating in t
and (), we have:

Tr. 0P 9A*(X,PY) 0B*(X,PY) _, L
/O (X, T - 5y +F (X,P)) dt =

T
/ / XE*(X, PYd (1 UTs U Sy) dt + (X(T),Pl(T)) - (X(O),P1(0)> :
T ul2USw
where the vector-functions A*(X, P'), B*(X, P!), F*(X, P') are shown in formula (7.7)
with variables X, P!, and

UiP! + g(Pjng + Piny)
(8.11) E*(X,P') = UiiPy + hPn,
UiiP} + hPln,

The Gateaux derivatives of U and V' from equation (7.6) are the solutions of the equations:
(8.12) VixU — P(0) =0, VigV —Q(0) =

Multiplying the first equation in (8.12) by 1 = (11,9,13), and the second one by ¢,
integrating them over 2, we have:

(8.13) /QvlchbdQ—/QQ(O)qbdQ:O, /Qlewdsz—/gﬁ(o)wdﬁzo.
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Adding the obtained integral equalities (8.4)—(8.13), we have:

T
/ (C,j_@@_@uq)_m_nAq)_Kq)_@Q\I’Q_8Q\113
0

ot ox Ay dx dy +He VQCHCA) dt

T *% *%
+/ <P’8\IJ L 9AT(XW) | 9B (X W) _F***(Xﬂ)) o
0

ot Oz oy
+/ Q,aA %—F %— nAA — KA—F\I/QaC—i-\I/gaC dt
0 oz y Ox oy

+/Q (V. Vico — (0) ) a9 +/Q (0. Vixe - P(0)) a9

T/ 0Ax(X,¥) OBx(X,¥
+/ <X, x( )+ x (X, V)
0

— Fxy (X, U HuVoxHxVU + F dt
o oy (X, ¥)+ HxVoxHx V¥ + XC>

B /T <X OP'  9A*(X,P') 9B*(X,P')
0 )

_ _ * 1
5 52 o9 + F*(X,P )) dt

_ /OT (5, ®) dt— (15(0), 0(0) — w) - (Q(O), A(0) — ¢)+/OT /MFMW PE™(X,0)d (1 UTy U Syy) dt

T]/ A _,d]:‘ldt+77/ / FQUSW)d
ary 0 qusw) on

/ / <I>—dF1dt + / / < (\Ilgnr + \Ifgny)> dSydt
ary Sw

d T
/ / (Unq) + ng_, + Q(Van, + \Ilgny)> dlodt + / QA (tng + vny) dladt
B(FQ 0 8F2

T
(8.14) +/ / (X, Ex(X,¥) - E*(X, P1)> d(T1UTy U Sy) dt.
T ureUSw

As in section 2, we put PY(T) = 0,®(T) = 0, —®(0) + Vigp = 0, —PL(0) + Vixeyp = 0,
A(0) = ¢, ¥(0) = 7. Then we have:

(8.15) VicA(0) = ®(0), Vix¥(0) = P(0).
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If P1, W, A, ® are the solutions of the following problems:

(8.16)
opt | 0(A*(X,PLY+Ax(X,¥)) = 0(B*(X,PY)+Bx(X,V))
— t oz + oy -
—F*(X,PY) — Fx(X,¥) + HyVaxHx ¥ + Fxc(C,A) = 0
Ping+ Pin, = 0 on Sw
1
P = —h%gﬂ” on I'y,
P31 = —h%lsy on I'y
P} = —%Pﬁnw on I'y,
P} = —%Pllny on I'y
PYT) = 0,
(8.17)
T T AP —Kd— - H*VacH,A =1
ot Ox 0 g dx dy e ao fa
% = 0 on Sy,
Uii® +n%% + Q(Uan, + Usn,) = 0 onTy,
P = 0 onIy
o(T) = 0,
ov DA™ (X, W)  9B**(X,U sk
e oet) 0BT (X, )
(818) ‘IJan+\I]3ny = 0 on SWUFl,
\1/1 = 0 OHFQ,
Vix¥(0) = PY(0),
oA oA oA oC oC
b b —pAA— KA+ Uy— 43— = 0
ot " or TV, T TV TG,
(8.19) A = 0 only,
% = 0 on Sy uUly,

VieA(0) = @(0),

using equations (8.2), (8.14), the gradient of response function G4 is calculated by the
formula:

Ga(S,s) = /OT (19,6) dt—/OT (s, ®) dt.

Hence

dG T )
(8.20) as = ® dt in Q.
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NON-STANDARD PROBLEM

By the way shown in section 3 we will solve the system (8.16)—(8.19). Instead of (8.18),

(8.19) we consider the problems:

ov AT (X, W) OB (X,¥) s
E = = Ox - Oy + F (X’ \Il)
Uong +¥3n, = 0 on Sy
(9'1) Yon, + \Pgny = 0 onl}y,
\Ifl = 0 on Fg,
\I/(O) = i,
OA oA oA oC oC
w0 AN - KA+ U, 0, = 0
at “or TVay TG Ty
(9.2) A = 0 only,
‘3—1} = 0 onIyUSw,
A(O) = V2.

We assume that for given v = (v1,v2) € Xx x X¢ the problems (8.16), (8.17), (9.1),(9.2)
have the unique solution P!, ®, W A for ¢t € [0,7]. We define the cost function:

(9.3)

1 1
Jw@)(v) = 5lIVixor — Py(0,01) )%, + 5 IVicvz — ®(0,v2)%,.-

Minimizing J(y ¢) we have the value v* = (v, v3 ). If at the optimum the equations

(9.4)

are satisfied, then the problem will be solved.

Vixvi — P1(0,v1) =0, Vigva — ®(0,v2) =0

Following the reasoning of section 3, we can obtain the gradient of J(y ) through the
adjoint variables. Let R', R?, Q1 and Q- satisfy the following problems:

A**(X,RY)

0B**(X,R}) Kook
ox - F

5y (X, RY
Rin, + Rin,
Ry

RH(0)

_l’_

OR!
o +

(9.5)

94
ox

OBy
9y

( OR?
ot

— Frpe + H*Vox HR! =0
Rin, + Rin,

R3

R3

R3

R3

R(T)

+ +

(9.6)

0
0 on Sy UTlh,
0 on Iy,

Vixvr — PY(0),

0 on Sy
hR}+QQ1 )na
_(ZT) on T,
hRy+ n
—7( L IJQPl) Y on FQ,
n
UiiR2n,
_T on 1—‘1,
UnR?
— =y on Fl,
g
0,
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O —nAQ1 — KQ1 + u%2 + 058 + (SR} + 52RY) = 0
(9‘7) % 0 on Sy UTy,
0 on Iy,
Q1(0) = Vigva — @(0),

o
[

(9.8)
O + 2@ 1 202 4 nAQ, + KQo — HVacHQu + (P52 + 258) = 0
7766623 +UnQs + Q (Ran + R3ny) = 0 onlIy,
Q2 = 0 only,
dQ2 = 0 on Sw,
QQ( ) = 0,

where the function vectors A**(X, R!), B**(X,R'), F**(X,R') are defined by formula
(8.5) with variable R! instead of ¥, and

Ap: = A*(X,R®) + Ax(X,RY), Bge = B*(X,R?) + Bx(X,RY),

0
(99) FR2 _ (X RQ) + F‘ll o Qan + Q2 , F\II — _(F‘Illy F\Ijz, F\Ij3)T,
Q5 At
28 qur/u2 2 28 gvv/ u? 2
Fy, = MPQR% + Mp?)p&
9K2h10/3 9K§h10/3
4g(2u+v? 4
(9.10) s PR~ s PRy
4 1 4g(u?+2v2) 1 OP; 9P,
— sz el — s Dl — e Ba — By B
(9.11)
Fy — - 4q (2u + v ) 1 4guv PRI+ qu (2u2 + 31)2) -
’ K%?BW BKZRT/3VuZ 102 7T K2RA/8 (12 + v2)3/2
3
+4K§h4/3f:2+02)3/2 P3R% + K§h4/3(g;}2+v2)3/2 P2R%, + K2h4/3(gz?2+v2)3/2 3R§
(9P1 Rl (9132 R2 8P3 RS?
(9.12)
Fy = 4g (u2 + 21)2) PR — 4guv gu’ P,R]
POBKINBVE A 3K2h7/3\/m K§h4/3 (u2 4 02)3%" 77
gv(3u +2v )

3
gu
3/2 2R2 +

1
+K§h4/3(u2+v2) P2R3 + K2h4/3 (u? +v2)3/2 3R3

3P1 Rl (9P2 R2 an R3

K2h4/3 (uz +U2)3/2

Then, we have the gradient of the cost function Jiy ¢)(v):

(9.13) Ve (v) = (Vix (Vixvr — P1(0)) — R*(0), Vie (Viguz — @(0)) — Q2(0)) .
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9.1. Algorithm to calculate the gradient of the response function G4. We have
the following algorithm to calculate the gradient of the response function G4:

1. Solve equations (8.16), (8.17), (9.1), (9.2), (9.5)-(9.8);

2. Have VJy ¢)(v) by (9.13);

3. Solve the optimal control problem finding the mimimum of Jiy ¢)(v) with the
value v* = (v}, v3);

4. Put the obtained v}, v} into the relation W(0) = v}, A(0) = v3;

5. Solve again the problems (9.1), (9.2), (8.17);

6. Have the value of the gradient of the response function % by formula (8.20).

10. SIMULATION EXPERIMENT ON COMPUTING THE RESPONSE-FUNCTION GRADIENT
FOR 2D WATER POLLUTION MODEL

In order to numerically solve the above model equations, a cell-centered finite
volume method is used (see [23]), accompanied by an explicit scheme in time [25]. To
study the response function’s gradient we consider the problem of water flow running into
the channel with the lenght 3000m, the width 800m, and the bottom elevation z;, = 0.
Then the flow domain € is defined by the rectangular area 3000mx800m. The other data
of this problem are described in Table 1. In this problem the gate-into channel denoted by
I’y is on the place where x = 0, y € [0,200], and the gate out of the channel I'y is on the
other place where z = 3000, y € [600, 800]. The boundary conditions on the in-gate I'; into
the channel are: C' |p,= 24 mg/l and U7 |p,= (un, + vny) |r,= 0.35 m/s. The boundary
conditions on the solid boundary Sy are: g—g |sw= 0 and U7 |g,, = (un, + vny) |s, = 0.
The boundary conditions on the out-gate I's of the channel are % lr,= 0 and h |p,= 7m.
The initial conditions are u(x,y,0) = 0,v(z,y,0) = 0, A(z,y,0) = Tm and C(z,y,0) = 24
mg/l.

K., K, | Mesh type n K Time step (s)
30.6 | Triangular | 1.7¢=% | —4.05E~° 1
TABLE 1. Data of the channel

e We will test the problem by considering a “twin-experiment”.

— A run of the model (with arbitrary initial values) simulating the true pollutant
concentration levels, is used as a reference. The reference run is used to extract
the “pseudo” observations, at certain points of the channel. The measurement
Xo, Cy are obtained by the values of X, C at the moment 2000s of the reference
model. The model is running more 100s, then we have X ps and Cpps in every
time step.

— In the testing model the initial value for the X (0) = U and C'(0) = V is taken
as the average of other long model runs (2000 s), with a different initial value.
(Note that the initial value for this run does not matter much since we have
taken the average over a very long run). The model is running more 100s,
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then X, C, P,Q are obtained by the optimal process (7.3)—(7.6). Then for this
time period 100s the vector functions ®, ¥, A, Q1, Q2, R', R? are received by
finding the minimum of the cost function Jy ¢)(v) using the subsection 9.1
(steps 1-5). Therefore, the gradient of the response function G is obtained by
formula (8.20).

e When there is not yet any pollution source put in the middle of the channel with
unstructured net, the concentration and velocity fields at one moment are shown
in figure 1. The substance comes into the channel by the gate I'y and then the
concentration distribution is shown in this figure. Let the model run until the
moment 2000s, then we put 1 or 2 sources with the concentration 40mg/1 in the
channel and let the model run more 100s (see figure 2). It is shown that in the
cases when the response regions are located in the source places the relative gradient
values of response functions and the red areas are larger than the others when the
response regions are located far from the source place (see figures 3-4). In the case
when the response area is in the middle place between 2 sources the red and green
areas are closer to the source places; when response areas are nearby the source
place the relative gradient values are larger than the others when the response area
are located far from the source places (see figures 3-4).

2500 |- 2500
2000 2000 |-
1500 - 1500 -

1000 [~ 1000 [~

50 500

1500 2000 2500 3000 2000 2500 3000
X

FiGUurE 1. Unstructured net with triangular cells before putting the pol-
lution source into the middle of the channel (Left); Velocity field before
putting the pollution source into the middle of the channel (Right)
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2500 [ 58 2500 -

50
- 2000

1500 [ 49 1500

0 500 1000 15)?0 2000 2500 3000 0 500 1000 15;?0 2000 2500 3000

FI1GURE 2. Concentration picture after putting 1 pollution source into the
channel (Left); Concentration picture after putting 2 pollution sources into
the channel (Right)
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a c
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FIGURE 3. One source in the channel - Relative gradients of the response
function in 6 cases of response region places (from left to right) : Response
region in the left-hand place of the source region (fig.1a-1c); Response region
in the place of the source region ( fig.2); Response regions in the right-hand
and far right-hand places of the source region (fig.3a-3b)
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