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Abstract—Social web permits users to acquire information
from anonymous people around the world. This leads to a serious
question about the trustworthiness of information and sources.
During the last decade, numerous models were proposed to model
social trust in the service of social web. Trust modeling follows
two main axes; local trust (trust between pair of users), and
global trust (user’s reputation within the community).

Subjective logic, is an extension of probabilistic logic that
deals with the cases of lack of evidences. An elaborated local
trust model based on subjective logic already exists. The aim of
this work is to apply this model to the first time on a real data
set. Then, we propose another global trust model based also on
subjective logic. We apply both models on a real data set of a
question answering social network that aims to assist people to
find solutions to their technical problems in various domains.
Our proposed global trust model ensures a better performance
thanks to its precise interpretation of the context of trust, and
its ability to satisfy new arrived users.

. INTRODUCTION

Web 1.0 provided a popular access to the largest data

store ever existed (Internet). The major difficulty resided

extracting relevant information and resources from theehug

mass of data available for most queries. Information nediie
(IR) came out to yield Internet more efficient and exploiéab
by ranking resources according to their relevance to gseri

Then, web 2.0 arrived with more interactive tools such a
forums and social networks. The numerous people who wer
only the spectators in web 1.0, became the actors in web 2.6
They are now able to share their own opinions and knowledge.
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can simply consist in recommending another individual to
execute the task. The truster tries to acquire informatioth a
construct his own belief about the trustee before deciding
to cooperate with him. We are interested in two methods to
construct the belief about the trustee; the first is callezhllo
trust, it depends on the past interactions between theetrust
and the trustee, and on the word of mouth mechanism that
allow the truster to acquire information about the trusteenf

his friends and theirs’. The second is called global trust, i
depends on the reputation of the trustee within the communit

Subjective logic (SL) [29] is an extension of probabilistic
logic, based on the belief theory [3], [2]. SL was alreadyduse
to build a local trust model (LTSL) [5]. To the best of our
knowledge, this model was never experimented with real. data
In this paper, we propose a new global trust model based on
subjective logic (GTSL), we implement the local trust model
and compare the performance of both models on real data, anc
we compare them to a referential trust model called Molétrus

[7].

The object of our application is the dataset stackoverfiow
It is a social website based on a question answering platform
assist users to find answers to their questions in divers hama

| (programming, mathematics, English language, cooking ...

We assume that proposing an answer is a proof of willingness

go assist the asker. Therefore, our objective is to find thez us

(éapable to provide the most relevant answer in function $o hi
ompetence in the current context.

Local trust models suffer from a cold start problem, they

Collaborative IR and social recommender systems (RS) [30}an not deal neither with new users nor with users having

are now used to rank this kind of resources.

Practically, social web permits users to acquire infororati

no friends [32]. Global trust models are not concerned by thi
problem. It is efficient even to cold start users, which inve

from anonymous people around the world. This leads to &S Performance.

serious question about the trustworthiness of informatiod

sources. To get over this problem, many computational nsodel

were proposed to model social trust and integrate it in difie

social online domains such as social networks, recommend

systems [7], [18], file sharing [25] ...etc.

All three models in this paper are context aware, still their
interpretations of the context are distinct. LTSL and Malst
consider the domain of the question as the context, whereas

TSL considers a more refined context relying on the subject
of the question. The precision in defining the context is ot

Social trust, for us, is the belief of an individual, so key element to GTSL to surpass the performance of the other

called truster, that another individual, so called truskess the

competence and the willingness to execute or to assist in the

two models.

execution of a task to the favor of the truster. The assistanc Ihttp://www.stackoverflow.com



The paper is organized as following: in section Il we  2)
present the general framework, starting by presentingakoci
trust and computational trust. In 1I-B we introduce sulijext
logic and some of it's operators. In section 1ll, we describe 3)
the local trust SL model that we implement, and the global
trust SL model that we propose. Section IV is dedicated to
argue about other trust models and justify our choice of SL. 4)
In section V, we describe the used dataset, and present our
evaluation method. In section VI we discuss our resultsalin

Indirect trust: the two persons do not know each

others. Trust is established due to trustee intermediate
persons, such as the relation Alice Dave.

Functional trust: the expectation of the truster is that

the trustee accomplish the task himself, such as the
relation Alice Eric and Alice Dave.

Referential trust: the expectation of the truster is that
the trustee will recommend someone to accomplish
the task, such as the relation Alice Bob. Note that

recommendation of Bob could also be based on
his referential trust in another person who knows
Dave. In other words, no obligation for the trustee
in referential trust to base his recommendation on a
functional trust relation. Normally a series of referen-
tial trust relations must end with one functional trust
relation [11].

in section VIl we present our conclusions and future work.

. GENERAL FRAMEWORK

The objective of trust is to find the appropriate person to
cooperate with in order to achieve a given task or context.
Truster’s decision about to cooperate or not is influenced by
many factors. In the _following section_ we present a real life  pjice may receive advices from other people, such as in
example about trust in order to explain this phenomena, anfly,re 1, where continuous lines represent trust, and dashec
some factors that can influence the cooperation decision.  gpeg represent distrust. Alice has contradictory infoiomat

bout Dave. Treating these information is a complicatedeiss
or example, while Alice distrusts Fred, should she nediect
opinion or consider its opposite?

Suppose that Alice needs to repair her car. Alice know:
Bob and Eric. Alice trusts Bob, but he has no experience i
repairing cars. Even though Alice trusts Bob, she will not
ask him to repair her car because she thinks thatakes If Alice were new in the city, and has no friends yet.
competence. Eric is mechanician, but the last time he changedrne \word of mouth technique would not be useful for her.
her car's water pump he affixed a second hand one, andeyertheless, she can rely on the reputation of Dave using fo
charge_d.her for a new one. Alice considers Eric d'Shon_eSTexample a specialized magazine in classifying mechamisian
so unwilling to execute the task properly. Nevertheless, Alicey yen by contacting the manufacturer of her car and asking
might accept to cooperate with Eric in certain extreme Gase§qy 4 certified mechanisian in her zone. Till now we considere
for example if she is stranded nearby to his garage, or if NGne context as "vehicle repairing”, we could be more prebige
other mechanician is available. including for example the mark, the model and the fabricatio

|;r(ear of the vehicle. Dave who used to be a good mechanic
or Bob’s car, might be less competent for Alice’s if it is yer
different from Bob’s car. Refining the context can lead to a
gnore precise search [33].

Alice uses her own experience and past interactions wit
Bob and Eric to decide if she will cooperate with one of them
or not. This example show the major role of the Alice’s belief
about the competence and willingness of Bob and Eric. Th
context here is (vehicle repairing). Hence, the belief atdl
is related to the context (basically Bob is trustee, but not i
this context). In other words, Alice’s decision is relatedher
past interactions with Bob and Eric, and the current context

Suppose now that Bob knows another mechanician called
Dave. Bob was always satisfied by the work of Dave to
repair his car. Bob recommends Dave to Alice. Alice accepts . e ~~
to cooperate with Dave although she does not know him N ~-
personally, just because he is recommended by a trusteed frie \i ~

Dave

Although trust is not transitive (in the mathematical megrof

transitivity), but it is still influenceable by intermedéapersons

[5], [27], [7], [18]. If no past direct interaction betweehet Eric
truster and the trustee, a trustee intermediate can assist t

establish a link between them at a first time, the link thenrig. 1. Trust network
will be updated by direct interactions, so if Alice was Jatid

by the work of Dave, her trust in him will increase, otherwise  Thjs example shows how the truster can construct his belief
it will decrease. This is how the word of mouth works. Trusteeapout the trustee using his past interactions and the word of
friends can assist in accomplishing the task by recommendinmoyth technique. It shows also the limit of this method for
other people. Hence, trust relationships might have differ new users, and how a reputation based system can make mor
types and purposes. In [5], authors define four properties offormation available to them if they have no or less friends
trust relationships: Moreover, it demonstrate the important role of the context a

. ] . . the impact of its interpretation.
1) Direct trust: trust is the result of interactions between

exclusively the truster and trustee, such as the rela- In the next section we discuss the formalization of social
tions Alice Bob, Alice Eric and Bob Dave. trust for the social web.



A. Computational trust that unknown person has a half chance to be trustworthy. So

. . L . we use a base rate= 0.5. In subjective logic, the base rate
Computational trust is the formalization of social trust 0-5 ) 9

. . e , . rs th ntribution of the uncertainty in th m i
for computer science and its applications. It raised in th steers the contribution of the uncertainty in the compotat

last decade to satisfy the needs of trust awareness in onlienj.)_e]c the probability expectation value according to the euquat

applications. Computation trust has three axes [15]:

e Quantitative, also called global-trust or Reputation: E(w;f) —btaxu (1)
where the system computes a score for each user,

this score represents his global trustworthiness. This e opinion in subjective logic is based on the accu-

same score is considered when any other user neeggyation of successful and failed experiences. After each
to interact with this user [16]. experience[/ updates his opinion about consistently with

e Qualitative, also called local-trust or relationship: it €xperience’s outcome. According to this description, mpin
takes into account the personal bias. Represented &&n be represented as a binary random variable. Beta distri:
user to user relationship. It is the trustworthiness ofoution is normally used to model the behavior of this kind
a user Y from the point of view of only one user X. Of variables. By consequence, the opinion correspondseo th
Some researchers call this local-trust [16]. probability density function (PDF) of beta distributionDP

is denoted by two evidence parametersand 5 that can be

e Process driven (system): it represents the trust of thguritten as functions of the number of successful and failed

users in the system. This kind of trust is not consideredexperiences respectively.

in this paper.
Many models were proposed [12], [13], [14] to model a=r +II§V/ X al )
trust, they tend to formulate local trust problem within astr f=s+Wx(l-a)
network. A trust network is a directed weighted graph where _ . i
vertices represent users and edges represent trust melaips. Where r is the number of successful experiences (evi-

Models differentiate by their notation of edges and theirdences)s is the number of failed experiences’ is the non-
strategies in traversing the network to compute trust betwe nformative prior weight which ensures that the prior (iéien
unconnected people, this operation is called trust prajmga "= S = 0) Beta PDF with default base rate a = 0.5 is a uniform
As for global trust, it is usually presented by associatingre PDF (normallyl = 2).

user by a score that implies his reputation [25], [26]. The expectation value of beta PDF is:
Subjective logic (SL) is a probabilistic model that was used
to model local trust in [5]. It has many operators that allow E(Beta(pla, B)) = o r+Wa 3)

it to integrate many aspects and factors of trust. In thiskwor a+ B T rts+ W
we use SL local trust model, and then we propose a new SL
global trust model. The following section 1I-B is dedicated In subjective logic, the mapping between the opinion

explain the structure and some operators of subjective.logi parameters and the beta PDF parameters is given as follow:

B. Subjective logic p— " (4)
o . . . . (r+s+W)
Subjective logic (SL) [29] is an extension of probabilistic
logic, which associates each probability with a degree of S
uncertainty. Subjective logic allows to build models thatat d= st (5)
with situations of incomplete evidences.
Belief theory [3], [2] is a special case of probability W
theory dedicated to treat incomplete knowledge. The sum of w= (r+s+W) 6)
probabilities of possible cases can be less than 1. Sugecti
logic [4] offers a belief calculus using a belief metricsledl! Table | shows an example of the evolution of an opinion

opinion. The opinion of an individual about a statement  ith successive interactions.
is denoted by:

wg — (b, d, u,a) No . stgte r | s | belief | disbelief | uncertainty
0 no interaction| 0 | 0 0 0 1
Where:b, d,u € [0,1] are respectively the belief, disbelief and ; SUCCfe_SISdeU”tEFHC_“OF i (1) iﬁ 1(/)4 gﬁ
ncertainty of tz. The sum of the three val al alled Interaction
uncertainty oftf aboutz esumo € ee values equals 3 successful interaction) 2 | 1 2/5 1/5 2/5

to one (i.eb + d + v = 1). Base ratea € [0,1] is the prior TABLET,
probability. Basically, base rate is a statistical measyngied

in cases of evidences’ absence. For example, when we know

that the percentage of a diseasi a given population ig%, In the first line of table | we see the case of absence of
then the base rate afs infection is1%. When we meet a new evidences (experiences). The opinion is completely uairert
individual who did not make a test for the disease, priori we(u = 1). In this case, according to equation 1, the expectation
assume that the probability that he is infected%. In social ~ value equals to the base rate value. The arrival of new experi
trust case, while no priori statistics are present, we dmnsi ences, will cause that the uncertainty decreases, regarile

OPINION EVOLUTION WITH SUCCESSIVE INTERACTIONS



these experiences are successful or failed. Successfatiexp algorithms propose transitivity operators. In [8], theeiméd
ences will augment the belief, whereas failed experiendts w value is restrained by the value of trust betweemand B. In

augment the disbelief. [7], it is inversely proportional to the distance betwerand
Subjective logic opinions can be illustrated in the interio c.
of an equal-sided triangle. The three vertices of the ttmage Although trust transitivity has no mathematical evidences

called belief, disbelief, and uncertainty. The uncertaiaxis  but users generally tend to trust people who are trusteddiy th
links the uncertainty vertex with the opposite edge (théebel friends. Building a trust transitivity operator is much ieasn
disbelief edge), the uncertainty value of the opinion istpld  "trust only” models. The complicated issue is whérdistrusts
on this axis considering that its contact with the edge belie B. In this case,A can has one over two reactions: 4)can
disbelief represents the value 0, whereas the contact Wéth t consider thatB has bad intentions towards him, so he will
uncertainty vertex represents the value 1. In the same way weehave to the opposite of the opinion Bf 2) A can consider
describe the belief and the disbelief axis. that B is just inept to argue abouf, so he will neglect his

L . . . fopinion.

The opinion is represented by the intersection point o
the three projections on the three axis (belief, disbelied a Subjective logic proposes two transitivity operators eerr
certainty) is shown in the example in figure 2. The bottom ofsponding to two reactions, they are by order: Opposite belie
the triangle is the probability axis, the probability exfagion  favouring operator and uncertainty favouring operator.
value is the projection of the opinion point on the probaili
axis with respect to the line linking the uncertainty vertex
with the base rate point on the probability axis. Figure 2
illustrates an example of opinion mapping in subjectiveidog
The opinion is represented by a point inside the trianglee Th wh = (b3, da,up, al)
point is the intersection of the projection of the three ealu WE = (b8, dE uE, uB)
b, d, and v on the axis of belief disbelief and uncertainty ¢ Ve R Ry EC
respectively. the probability expectation valug(z) is the
projection ofw, on the probability axis directed by the axis bel
linking a, with the uncertainty edge.

Assume that the opinion oft aboutB and the opinion of
aboutC' are given as follows:

Then the trust ofd in C can be inferred by the opposite
ief favouring operator as follows:

A:B _ pA B A B
Uncertainty be'” = bp.be +dp.de
dA:B _ bA dB + dA bB
wh @ wB = ¢, ’ptc T 4o (7)
B =rC uFB = up + (b4 + da).uB
CLA:B — aB
w,=(0.5, 0.15, 0.35, 0.3) C C
or by the uncertainty favouring operator:
bA:B — bA.bB
A B da:B — bgd%
wp Qwo = G5 _ A a4, 5 (8)
ug? =dg +up +bz.ud
aAB _ B
c C

In this work, while the used dataset a priori does not
contain attackers or malicious users, we consider thatugist
0 Belief _relatiqns are mo;tly drivgn by incompeten_ce rather than bad
Disbelief a=0.34 E(x)=0.61 intentions, that is why in the rest of this paper we use
Probability axe uncertainty favouring operator for trust transitivity.

0

2) Opinion fusion: Suppose in the previous example that
Fig. 2. Opinion A has another trustee friend how also trustg”. A has two
separate sources of information aba@ut

Note that changing the value of base rate can make people This operator allows to aggregate the opinions of two users
more reckless or more cautious. (B and D) about a third usef'. Its idea is based on cumulating

After defining the structure of the opinion in subjective evidences about’ from both 5 and D.

logic, we need to explain some of subjective logic operators

that are useful for building trust network. Local trust netks bSop = %
are usually represented by a direct graph, where vertiggs—re C O o 068 al ul
sent users, and edges represent trust relations. By carsesju wp@wp =4 dpep = wWCtuC —uGug ©)
computing trust value between two users is reduced to finding uC = u%u%B
a path or more connecting them to each other. BoD ™ uftup—ufup
1) Trust transitivity: If an individual A trusts another Even if the opinions ofB and D were contradictory, the

individual B, and B trusts C, trust transitivity operator is operator can still cumulate their evidences to generate an
used to derive the relation betwednand C. Almost all trust  unique opinion based on them.



IIl. PROPOSEDMODELS

The aim of our models is to predict the most relevant
answer to a given question within a list of answers. We employ
two types of trust aware models that propose two different
interpretation of context. The first (LTSL) is based on thealo
trust, and the second (GTSL) is based on the global trush Bot
models use subjective logic.

A. Local trust subjective logic (LTSL)

This model is originally proposed in [5]. To the best of
our knowledge it was never applied to real data. It consists i
building a local trust network between users. The edgesisf th
network are SL opinions of users about each other. Whenever
a userA accepts the answer of usér to his question, the
opinion of A in B is updated by adding a new successful
interaction between them.

In stackoverflow,A can accept only one reply out of the list
of available answers. Unaccepted answers are not nedgssari
bad ones. They might be simply not good enough compared
to the accepted one. They even might be better but arrived too

U+ncertainty is the complement of certainty to 1:
uncertainty; = 1 — certainty;

The default non-informative prior weight W is nor-
mally defined as W = 2 because it produces a uniform
Beta PDF in case of default base rate a = 1/2.

The three components of the opinion are:

>, thap
>, th

Wherezj thyp 1s the number of thumbs up attributed
to the answer.

belief; = uncertainty; x

Zj thdoum
>, th

Where > thgown is the number of thumbs down
attributed to the answer.

Finally the computes the expectation value of the
resulting opinion and consider it as the value of the
relative success/failure interaction.

disbelief; = certainty; X

late thatA has already accepted another satisfactory answer. To predict the accepted answer of a given quesfjaasked

Basically, while we do not have an explicit reaction frofn

by the userA, we identify R the set of users who contributed

towards the unaccepted answers, we suppose four hypothesgsswers to the current question. Then, we traverse the grapt

to treat them:

(trust network) to compute the local trust between the ovafier

. . _the question and each of them. We assume thatill accept
1) rigorous hypothesis: unaccepted answers are consighe answer of the most trustee user within

ered as failed interactions.
2) ignoring hypothesis: unaccepted answers are not con-
sidered at all.
3) independent subjective hypothesis: In both precedent

B. Contextual global trust model (GTSL)

Each question in stackoverflow has a set of associated

methods, the interaction value is either +1 (successgeywords. We use these keywords to build a new global trust
ful) , or -1 (failed). In this method we introduce mqdel. that considers the reputation of users towards kegavo
relatively successful/failed interactions. We use theyyhen a user accepts the answer of a us@rto his question,
rates of community towards the answer to estimate & |ink is created or updated betwedh and each one of
subjective successful/failure of the interaction. In fact {he keywords associated to the question. As for unacceptec
the thumb-up represents a successful interaction withinswers we apply the same four hypothesis in 1ll-A. The
an unknown user, same thing for the thumb-downsemantic signification of the links between users and kegs/or
with a failed interaction. The global reaction of the s the reputation of the user towards the keyword. A reputed
community towards the answer is subjective opinionyser towards a keyword can also be called expert.

resulting from members’ interactions with the answer.
We consider the expectation value of the community’s

To predict the accepted answer of a given quesfjasked

opinion as the value of the partially successful/failureby the user4, we identify R the set of users who contributed
of the interaction between the asker and the replier.answers to the current question, and the Kebf keywords

4)  dependent subjective hypothesis: regarding to the fag@ssociated to the question. We compute the average reputati
that a user can give a thumb-up for an answersscore to each member @t towards the elements df’. The
because it is better/worse than others, the attributiofmember with the highest average score is chosen to be the
of thumb-up and thumb-down can be relative too. Theowner of the accepted answer.

reason why we propose another subjective method
where our certainty is influenced by the global num-
ber of thumb-up and thumb-down attributed to all
answers of the same question. In this case the opin-

IV. RELATED WORK

Computational trust is applied to many fields in artificial

jon about an answer is dependent on the the Othe'hntemgence, recommender SyStemS, file Sharing, Spam:dete

opinions about the other answers.

tion, networks security ...etc. Most computational models

not completely loyal to the social trust, they are fitted teitth

Certainty; =

2 + Z?;lzno Zz th

Zj th application fields and context. Our choice of the trust model
(SL) is motivated by its high faithfulness to the social trus
To the best of our knowledge, SL is usually employed in

Whereth is an absolute value of thumb (up or down). local trust networks, but its flexibility allowed us to buitir

j is the current answer.

contextual global trust model. In addition to its capacity t

n is the number of answers of the current question. work in environment with lack of evidences like ours.



In [25] a global trust model used to improve the confidencehumbs-up and total number of thumbs-down an answer has,
in a file sharing network, it considers trust as a limited ditan  but no information about suppliers’ identities. The websit
by person, so the more he trusts people the less he can ttribwffers the possibility to order answers by relevance, whieee
trust to each of them. Another older model in [26] used toaccepted answer is put in the top of the list, followed by the
detect malicious attacks in a developers social networksds  other answers ordered by the difference between thumbs-uf
a global trust metrics which can not be contextualized, andount and thumbs-down count. Our work aims to use trust
is not prepared to evidences’ lack environment. Appleseettased models to predict the accepted answer over the set o
[16], tidaltrust [18] and Moletrust [7] are local trust mdsle available answers. Total number of questions in currerstseat
They are applied in recommendation contexts. They deal onlgquals to 371,594, for a total number of answers 816,487.
with positive values of trust, so they do not take the disgtrusWe divide the questions of each domain in five equivalent
into account. Moletrust and tidaltrust employ differentthogls  sets. Then, we apply a crossing test in five iterations, i eac
to traverse the graph between a source user (truster) anditaration we use four sets for learning and building thettrus
destination user (trustee). They look for the shortest ffah  network and the fifth for testing the prediction quality.
maximizes the trust between the two users. Subjective logic
proposes a different strategy, it allows all truster's fide  A. Evaluation
to contribute their opinions about the destination, andhthe . o
aggregates these opinions regarding the certainty of eactuf While both proposed methods are based on subjective
towards his opinion. If a friend of the truster has no 0pinion|09'ci we would like to compare them to a referential trust
towards the trustee, he will ask his friends in turn and so onMmethod. To the opposite to its matches, Moletrust algorithm

So the most important measure in SL is not the distance frorfonsiders the expression of trust as a binary value, and use
the truster but the certainty of opinion. can only expresses positive trust. This is compatible with t

explicit part of the dataset, while the users can only accept

Model in [20] is used to enhance the relevance of infor-answers by binary positive notation. Moletrust is a shortes
mation on the web but also using only positive trust. Otherpath trust method, showed efficiency in another application
models that consider only trust exist in [21], [22], [23]4]2  context [31], [32]. We use it in our application as a base

Authors in [19] proposes a model based on enhancinéEference to evaluate the performance of SL methods.

the collaborative filtering algorithm by associating a glbb 1) Moletrust: Moletrust was presented iimassa04. It
trust score to each user, the score is based on the successcohsiders that each user has a domain of trust, where he
the recommendations in which he was involved. This scoreadds his trustee friends to. User can either fully trust othe
represents the usability of the user for the system. user or not trust him at all. The model considers that trust
Subjective logic considers trust and distrust relatiopshi 1S partially transitive, so its value decline acqord!ng e t
Trust relationships in SL are based on accumulation in{eracd'Sta-m-:e between the source user and the destination tser. T
. . . only initializing parameter is the maximal propagationtase
tions. It is able to aggregate the recommendation of man

friends. It possesses numerous operators that allow it to b€

adaptable for different visions about trust. If user A added usem3 to his domain, and3 addedC,

- . . then the trust ofd in C is given by the equation:
Although most definitions of social trust accord the impor- Cisg y d

tance of the context, in most model, context is missed during (dent1)
the conception, or integrated as a peripheral element. én th Tr(A,C) = { g ifn<d (10)
following section we compare the performance of local trust ’ 0 if n>d
subjective logic network to a reference network based on a
shortest path method (Moletrust), then we compare them with Where n is the distance betweed and C' (n = 2 as
the contextual global trust model. there two steps between them; first step frdnto B, and the
second fromB to C).
V. EXPERIMENTAL WORK d is the maximal propagation distance.

We use the dataset of the website stackoverflow. The web- :
site offers a question answering forums for multiple dorsain Considerd = 4 then:Tr(4,C) = (4 -2+ 1)/4 = 0.75.
mainly but not limited to computer science. The available We consider that when a uset accepts an answer of
data contains 30 domains. Users subscribe to the website lnother useB, that A trust B. A Moletrust link between both
domain, so one user can have multiple accounts, accordingsers is created. While the algorithm is not aware to distrust
to the number of domains in which he participates. The totako no interpretation exists for unaccepted answers.

number of accounts is 374,008 for about 153,000 users. 2) Evaluation Mefrics. We regard the problem of finding

User asks a question in a given domain, and associates a $be accepted answer as a list ranking problem with one nefeva
of keywords to his question, then he receives many answerggem. Mean reciprocal rank (MRR) is a quality metrics used to
He chooses the most relevant answer to him and attributesvaluate systems that have to give out a ranked list with only
an "accepted answer” label to it. Nevertheless, users cap ke one relevant item. Reciprocal rank (RR) of questionl j$
proposing new answers. Subsequent users who have the samleerer is the rank given by the evaluated algorithm to the
problem as the asker can profit of answers and rate them accepted answer. Mean reciprocal rank is the mean value of
their usefulness by attributing thumb-up or thumb-dowrthim  RR’s to all questions. The value of this metrics varies betwe
available dataset, we have access to only the total number 6fand 1, where 1 is the best precision score.



MRR is a good indicator to the performance of prediction  Local trust SL model considers the domain of the question
algorithms for ranked lists. Nevertheless, we think tha itot as a context. Global trust model considers a more refined
perfectly adapted to our case. MRR is usually employed fointerpretation of the context, based on a sub-domain defined
systems that have to predict a list of items within the which &y the tags associated to the question. The difference im bot
relevant item exists. We are trying to find the accepted answamodels scores shows that trust is very sensible to the dontex
by reranking an existing list of answers. Remark the caseawheThe context in global trust model is very adaptive, this fead
the algorithm ranks the relevant item in the last positiothef to a more specific person having competences in this exact
list, the algorithm is recompensed for at least having chosecontext. The presence of this person in the list of people
the item within the list. In our case the list predefined, s® th who answered the question proves his willingness to assist
algorithm should not be recompensed for ranking the retevarthe asker, his competence and mastery of subject lead him tc
item at the end of the list. The range of RR value$li&-, 1],  be the owner of the accepted answer. Malicious attackers whao
we propose a modified version where the value varies betweeanight supply answers for bad intentions will be automalycal
1 if the relevant item is in the top of the list, and O if it is at rejected or classed in the bottom of the list, because of thei
the end of the list. We call this metrics mean predefined listsveak global trust score. On the other hand, context in thal loc

rank(MPLR), where PLR is given by the formula: trust model is more fuzzy. In real life iB was able to answer
a question ofA about Java programming language, this does
N_r not mean that he would be able the next time to reply to a
PLR = guestion about C++ programming language, although itlis sti

N—1 the same domain (context) for the local trust model. So even
Where: N is the size of the list. within the same domain, people might be experts in narrow

sub-domains, while having a general or even weak knowledge
We employ a modified competition ranking strategy, so theapout the other parts of the domain.
ranking gap is left before equal items. Example if two items o
on the top of the list have the same score, the are considered Our results stand up for a superiority of global trust model
both second, and no item is put in the first rank. and its interpretation of the context, and a superiority of
subjective logic models over Moletrust. We mentioned that
SL models improve their scores by means of the hypothesis
VI. RESULTS AND DISCUSSIONS to interpret the implicit data, but both models are influehce

Over the 371,594 available questions in the corpus onl ifferently by those hypothesis. In local trust model, the

118,778 have more than one answer and have an accept @babilistic hypothesis slightly surpass the score ofdtiesr

; ; ypothesis, because they enrich the trust network by more
answers. Only these questions are suitable to apply our tEStinteraCtions between users. On the other hand, the glalstl tr

Table |l illustrates the MRR scores of the three modelsmodel achieves its best score with the rigorous hypothesis
and table Il illustrates MPLR scores. MPLR scores are lowebecause it allows to be more strict while appointing the expe
than those of MRR. Nevertheless both tables lead to the same
conclusions. method MoleTrust | Local trust SL | Global trust SL

Rigorous - 0.57 0.884

Obviously, subjective logic models surpass Moletrust whern Ignoring 0.53 0.58 0.7
applied in the same conditions (ignoring hypothesis). This | _Dependent probabilistic - 0.62 0.815
in the first place because the power of the probabilistic baseMdependent pmba%‘fng —H Res?leg 0.78
of SL, and its capacity to accumulate interactions, whereas '

Moletrust considers one interaction sufficient to estabhs

absolute trust relation. In the second place this shows that method MoleTrust T Local frust SLT Global frust ST

the strategy of shortest path is not always the efficient one: Rigorous - 0.37 0.85

Even though, the flexibility of subjective logic allowed to Ignoring 0.3 0.36 0.6

slightly improve the scores by using the three other hymithe | Dependent probabilistic - 0.442 0.76

Local trust models increases its score about 4% thanks to thendependent probabilistig - 0.438 0.73
TABLE 1. MPLR RESULTS

probabilistic hypothises, and the global trust modelsaases
between 7% and 14% with other hypothises.

It is also obvious that GTSL surpasses widely LTSL. LTSL VII.
suffers from a cold start problem, it is unable to predict
answers to users who has no or less friends. In current datase As we argued in the beginning, trust is affected by many
about 20% of profiles (74,163 over 374,008), have askedfactors including context. This work shows the efficiency an
exactly one question eachi4% of the 118,778 questions the adaptability of subjective logic, but it is also dedazhto
included in our test are generated by these profiles. LTSL caaxplain the influence of the context on trust models’ perfor-
not predict answers to questions generated by such isolatedance. We would like to make use of the flexibility of SL to
profiles. GTSL can predict answers to these users. Basicallgtudy other factors that affect the trust such as the terfiyora
the truster in LTSL builds his belief by exploiting his own does a recent interaction has the same importance as an ol
interactions, and those of his friends and their friendsSGL one?. Our actual models consider only direct interactiotier
offers a larger archive of interactions to the trusterssi&uin  incremental models update links after each successfelffai
GLSL can has access to all the past interactions of the gusterecommendation. We would like to study the impact of these
SO construct a more elaborated belief about him. recommendation interactions.

CONCLUSION AND FUTURE WORKS
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