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Abstract

We consider the problem of estimating the stiffness of an artery wall using a data assimilation method
applied to a 3D fluid-structure interaction (FSI) model. Recalling previous works, we briefly present the
FSI model, the data assimilation procedure and the segmentation algorithm. We present then two
examples of the procedure using real data. First, we estimate the stiffness distribution of a silicon rubber
tube from image data. Second, we present the estimation of aortic wall stiffness from real clinical data.

1 Introduction

The in vivo estimation of arterial stiffness can provide valuable information about the
cardiovascular condition of a patient [21]. In clinical practice, the Pulse Wave Velocity
[27] gives an estimation of the average stiffness of a portion of the arterial network by
solving the Moens-Korteweg equation, which assumes a linear solid in an infinite cylindrical
domain. Other methods include Vascular Elastography, either based on Ultrasound [11, 2, 1]
or Magnetic Resonance [32, 33], where the models used for estimating arterial stiffness are
again based on simplified models.

We can go further and obtain the local mechanical properties of a vessel if we adopt a
data assimilation procedure, based on a three-dimensional fluid-structure interaction model
and the distributed kinematic data obtained from dynamic 3D acquisitions (e.g., MRI or
CT). In this way, stiffness values can be obtained under physiological conditions without
requiring invasive pressure measurements.

Recently, [10] proposed an efficient methodology to estimate uncertain parameters (for
example Young’s modulus or fluid boundary conditions) from measurements of the displace-
ment of the wall in an idealized 3D fluid-structure interaction (FSI) problem. The procedure
is based on the Reduced Order Unscented Kalman Filter (ROUKF) [24], which consists of
a tractable filtering that allows to solve the estimation problem with a computational effort
comparable to one forward simulation. Note that variational (in space and time) approaches
have been adopted by other authors but for simplified models in [20, 22, 31], and for three-
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dimensional problems in [12, 29] but simplifying the minimization problem in order to avoid
the resolution of the adjoint equations in time.

Whereas in [10] validations are only based on synthetic data, we consider in the present
work the experimental validation of this method using real data in a fluid-structure inter-
action context. The data come from a laboratory experiment performed on a silicone tube
mimicking an aorta. The results show an excellent agreement between the values obtained
from data assimilation and those obtained by independent mechanical tests.

We also apply the stiffness estimation methodology to a real clinical case, namely an
aorta with a mild coarctation. Hence, this work complements the work of [23] since here we
estimate the stiffness parameters and not the boundary conditions.

The rest of the paper is structured as follows. In Section 2 we present the FSI-equations,
in Section 3 we summarize the ROUKF algorithm and in Section 4 we overview the image
segmentation algorithm. In Section 5 we present the results for stiffness estimation with
experimental data and we conclude in Section 6 with the aorta study.

2 The fluid-structure interaction equations

Mathematical model We deal with the numerical resolution and the data assimilation of
the mechanical interaction between an incompressible fluid and an elastic structure. The
fluid is described by the Navier-Stokes equations (NSE), in a moving domain Ωf(t) ⊂ R

d,
d = 2, 3, in an Arbitrary Lagrangian Eulerian (ALE) formulation, and the structure by
the elastodynamic equations in Ωs(t) ⊂ R

d. The fluid-structure interface is denoted by
Σ = ∂Ωs ∩ ∂Ωf , and ∂Ωf = Γin ∪ Γ1 ∪ · · · ∪ Γn0D

∪ Σ and ∂Ωs = Γn ∪ Γd are given partitions
of the fluid and solid boundaries, respectively.

The coupled FSI problem reads as follows: for t > 0, find the fluid velocity uf(t) : Ω
f(t) →

R
d, the fluid pressure p(t) : Ωf(t) → R, the structure displacement ys(t) : Ω

s(t) → R
d and

structure velocity us(t) : Ω
s(t) → R

d such that

• Fluid equations:



























ρf
∂uf

∂t

∣

∣

∣

ξ
+ ρf(uf −w) ·∇uf −∇ · σf(uf , p) = 0, in Ωf ,

∇ · uf = 0, in Ωf ,

uf = uin, on Γin,

σf(uf , p)nf = −Pi nf , on Γi, i = 1, . . . , n0D,

(1a)

with σf(uf , p) = −pI + 2µf ε(uf), the Cauchy stress tensor of the fluid and ε(uf) =
(∇uf + (∇uf)

⊺)/2 denotes the deformation rate tensor, µf the dynamic viscosity, and
∂
∂t

∣

∣

ξ
the ALE derivative (see e.g. [13]). In the hemodynamics problems considered in this

work, the outlet pressure Pi is obtained by solving the differential-algebraic equation,
known as the Windkessel model [28]







Pi = πi +Rp,iQi,

Ci

dπi

dt
+

πi

Rd,i

= Qi, Qi =

∫

Γi

uf · nf .
(1b)
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The distal resistance Rd,i, the proximal resistance Rp,i and the capacitance Ci are as-
sumed to be given.

• Structure equations:


















∂tys = us, in Ωs,

ρs∂tus − ηs∇ · σs(us)−∇ · σs(ys, θ) = 0, in Ωs,

ys = yin, on Γd,

ηsσs(us)ns + σs(ys)ns = −cΓus − kΓys, on Γn,

(1c)

where σs is the Cauchy stress tensor of the solid and the vector θ ∈ R
κ denotes the

set of solid constitutive parameters that will be estimated later. In this work, both
quantities are related by:

– Considering a linear constitutive relation, namely σs(ys, θ) = C(θ)ǫ(ys) with ǫ(ys) =
(∇ys+(∇ys)

⊺)/2 and C the classical elasticity tensor, where the Young’s modulus
is given by E = E0 · 2θ, E0 > 0 , while the Poisson’s ratio is fixed.

– Considering a nonlinear, hyperelastic, neo-hookean material model, such that the
elastic energy density function is given by W = c0 · 2θ · (I1 − 3), c0 > 0 and I1 the
first invariant of the right Cauchy-Green strain tensor.

Moreover, the parameters cΓ and kΓ model in a simple way the external tissue effect on
the vessel of interest [26, 23] and ηs is a viscoelastic coefficient.

• Coupling conditions:










yf = ExtfΣ(0)

(

ys|Σ

)

, w = ∂tyf , Ωf(t) =
(

IΩf + yf(t)
)

(Ωf),

uf = us, on Σ,

ηsσs(us)ns + σs(ys)ns + σf(uf , p)nf = 0, on Σ,

(1d)

where ExtfΣ is an extension operator from Σ to Ωf .

FSI numerical algorithm The spatial discretization is performed with a first order stabilized
finite element. For the time marching, we use a semi-implicit partitioned FSI-algorithm
[14, 15] with a first order Chorin-Temam projection method in the fluid, and a Newmark
scheme in the solid. The coupling between the solid and the fluid is explicit in the ALE-
advection-diffusion step and implicit for the pressure projection step and the Windkessel
[8].

3 The data assimilation procedure

In this section we summarize the data assimilation procedure based on [24] and already
studied in [10] for idealized (but realistic) three-dimensional arterial FSI problems.
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Inverse problem statement Assume that we can write the fully discrete FSI-problem as

Xn+1 = An(Xn, θ), n ≥ 0, (2)

with Xn = (un
f ,y

n
s ,u

n
s ) ∈ R

q the discrete dynamical state, θ ∈ R
κ the physical parameters,

and X0 the given inititial condition. Suppose that θ and X0 are uncertain, and that we have
(noised) measurements of real physical system Zn ∈ R

z related to the numerical state by
the observation error Γn(Zn, Xn) = ζn, with ζn ∈ R

m the noise. Data assimilation consists
in reducing the uncertainties of a model by minimizing a cost function like (see, e.g., [3]):

J(X0, θ0) =
N
∑

n=0

‖Γn(Zn, Xn)‖2W−1
n

+ ‖θ0 − θ̂+0 ‖2(P θ
0
)−1 + ‖X0 − X̂+

0 ‖2(PX
0

)−1 ,

with Xn satisfying (2). In this expression, X̂0 and θ̂0 are given a priori values and ‖ · ‖W−1 ,
‖ · ‖(PX

0
)−1 and ‖ · ‖(P θ

0
)−1 denote some matrix norms used to give a different weight to the

different terms.
This minimization problem can be addressed by many methods that are classically divided

in two groups: the variational and the sequential approaches. Variational approaches mini-
mize this cost function by an optimization algorithm – usually a gradient-based computed
from the solution of an adjoint model – and require numerous computations of the forward
– and possibly the adjoint – problem, see e.g. [22]. Here, we follow a sequential, or filter-

ing, approach which modifies the forward dynamics (2) with a correction term proportional
to the observation error. More precisely, we adopt the Reduced-Order Unscented Kalman
Filter (ROUKF) [24], inspired from [18, 19]. It does not require any tangent operator and
allows one to run the estimation with a computational cost of the same order of the forward
problem since it is highly parallelizable. Moreover, it requires only superficial modifications
to the existing solvers. Its main assumption consists of neglecting the uncertainty in X0.
Hence PX

0 → ∞ and a reduced-order form of the Kalman filter can be obtained. Note that
it is also possible to take into account the uncertainties in the initial condition in the same
framework with an additive nudging based correction on the dynamics as introduced and
analyzed in [25, 9] and illustrated in [23].

In fact, dealing with uncertainties in the initial condition is a difficult task, which is
discussed in detail in [9] for the FSI case.

The ROUKF algorithm Consider the matrix of simplex sigma-points computed recursively
as

[I
(∗)
1 ] =

(

− 1√
2α

,
1√
2α

)

, α =
1

κ+ 1
,
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and for 2 ≤ d ≤ κ

[I
(∗)
d ] =



















0

[I
(∗)
d−1]

...

0

1
√

αd(d+ 1)
· · · 1

√

αd(d+ 1)

−d
√

αd(d+ 1)



















.

[30, 17]. Then, for given values of X̂+
0 , θ̂

+
0 and P θ

0 , perform

• Initialization:

Lθ

0 = I, LX

0 = 0, U0 = (P θ
0 )

−1, (3a)

with Lθ

0 and LX

0 the initial sensitivities for the parameters and initial condition, respec-
tively. Note that this assumes that the uncertainty at the initial time step is present
only in the parameters and not in the initial condition, see [24] for details. Then for
n = 0, . . . , N − 1 perform:

• Sampling:











Cn =
√

U−1
n (Cholesky factorization),

X̂
(i)+
n = X̂+

n + LX

nC
⊺

nI
(i)
κ , 1 ≤ i ≤ κ+ 1,

θ̂
(i)+
n = θ̂+n + Lθ

nC
⊺

nI
(i)
κ , 1 ≤ i ≤ κ+ 1,

(3b)

where X̂
(i)+
n and θ̂

(i)+
n are classically called particles, and (·)(i) denotes the ith-column

of the matrix [(·)(∗)].
• Propagation:

{

(X̂
(i)−
n+1 , θ̂

(i)−
n+1) = An+1(X̂

(i)+
n , θ̂

(i)+
n ) , i = 1, . . . , κ+ 1,

Γ̂
(i)
n+1 = Γ(Zn+1, X̂

(i)−
n+1 ) , i = 1, . . . , κ+ 1,

(3c)

which can be performed independently for each i, leading to the intrinsical parallel
feature of this algorithm.

• Prediction:










































X̂−
n+1 = α

κ+1
∑

i=1

X̂
(i)−
n+1 ,

θ̂−n+1 = α
κ+1
∑

i=1

θ̂
(i)−
n+1,

Γ̂−
n+1 = α

κ+1
∑

i=1

Γ̂
(i)−
n+1.

(3d)
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• Correction:






































LX

n+1 = α[X̂
(∗)−
n+1 ][I

(∗)
p ]⊺ ,

Lθ

n+1 = α[θ̂
(∗)−
n+1 ][I

(∗)
p ]⊺ ,

LΓ
n+1 = α[Γ

(∗)
n+1][I

(∗)
p ]⊺ ,

Un+1 = Pα + (LΓ
n+1)

⊺W−1
n+1L

Γ
n+1 ,

X̂+
n+1 = X̂−

n+1 − LX

n+1U
−1
n+1

(

LΓ
n+1

)

⊺

W−1
n+1Γ̂

−
n+1 ,

θ̂+n+1 = θ̂−n+1 − Lθ

n+1U
−1
n+1

(

LΓ
n+1

)

⊺

W−1
n+1Γ̂

−
n+1 .

(3e)

Here we choose W−1
n+1 = γMΣ, with MΣ ∈ R

m×m the L2-mass matrix on the fluid-
structure interface and γ > 0.

Observation operator As a meaningful observation we rely here on the available segmenta-
tions of medical images usually given as a set of surfaces, here the fluid-structure interface
at each acquisition time. Hence, we quantify an observation error by computing the (signed)
distance field between the segmented surfaces and the deformed fluid-structure interface [25].

4 Image registration based segmentation

The data assimilation process requires estimates of the displacements of points on the
vessel wall at intervals over the cardiac cycle, typically measured from segmentations of
dynamic image data. In this work, the segmentation is performed by registration of one
reference image to each frame (target image) of the dynamic images using the Sheffield
Image Registration Toolkit (ShIRT). There follows a brief summary of the algorithm and
implementation: for more details see [4, 5].

Image registration algorithm The registration process seeks to determine the displacement
field that brings the reference image into alignment with the target image, assuming that
the intensities of corresponding points on the two images are related by

f(x+ u) = m(x) (4)

with f and m the intensities of the fixed and moving images, respectively, and x = [x, y, z]
the cartesian spatial coordinates and u = [u, v, w] the displacement field.

If the objects in the images have the same topology and, crucially, the same ranges of
intensity then it is possible in principle to find a displacement field u that satisfies Equation
(4) exactly. Otherwise it is satisfied with minimum error described by a cost function. In
fact small variation in image intensity ranges, including gradients across the image that are
commonly encountered in some modalities, can be accommodated by adding an additional
image dimension, s, that represents the intensity of the image. Thus f(x) and m(x) are

then transformed to f̂(x̂) and m̂(x̂), respectively, with x̂ = [x, y, z, s], and f̂ , m̂ taken binary
values, with the height of each column in the s direction equal to the intensity of the image
at that point. The displacement u is redefined now including a term in the s direction, i.e.,

f̂(x̂+ û) = m̂(x̂) , û = [u, v, w, us]. (5)
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For small values of the displacements, the relationship between the intensities of the two
images at the common coordinate x is given by

m̂(x̂) = f̂(x̂) + û ·
(

∇x̂f̂
)

|x̂ . (6)

Note that the registration problem can also be formulated in terms of the same displacements
applied to the image m, i.e.

f̂(x̂) = m̂(x̂)− û · (∇x̂m̂) |x̂ . (7)

Combining both Equations (6) and (7) we can define the following residual for the registration

R(x̂)
def
= m̂(x̂)− f̂(x̂)− û

2
·
(

∇x̂(m̂+ f̂)
)

|x̂ (8)

which in our experience improves the performance of the registration compared with consid-
ering the residuals only based on Equations (6) or (7).

The registration algorithm solves then a sequence of regularized linear least-squares prob-
lems based on a cost function that evaluates the discrete residual in Equation (8) after
registration, namely, for p > 1 solve

argmin
Up

(

1

2
‖(M − F )− [T ]Up‖2 +

λ

2
‖[∆]

p−1
∑

q=1

Uq ‖2
)

with Up the degrees-of-freedom of the trilinear interpolation of û, [∆] corresponds to the
discrete Laplacian operator included as the regularisation term (with λ > 0 the correspond-
ing weighting factor), and the matrix [T ] arises from the discretisation of the gradients in
Equation (8).

The process is assumed to be converged when the change of Up over an iteration is less
than a pre-determined value. At this stage the grid resolution is increased and the operation
starts again, producing a converged solution at the next level of grid refinement. In principle
this can continue until the grid on which the displacement is defined is equal to the voxel
resolution of the images, but in practice there is little benefit in reducing the grid below
2x2x2 voxels.

Registration-based segmentation of the MR-data For the elastic tube phantom reported in
Section 5, the reference image is determined by registering each frame in the time series back
to the first frame and then averaging the result. The mesh points that will be passed to the
data assimilation step are determined by registering an image of a hollow cylinder on which a
mesh is defined to the reference image and then propagating the interpolated displacements
from the registration of the time series images. The initial segmentation of the human aorta
reported in Section 6 is performed by operation on a 3D contrast-enhanced MR image, using
an extension of ShIRT that performs a series of registrations to grow the segmentation from
a regional seed. This is preferred to direct segmentation of one frame of the dynamic image
because the image quality is better. A triangular surface mesh is defined on the surface of the
resulting lumen, and this mesh is mapped onto the dynamic image at one (diastolic) frame,
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again by registration, with trilinear interpolation of the registration field. This reference
frame is registered to each frame of the dynamic image in turn, and the displacements of
the nodes of the mesh are again determined by trilinear interpolation. Note that despite
the non-physical assumptions in the registration procedure leading to potential errors in
the displacements computed at this stage, the surfaces generated by the segmentation are
accurate and therefore meaningful as an input in the data assimilation procedure presented
in Section 3 (see also [23]).

5 In vitro validation: a silicon rubber aortic phantom

Experimental setting The experimental setup is described in Figure 1, and consists of a
MR-compatible emulator of the systemic circulation. The fluid pump corresponds to a
linear servo actuator (ETB-32, Parker Hannifin) and piston assembly, located outside the
5 Gauss line coupled to the ventricle piston via a 2m rigid boom. The piston ejects water
through a tri-leaflet polyurethane valve, (Hemolab, Eindhoven, The Netherlands), and into
a 450mm length, 18.5mm diameter and 1mm thickness silicone tube, (TU Eindhoven, The
Netherlands), with an elastic strap distally to make it stiffer there. Afterload is maintained
by a mechanical Windkessel model at the distal end of the tube comprising fluid resistance,
then compliance, then another resistance. After that the working fluid returns to the pump
through a venous reservoir and an additional valve. At the centre of the aorta length, a
rubber collar was prepared and applied to simulate a local coarctation. The collar was held
in place by a spot of glue at its proximal end.

Figure 1: MRI compatible mock ventricle and aorta pulsatile phantom, where; 1, reciprocating ventricle
piston; 2, ventricle and working fluid; 3, arterial valve; 4, suspension fluid; 5, outer cylindrical case; 6,
venous compliance chamber; 7, silicone aorta; 8, venous channel; 9, venous resistance screw; 10, arterial
resistance screw and arterial catheter access; 11, arterial compliance chamber; 12, venous valve.

Measured data Pressure measurements were taken at 13 locations between the venous and
arterial compliance chambers with a measurement spacing of 20mm using a pressure wire,
(Certus, St. Jude Medical Systems, Uppsala, Sweden) at a temporal resolution of 1000Hz.
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The diastolic values for the pressure vary along the tube between 26 and 29 mmHg, and the
systolic between 105 and 110 mmHg 0.3 s later.

Then, MR-acquisitions were performed on a 3T scanner, (Philips Achieva, Philips Health-
care, Best, The Netherlands). Geometry imaging was captured in a balanced turbo field echo
(B-TFE) cine scan with a temporal resolution of 0.01 s and 13 slices, the same of the pres-
sure measurements, were taken with an excitation slice thickness of 8mm, and a pixel size
of 1.8× 2.5mm. Image segmentation was then carried out using the methodology described
in Section 4.

A non-destructive mechanical test was then performed consisting in placing the tube
(without the strap) vertically, filling it with water, and then injecting an additional controlled
water volume while measuring the pressure at the bottom, see Figure 2. A pressure dependent
Young’s modulus was then constructued using basic linear solid mechanics theory as

E(p) ≈ (2− ν)V
3

2 δp√
Lπ δV h

(9)

with ν the Poisson’s ratio, h the tube thickness, L the tube length and δp and δV the
measured volume and pressure increments, respectively.
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Figure 2: Pressure Pi and volume Vi, i = 1, . . . , 27, acquired from the mechanical test. The raw data is plot
with + and the filtered data (4th order interpolation of Volume-Pressure data) with continues lines.

The FSI model The geometry used for the mesh construction (and also initial condition)
was chosen as the segmented surfaces at time 0.19 s, where the pressure varies between 44
and 50mmHg along the tube. The surface was then remeshed using 3-matic (Materialise,
Leuven, Belgium), and the volume was closed with additional surfaces at the outlet and
the inlet. Then, using Gmsh [16], the surface was extruded outwards the cylinder in two
tetrahedral layers with total thickness of 1 mm. Finally both solid’s and fluid’s volume
meshes were constructed with 135840 and 255023 tetrahedra, respectively, resulting from
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setting the mesh size in the mesh generation processs between 1mm and 1.5mm. The
boundary conditions for the fluid were directly taken from the pressure measurements at
inlet and outlet. In the experiment, the real tube was radially and axially constrained at the
physical boundaries. However, since the limits of the computational domain are away from
the constrained boundaries, in the FSI-model we only fixed both inlet and outlet axially.
Hence, in practice we neglected the radial stiffness of the parts of the tube not considered
in the analysis. The physical parameters of Model (1) were chosen as: cΓ = 104, kΓ = 0,
µ = 0.035, ρf = 1, ρs = 1.2, ν = 0.45, ηs = 0. Since the initial pressure field is not zero, the
loads received by the solid are corrected by the initial one, so that the system starts at rest.

Estimation results We subdivide the solid volume in 10 regions and estimate simultaneously
the Young’s modulus for each region. As it can be seen in Figure 3, the estimation algorithm
succesfully detects the stiffer regions (first and second, which correspond to the actual place-
ment of the strap), while in the regions where the strap is not presented the stiffness values
are close to the one derived from the mechanical test. Specifically, the estimated stiffness in
regions 3 and 4 match perfectly the experimental value, while the rest gradually increases
when approaching the end of the tube. This could be explained by the fact that we did
not include any radial stiffness in order to represent the neglected part of the tube in the
computational model.
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Figure 3: Estimation results for the 10 regions, with γ = 10 and reference value obtained from the mechanical
test and the formula (9) with p = 47mmHg.

6 In vivo results: an aorta with mild coarctation

Clinical data The available clinical data corresponds to a 19 year old male subject with a
mild (repaired) coarctation of the descending aorta, see Figure 4. A static 3D MR-image
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was obtained with a 10-seconds untriggered acquisition and a gadolinium contrast agent
with voxel size is 1.36× 1.36× 1.8mm and then segmented using with a registration based
segment growing algorithm [6] (see also Section 4). A 4D-SSFP sequence was acquired (25
time frames) along the cardiac cycle of 1.324 s were acquired with a voxel size of 1.29×1.29×
2.4mm. Consequently, the 25 surfaces were segmented with the template mesh obtained from
the 3D-Gd, see Figure 5. Four fixed-in-space slices of in-plane velocity phase contrast MR-
images Also invasive pressures were measured at the ascending, descending, and abdominal
aorta.

Figure 4: Measurements available for the study case 10 of the euHeart database. Static segmentation (pink
geometry); dynamic segmentation (green geometry); invasive pressure measurements at three locations:
ascending (red), descending (green) and abdominal (blue) aorta; and In-Plane velocity measurements.

The FSI model For the mesh construction, we proceeed concordingly as for the phantom,
starting from the first segmented surface from the 4D-SSFP secquence, obtaining both solid

(a) t = 0 s (b) t = 0.110 s (c) t = 0.221 s (d) t = 0.386 s

Figure 5: Four sample time frames and the segmented surfaces (in magenta) for a representative slice of the
4D-SSFP sequence. Notice the changes of contrast of the images due to the changes in blood velocity.
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and fluid volume meshes with 103406 and 138648 tetrahedra, respectively, resulting from
setting the mesh size in the mesh generator between 0.5mm and 1.5mm, where an arterial
wall thickness of 2 mm was assumed.

The physical parameters were chosen as: µ = 0.035, ρf = 1, ρs = 1.2 and ηs = 105. The
solid volume was divided into 5 regions (see Figure 6-left) where a Mooney-Rivlin constitutive

model with parameters cj1 = 3 · 105 · 2θj , cj2 = 104 and κj = 108 for each region j = 1, . . . , 5.
The parameters θj will be estimated later. The factor 3 · 105 was chosen so that the overall
vessel deformation is of the order of the one observed in the images with θj = 0. The solid
boundary conditions parameters where chosen as: kΓ = 0 for the supra-aortic branches, and
kΓ = 105 for the abdominal outlet, while cΓ = 104 everywhere on the outer surface. Inspired
by [26], we extract a displacement field from the segmented surfaces and impose it at the
model’s inlet for taking the heart motion into account, see [7] for details.

A plane velocity profile in the inlet at the level of the ascending aorta was imposed,
with amplitude obtained by the flow from the IP-velocity data (20 lit/min at 0.15 s). The
Windkessel models were calibrated manually in order to approach the measured fluxes and
pressures, see [7] for details. The load sent from fluid to structure was again corrected by
the initial one.

Estimation results The estimation results are presented in Figure 6. We see that the param-
eters adapt in time in order for the simulation to pursue the MR images. In fact, we present
in Figure 7 some time frames of the MR-images, segmentations and models with the initial
and calibrated parameters, showing that the model with estimated parameters is closer to
the segmented surfaces. However, the results do not converge as in the in vitro validation.
This is most probably due to modelling errors, since for example external tissue supports are
not taken into account in this case. Another likely cause lies in the low signal-to-noise ratio
(SNR) (see Figure 5), in particular in the coarctation region. Hence, the estimated stiffness
parameters evolve and oscillate in time in order to compensate for these modelling and data
errors. Despite this lack of convergence, the parameter estimation process shows reasonable
robustness, as verified with multiple estimation cycles, see in Figure 8 where we relaunch
the estimation starting from the previously estimated parameters - but keeping the same
initial unitary covariance matrix. We remark, indeed, that the initial and final values get
closer after each estimation run and the oscillations stabilize. Hence, we prove here that our
method is of practical use for complex clinical data and simulation objectives, and represents
a powerful tool to identify patient-specific parameters and to assess necessary improvements
for the model or the data processing.

7 Conclusions

We performed an in vitro validation of the parameter estimation algorithm for coupled
fluid-structure systems presented in [10]. For this purpose, we considered a silicon rubber
tube emulating the aorta, connected with a mechanical model of the main components of the
cardiovascular system. We constructed a FSI computational model of the cylinder based on
the data segmented from dynamic MR-images and we used pressure measurements for the
fluid boundary conditions. We estimated the Young’s modulus for a linear solid. We verified
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Figure 6: Estimation results for the constitutive parameters θj , j = 1, . . . , 5, using the segmented surfaces.
Left: geometry of the model’s aorta and subdivisions of the solid domain. Right: mean estimated values
with γ = 103 and P θ

0
= I.

(a) t = 0.21 s (b) t = 0.53 s

Figure 7: Comparison for some time instants between image, segmented surface (magenta), and FSI-model
with initial (blue) and optimal (green) parameters. The view corresponds to a foot-head cut of the ascending
aorta at the level of the pulmonary trunk.
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Figure 8: Estimation results for the constitutive parameters θj , j = 1, . . . , 5, using the segmented surfaces
starting from previously estimated values. The dashed values correspond to the initial guess. Left: Second
run. Right: Third run.

one of the estimated parameters from data coming from an independent non-destructive
mechanical test. In addition, we show that we can straightforwardly use the algorithm in a
real clinical case, namely for the estimation of the Mooney-Rivlin constitutive parameters in
an aorta with repaired coarctation from the 4D-SSFP sequence, obtaining meaningful results
for the estimated parameter values, in the sense that the model with estimated parameters
follows closer the segmented surfaces. However, in order to fully exploit the potential of the
parameter estimation process, we should also improve both modelling and data acquisition
procedures, including the sliding-contact of the aorta with surrounding tissues, more realistic
constitutive models and prestress, together with improvements in the quality of the acquired
geometry data and fluid field measurements for a better pressure field estimation.

In conclusion, this work illustrates that the combination of automatic image segmentation
tools, detailed fluid-structure models, efficient numerical algorithms for their simulation and
robust data assimilation procedures provide a powerful toolchain for the in vivo analysis of
arterial tissue properties.
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