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Converse Lyapunov–Krasovskii theorems for

uncertain retarded differential equations∗

Ihab Haidar†, Paolo Mason‡, Mario Sigalotti§

Abstract

In this article, we give a collection of converse Lyapunov–Krasovskii

theorems for uncertain retarded differential equations. We show that the

existence of a weakly degenerate Lyapunov–Krasovskii functional is a nec-

essary and sufficient condition for the global exponential stability of the

linear retarded functional differential equations. This is carried out using

the switched system transformation approach.

1 Introduction

The stability of time-varying delay systems is a problem of current interest.
Two principal approaches in the stability analysis are the Lyapunov–Krasovskii
method and Lyapunov–Razumikhin method [6]. A variety of stability criteria,
based on these two approaches, have been developed in this context (see e.g.
[2, 3, 12, 13, 15] and references therein). These criteria are often formulated as
linear matrix inequalities (LMIs) which yield sufficient conditions for stability.
Switched systems theory offers a complementary insight in this context. In [8]
Hetel, Daafouz and Iung establish a theoretical link between the Lyapunov–
Krasovskii approach and the switched system transformation in the context of
discrete-time systems with time-varying delays. They prove that applying the
multiple Lyapunov functions approach to the switched systems representation
is equivalent to using a general, delay-dependent, Lyapunov–Krasovskii func-
tional for the initial system. This paper shares the same spirit as [8] with the
significant difference that it considers the case of continuous-time systems with
time-varying delays. An important feature of this setting is that the switched
system formulation, obtained by standard functional representation, describes
an evolution in an infinite-dimensional space. Converse Lyapunov theorems for

∗This work was supported by the DIGITEO Grant 2012-061D SSyCoDyC.
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switched systems in Banach and Hilbert spaces were carried out in [7, 16]. In
this paper we give a collection of converse Lyapunov–Krasovskii theorems for
uncertain retarded differential equations, by exploiting similar ideas and some
of the results in [7].
Several converse Lyapunov–Krasovskii theorems have been presented in the lit-
erature for systems described by retarded functional differential equations, in a
general (possibly time-varying but not uncertain) setting [4, 9, 11, 14]. In [14], in
particular, the authors show that the existence of a Lyapunov–Krasovskii func-
tional is a necessary and sufficient condition for the uniform global asymptotic
stability and the global exponential stability of autonomous systems described
by neutral functional differential equations in Hale’s form. In [9], the author
extends the well-known Lyapunov theorem given for linear ordinary differen-
tial equations to general linear time-delay systems. A method to construct a
quadratic Lyapunov functional for such systems is proposed. Even though this
Lyapunov functional is quadratic, it only admits a cubic lower bound. Another
method to construct Lyapunov functionals for a class of linear time-delay sys-
tems is proposed in [4, 11]. These Lyapunov functionals admit a quadratic lower
bound.
More in the spirit of the results presented here are the converse Lyapunov theo-
rems for uncertain nonlinear retarded differential equations obtained by Karafyl-
lis in [10]. The latter are obtained for a very general class of dynamics (which in
particular are allowed to be non-autonomous). The conclusions are accordingly
less detailed on the properties of the Lyapunov functionals with respect to ours,
as explained below.
In this work, we consider a general linear retarded functional differential equa-
tion (RFDE)

ẋ(t) = Lσ(t)xt, t ≥ 0, (1)

where x(t) ∈ R
n represents the system state at time t, xt : [−r, 0] → R

n is
the standard notation for the history function defined by xt(θ) = x(t + θ),
−r ≤ θ ≤ 0. The operator Lσ associates with xt a vector in R

n: a typical
example is Lσxt = A0x(t) +A1x(t− τ(σ)) for some n× n matrices A0 and A1,
and some delay τ(σ) ∈ [−r, 0]. Two phase spaces are considered: C([−r, 0],Rn)
and H1([−r, 0],Rn). The signal σ(·) is a piecewise constant (or, more gener-
ally, measurable) function taking values in an index set. We are interested
in properties that are uniform with respect to σ(·), which plays the role of a
switching signal. We prove that system (1) is uniformly exponentially stable in
C([−r, 0],Rn) if and only if its restriction to H1([−r, 0],Rn) is also uniformly
exponentially stable (with respect to the H1-norm). We then give a collection of
converse Lyapunov–Krasovskii theorems. They characterize the uniform expo-
nential stability in terms of the existence of functionals with suitable commen-
surability conditions and decreasing uniformly along the solutions of (1). One
of the novelties of our results is that these functionals may be weakly degener-
ate, i.e., they may not have a strictly positive norm-dependent lower bound, in
contrast with what is known in the literature.
The paper is organized as follows. Section 2 is devoted to the problem frame-
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work. Namely, we discuss the well-posedness and the switched system represen-
tation of system (1). The statement of the main result (Theorem 2) is presented
in Section 3. Next, some stability properties are proved in Section 4. The core
of the proof of Theorem 2 is given in Section 5. Section 6 is devoted to the
comparison of our results with some previously known Lyapunov–Krasovskii
theorems.

While piecewise constant switching signals are considered throughout the
paper, we show in the Appendix how this study can be extended to a larger
class of switched systems by considering the case of measurable signals.

2 Problem framework

Let r > 0 be a real number and let X = X([−r, 0],Rn) be a linear real vector
space of functions mapping [−r, 0] into R

n. Assume that a norm ‖ · ‖X is
given in X, and assume that (X, ‖ · ‖X) is a Banach space. Two different
choices of Banach spaces are considered: X = (C([−r, 0],Rn), ‖ · ‖C) and X =
(
H1([−r, 0],Rn), ‖ · ‖H1

)
. Let S be an index set and consider a family of linear

operators parameterized by S as follows

Q := {Lσ ∈ L(X,Rn) | σ ∈ S}.

Let us associate with Q the linear Retarded Functional Differential Equation
(RFDE)

ẋ(t) = Lσ(t)xt, (2)

where x(t) ∈ R
n represents the system state at time t, xt : [−r, 0] → R

n denotes
the state defined by xt(θ) = x(t + θ), −r ≤ θ ≤ 0, σ : [0,∞) → S is piecewise
constant. The function σ(·) plays the role of a switching signal and we are
interested in properties that are uniform with respect to σ(·).
Let the initial condition be

x(t0 + θ) = ϕ(θ), θ ∈ [−r, 0], (3)

where ϕ(·) ∈ X and t0 ≥ 0. If t ≥ t0, we adopt the standard notation xt for the
history function defined by

xt : θ 7→ x(t+ θ), θ ∈ [−r, 0].

Of special interest is the case in whichQ is a bounded subset of L (C([−r, 0],Rn),Rn),
i.e. there exists a positive constant m such that

|Lσϕ| ≤ m‖ϕ‖C ∀ϕ ∈ C([−r, 0],Rn), s ∈ S. (4)

Example 1 A particular case of system (2) is the following type of linear time-
varying delayed systems

ẋ(t) =

p
∑

i=1

Aσ(t),ix
(

t− τi
(
σ(t)

))

, t ≥ 0 ,

x0 = ϕ,

(5)
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where ϕ is the initial condition, τ(·) = (τ1(·), · · ·, τp(·)), with 0 ≤ τi(σ(t)) ≤ r,
and Aσ,i is a n× n matrix for every σ ∈ S, i ∈ {1, ..., p}. If the set of matrices
{Aσ,i | σ ∈ S, i ∈ {1, ..., p}} is bounded, then the set Q of the operators Lσϕ =
∑p
i=1Aσ,iϕ

(

t− τi
(
σ
))

, σ ∈ S, is clearly bounded in L (C([−r, 0],Rn),Rn).

Example 2 Another particular case of system (2) is the following integro-
differential equation

ẋ(t) =

∫ r

0

Aσ(t),θ x(t− θ)dθ, t ≥ 0 ,

x0 = ϕ,

where ϕ ∈ X is the initial condition and Aσ,θ is a n × n matrix uniformly
bounded with respect to σ ∈ S and θ ∈ [0, r] and measurable with respect to θ. In

this case the set Q of the operators Lσϕ =

∫ r

0

Aσ,θ ϕ(−θ)dθ, σ ∈ S, is clearly

bounded in L(C([−r, 0],Rn),Rn).

2.1 Well-posedness and switched system representation

In this section we discuss the well-posedness problem for a RFDE, depending on
the choice of the space X. Before that, we recall, following [6], that a function
x is said to be a solution of system (2) on [−r,+∞) with initial condition
ϕ ∈ X([−r, 0],Rn) if x is absolutely continuous on [0,+∞), xt ∈ X([−r, 0],Rn)
for every t ≥ 0 and x(t) satisfies system (2), for almost every t ≥ 0. In the case
X = C([−r, 0],Rn), under the hypothesis that Q is bounded, it is well-known
that (2) has a unique solution defined on [0,+∞) for each initial condition
ϕ. The solution is defined under the more general Carathéodory condition, i.e.
when t 7→ Lσ(t)ϕ is measurable for every ϕ ∈ C ([−r, 0],Rn) (see [6]).

Lemma 1 Consider the linear RFDE given by system (2). Let X be the Banach
spaces C ([−r, 0],Rn) or H1 ([−r, 0],Rn). Assume that condition (4) holds. For
every ϕ ∈ X there exists a unique solution of (2) in X with initial condition ϕ.

Proof. When X = C ([−r, 0],Rn) and under the hypothesis given by equation
(4), the existence and uniqueness of solutions for system (2) is guaranteed by [6,
Theorem 1.1]. When X = H1 ([−r, 0],Rn), one has to check that such solution,
a priori defined in C ([−r, 0],Rn), actually stays in X. This is true since both x
and ẋ are locally bounded for positive times. �

In the case where Q is not bounded one can nevertheless associate with (2)
an evolution operator obtained by concatenating the flows corresponding to con-
stant values of σ. Recall that with any σ ∈ S one can associate a C0-semigroup
Tσ(t) : X → X defined by Tσ(t)(x0) = xt, with infinitesimal generator Aσ given
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by

D(Aσ) =

{

ϕ ∈ X :
dϕ

dθ
∈ X,

dϕ

dθ
(0) = Lσϕ

}

,

Aσϕ =
dϕ

dθ
.

(6)

The evolution operator corresponding to a piecewise constant signal σ(t) =
∑

k≥0

1[tk,tk+1)(t)σk with t0 ≥ 0, tk < tk+1 for k ≥ 0 is given by

Tσ(·)(t) = Tσk
(t− tk)Tσk−1

(tk − tk−1)...Tσ0
(t1 − t0)

for each t ∈ [tk, tk+1). In order to define the evolution in this sense one just
needs a family of C0-semigroups. This is exactly the notion of switched system

xt = Tσ(·)(t)x0,

xt0 = ϕ ∈ X,
(7)

considered in [7] for general Banach spaces.
Similarly, one can associate a switched system with (5) for initial conditions

in the L2 setting. For every σ ∈ S and (ϕ, z) ∈ L2([−r, 0],Rn) × R
n there

exists a function x(·), absolutely continuous on [0,+∞), satisfying x(0) = z and
(5) almost everywhere. Moreover (xt(·), x(t)) = Tσ(t)(ϕ(·), z) where Tσ(·) is
a C0-semigroup on L2([−r, 0],Rn) × R

n (see e.g. [1]). We discuss the stability
properties of this switched system in Section 4.2.

3 Statement of the main result

The notion of uniform exponential stability is recalled in the following definition.

Definition 1 We say that system (2) is uniformly exponentially stable in X if
there exist two constants α ≥ 1 and β > 0 such that for every initial condition
ϕ ∈ X the solution x(t, ϕ) of (2)-(3) exists for every t ∈ [t0,+∞) and satisfies

‖xt‖X ≤ αe−β(t−t0)‖ϕ‖X , t ≥ t0, σ(·)-uniformly.

Here and in the following, σ(·)-uniformly means that the constants a, b do not
depend on the choice of the piecewise constant σ : [0,∞) → S.

Remark 1 Because of its linear nature, one can easily check that system (2)
is uniformly exponentially stable if and only if it is uniformly asymptotically
stable. We recall that system (2) is said to be uniformly asymptotically stable if
for every R > 0 there exists r > 0 such that, for every solution x(·) of (2)-(3),
‖ϕ‖X < r implies ‖xt‖X < R for t ≥ t0, and if, moreover, the solutions of (2)-
(3) converge to zero uniformly (i.e., there exists a constant δ > 0, independent
of t0 and σ(·), such that for every ǫ > 0 there exists a ζ(ǫ) such that ‖ϕ‖X < δ
implies ‖xt‖X < ǫ for every t ≥ t0 + ζ).
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Remark 2 By definition of Tσ(·)(t), we have that system (2) is uniformly
exponentially stable in X if and only if there exist constants α ≥ 1 and β > 0
such that

‖Tσ(·)(t)‖L(X) ≤ αe−β(t−t0), t ≥ t0, σ(·)-uniformly.

From now on, without loss of generality, we assume that t0 = 0.
In order to state our main result we introduce the generalized Dini derivatives

of a function V : X → [0,∞) as follows

DσV (x) = lim
t→0

sup
V (Tσ(t)x)− V (x)

t
,

DσV (x) = lim
t→0

inf
V (Tσ(t)x)− V (x)

t
,

noting that possibly DσV (x), DσV (x) = ∞ for some x ∈ X and σ ∈ S. Recall
that V (·) is said to be directionally differentiable in the sense of Fréchet at
x ∈ X if there exists a continuous linear functional V ′(x) such that for every
ψ ∈ X

V ′(x)(ψ) = lim
t→0

V (x+ tψ)− V (x)

t
,

and, moreover,

lim
ψ→0

V (x+ ψ)− V (x)− V ′(x)(ψ)

‖ψ‖X
= 0.

The main result of this paper is the following theorem.

Theorem 2 Let Q ⊂ L(C([−r, 0],Rn),Rn) be bounded. The following state-
ments are equivalent:

(i) System (2) is uniformly exponentially stable in C([−r, 0],Rn).

(ii) System (2) is uniformly exponentially stable in H1([−r, 0],Rn).

(iii) There exists a function V : C([−r, 0],Rn) → [0,∞) such that
√

V (·) is a
norm on C([−r, 0],Rn),

c‖ϕ‖2C ≤ V (ϕ) ≤ c‖ϕ‖2C

for some constants c, c > 0 and

DσV (ϕ) ≤ −‖ϕ‖2C , σ ∈ S, ϕ ∈ C([−r, 0],Rn).

(iv) There exists a directionally Fréchet differentiable function V : H1([−r, 0],Rn) →
[0,∞) such that

√

V (·) is a norm on H1([−r, 0],Rn),

c‖ϕ‖2H1 ≤ V (ϕ) ≤ c‖ϕ‖2H1

for some constants c, c > 0 and

DσV (ϕ) ≤ −‖ϕ‖2H1 , σ ∈ S, ϕ ∈ H1([−r, 0],Rn).
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(v) There exists a continuous function

V : C([−r, 0],Rn) → [0,∞)

such that
V (ϕ) ≤ c‖ϕ‖2C

for some constant c > 0 and

DσV (ϕ) ≤ −|ϕ(0)|2, σ ∈ S, ϕ ∈ C([−r, 0],Rn).

(vi) There exists a continuous function

V : H1([−r, 0],Rn) → [0,∞)

such that
V (ϕ) ≤ c‖ϕ‖2H1

for some constant c > 0 and

DσV (ϕ) ≤ −|ϕ(0)|2, σ ∈ S, ϕ ∈ H1([−r, 0],Rn).

Clearly, a Lyapunov function V (·) satisfying condition (v) (respectively (vi))
does not necessarily satisfy the stronger conditions appearing in condition (iii) (re-
spectively (iv)). Hence, condition (v) (respectively (vi)) is better suited for
proving the global uniform exponential stability of a RFDE, while condition
(iii) (respectively (iv)) provides more information on a linear uncertain time-
delay system that is known to be globally uniformly exponentially stable, by
tightening the properties satisfied by V (·).

Remark 3 Concerning the regularity of the Lyapunov functions satisfying con-
ditions (iii) and (iv), recall that being a squared norm is equivalent to be positive
definite, homogeneous of degree 2, continuous and convex.

4 Stability

We begin this section by showing that the solutions of (2) are σ(·)-uniformly
exponentially bounded, i.e, there exist M ≥ 1, w > 0 such that

‖Tσ(·)(t)‖L(X) ≤Mewt, t ≥ 0, σ(·)-uniformly, (8)

in both casesX = C([−r, 0],Rn) andX = H1([−r, 0],Rn). This property, which
is a necessary condition for the σ(·)-uniform exponential stability of (2), is not
satisfied when X = L2([−r, 0],Rn), as we show by means of a counterexample.
Then, we prove the equivalence between the uniform exponential stability of (2)
in the spaces C([−r, 0],Rn) and H1([−r, 0],Rn).
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4.1 Uniform exponential boundedness

The σ(·)-uniform exponential boundedness of the solutions of (2), both when
X = C([−r, 0],Rn) and H1([−r, 0],Rn), is given by the following lemma.

Lemma 3 Let Q ⊂ L(C([−r, 0],Rn),Rn) be bounded. If X = C([−r, 0],Rn)
or H1([−r, 0],Rn) then the solutions of (2) are σ(·)-uniformly exponentially
bounded.

Proof. The proof is provided separately for the two cases.
Let X = C([−r, 0],Rn) and ϕ ∈ X. By integrating system (2) and using

equation (4), one has for every t ≥ 0 and every µ ∈ [−r, 0]

|x(t+ µ)| ≤ max{‖ϕ‖C , |ϕ(0)|+

∫ max{0,t+µ}

0

m‖xs‖Cds}

≤ ‖ϕ‖C +m

∫ max{0,t+µ}

0

‖xs‖Cds,

that is

‖xt‖C ≤ ‖ϕ‖C +m

∫ t

0

‖xs‖Cds.

Thanks to Gronwall’s Lemma, we have

‖xt‖C ≤ ‖ϕ‖Ce
mt, (9)

which implies that the solutions of (2) are σ(·)-uniformly exponentially bounded
in C([−r, 0],Rn).

Let now X = H1([−r, 0],Rn) and ϕ ∈ X. For each t ≥ 0, we have

‖xt‖
2
L2 =

∫ 0

−r

|xt(s)|
2ds ≤

∫ 0

−r

‖xt‖
2
Cds ≤ r‖xt‖

2
C . (10)

Combining equations (9) and (10) and using the Poincaré inequality

‖ϕ‖C ≤ λr‖ϕ‖H1 , (11)

where λr only depends on r, gives

‖xt‖
2
L2 ≤ rλ2re

2mt‖ϕ‖2H1 . (12)
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On the other hand, from (2), (4) and (9) we have the following inequalities

‖ẋt‖
2
L2 =

∫ 0

−r

|ẋt(s)|
2ds =

∫ t

t−r

|ẋ(s)|2ds

≤ ‖ϕ̇‖2L2 +

∫ t

0

|ẋ(s)|2ds

≤ ‖ϕ‖2H1 +m2

∫ t

0

‖xs‖
2
Cds

≤ ‖ϕ‖2H1 +m2‖ϕ‖2C

∫ t

0

e2msds

≤

(

1 +
mλ2r
2

(
e2mt − 1

)
)

‖ϕ‖2H1

≤
(
1 +mλ2r

)
e2mt‖ϕ‖2H1 . (13)

Combining equations (12) and (13) gives

‖xt‖H1 ≤ Ct‖ϕ‖H1

with
C2
t =

(
1 +mλ2r + rλ2r

)
e2mt,

which ends the proof. �

4.2 Uniform exponential boundedness: case X = L2([−r, 0],Rn)×
R

n

The uniform exponential boundedness of the solutions of (2) is not, in general, an
acquired property. In fact, even if this property holds when X = C([−r, 0],Rn)
or X = H1([−r, 0],Rn), this is no longer true in the case X = L2([−r, 0],Rn)×
R
n. This point is clarified by means of the following counterexample. Consider

the one-dimensional switched delayed system in L2([−1, 0],R)× R defined by

ẋ(t) = −x(t− σp(t)) t ≥ 0
x0 = ϕ
x(0) = ϕ0.

(14)

Let, for every p ≥ 1,

σp(t) =







p
∑

k=1

ak1Ak
(t) +

1

2
for 0 ≤ t < 1/2,

0 for t ≥ 1/2,

with Ak = [ak, ak+1), ak =
k − 1

2p
, k = 1, · · ·, p+ 1, and let

ϕ(s) =

∣
∣
∣
∣
s+

1

2

∣
∣
∣
∣

α

, −1 < s < 0,

9



where α is a real number such that α ∈ (−1/2, 0). The existence and uniqueness
of an absolutely continuous function, solution of (14) for a fixed p, is guaranteed
by [1, Theorem 2.4.1]. Such solutions are not uniformly exponentially bounded
with respect to the choice of p. In fact, one can easily verify that, for t ≤ 1/2,
the solution of system (14) with ϕ0 = 0 is given by

x(t) = −

∫ t

0

ϕ (s− σp(s)) ds.

Since

−
1

2
≤ s− σp(s) <

1

2p
−

1

2
∀s ∈ Ak,

we obtain the inequality

|x(t)| =

∫ t

0

ϕ (s− σp(s)) ds >

∫ t

0

(
1

2p

)α

ds =
t

(2p)α
.

By consequence, we have that ‖xt‖L2 ≥
t

(2p)α
. Letting p tend to +∞, one

clearly cannot find two constants M ≥ 1 and w > 0 such that inequality (8)
holds for every 0 < t ≤ 1/2.
Since the solutions of system (14) are not uniformly exponentially bounded,
they cannot be uniformly exponentially stable in L2([−1, 0],R) × R. Notice,
however, that system (14) is asymptotically stable in L2([−1, 0],R)×R. Indeed,
by considering as initial condition at time t0 = 1 the continuous function x1,
we may interpret equation (14) as a delayed system in C([−1, 0],R). For this
system we can apply [6, Theorem V.5.2], which ensures the uniform asymptotic
stability in C([−1, 0],R).

4.3 Equivalence between exponential stability in C([−r, 0],Rn)
and in H1([−r, 0],Rn)

The equivalence between the exponential stability in C([−r, 0],Rn) and inH1([−r, 0],Rn)
of system (2) is given by the following proposition.

Proposition 4 Let Q ⊂ L(C([−r, 0],Rn),Rn) be bounded. The following two
statements are equivalent:

(i) System (2) is uniformly exponentially stable in C([−r, 0],Rn).

(ii) System (2) is uniformly exponentially stable in H1([−r, 0],Rn).

Proof. Firstly, remark that we have the following norm comparison

‖xt‖H1 ≤ γ‖xt‖C[−2r,0], t ≥ r, (15)

with γ =
√

r(1 +m2), which follows from the two estimates

‖xt‖
2
L2 =

∫ 0

−r

|xt(s)|
2ds ≤ r‖xt‖

2
C[−r,0]
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and

‖ẋt‖
2
L2=

∫ t

t−r

|Lσ(s)xs|
2ds

≤ rm2‖xt‖
2
C[−2r,0].

Now, assume that system (2) is uniformly exponentially stable in C([−r, 0],Rn).
Then, there exist two constants α ≥ 1 and β > 0 such that, for every ϕ ∈
C ([−r, 0],Rn), the solution x(·) to (2) satisfies

‖xt‖C[−r,0] ≤ αe−βt‖ϕ‖C[−r,0]. (16)

Then, we have that

‖xt−r‖C[−r,0] ≤ αe−β(t−r)‖ϕ‖C[−r,0],

which can be rewritten as

‖xt‖C[−2r,−r] ≤ αeβre−βt‖ϕ‖C[−r,0]. (17)

Combining (16) and (17) gives that

‖xt‖C[−2r,0] ≤ αeβre−βt‖ϕ‖C[−r,0]. (18)

Then, the uniform exponential stability in H1 ([−r, 0],Rn) derives from equa-
tions (15) and (18) together with (11).
Conversely, assume that system (2) is uniformly exponentially stable inH1([−r, 0],Rn).
Then, there exist two constants α ≥ 1 and β > 0 such that, for every η ∈
H1 ([−r, 0],Rn), the solution x(·) of (2) with initial condition xt0 = η satisfies

‖xt‖H1 ≤ αe−β(t−t0)‖η‖H1 , t ≥ t0, σ(·)-uniformly. (19)

Let x(·) be the unique solution of (2) with initial condition ϕ ∈ C ([−r, 0],Rn).
From (15), one has that xr ∈ H1 ([−r, 0],Rn). For t ≥ r it follows from (19)
that

‖xt‖H1 ≤ αe−β(t−r)‖xr‖H1 , (20)

which implies, together with (15), that

‖xt‖H1 ≤ αγe−β(t−r)‖xr‖C[−2r,0]. (21)

Furthermore, from (9), we have that

‖xr‖C[−2r,0] ≤ emr‖ϕ‖C[−r,0]. (22)

Combining (21) and (22) together with (11) gives the inequalities

‖xt‖C[−r,0] ≤ λr‖xt‖H1

≤ λre
mrαγe−β(t−r)‖ϕ‖C[−r,0],

which end the proof. �
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5 Sufficient conditions for stability: weakly de-

generate Lyapunov–Krasovskii functional

In this section we establish two equivalence results for the global uniform expo-
nential stability of system (2) in H1([−r, 0],Rn) and C([−r, 0],Rn). The first
equivalence is a straightforward application of [7, Theorem 3], which gives a
necessary and sufficient condition for the global uniform exponential stability of
switched systems of the type (7). The second one uses a Lyapunov–Krasovskii
functional satisfying weakened conditions adapted to the RFDE setting.

Due to the σ(·)-uniform exponential boundedness of the solutions of (2), in
C([−r, 0],Rn) and H1([−r, 0],Rn), a direct application of [7, Theorem 3] gives
a first necessary and sufficient condition for the global uniform exponential
stability of (2). This is given by the following theorem.

Theorem 5 Let Q ⊂ L(C([−r, 0],Rn),Rn) be bounded. System (2) is uni-
formly exponentially stable in X, if and only if there exists a function V : X →
[0,∞) such that

√

V (·) is a norm on X,

V (ϕ) ≤ c‖ϕ‖2X ,

for some constant c > 0 and

DσV (ϕ) ≤ −‖ϕ‖2X , σ ∈ S, ϕ ∈ X.

Proof. The proof results directly from Lemma 3 and [7, Theorem 3]. �

The crucial step for the second equivalence is given by the following lemma
proved in [7], which extends a result obtained in [17] in the framework of strongly
continuous semigroups to switched system of the form (7).

Lemma 6 Assume that

(i) there exist M ≥ 1 and w > 0 such that

‖Tσ(·)(t)‖L(X) ≤Mewt, t ≥ 0, σ(·)-uniformly,

(ii) there exist c ≥ 0 and p ∈ [1,+∞) such that

∫ +∞

0

‖Tσ(·)(t)x‖
p
X ≤ c‖x‖pX , σ(·)-uniformly,

for every x ∈ X.

Then there exist K ≥ 1 and µ > 0 such that

‖Tσ(·)(t)‖L(X) ≤ Ke−µt, t ≥ 0, σ(·)-uniformly.

The second equivalence result, in the case X = H1([−r, 0],Rn), is given by
the following theorem.
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Theorem 7 Let Q ⊂ L(C([−r, 0],Rn),Rn) be bounded. Then system (2) is
uniformly exponentially stable in H1([−r, 0],Rn) if and only if there exists a
continuous function V : H1([−r, 0],Rn) → [0,+∞) such that

V (ϕ) ≤ c‖ϕ‖2H1 , (23)

for some constant c > 0 and

DσV (ϕ) ≤ −|ϕ(0)|2, σ ∈ S, ϕ ∈ H1([−r, 0],Rn). (24)

Proof. Suppose that there exit a continuous function V : H1([−r, 0],Rn) →
[0,+∞) such that conditions (23)-(24) hold. From Lemma 3, we know that the
solutions of system (2) are σ-uniformly exponentially bounded. Then, thanks
to Lemma 6, it suffices to prove that there exists a constant c0 > 0 such that

∫ +∞

0

‖xt‖
2
Xds ≤ c0‖ϕ‖

2
X , ϕ ∈ X, σ(·)-uniformly, (25)

to conclude the global exponential stability of the solution of (2). For all piece-
wise constant σ(·) with values in S, ϕ ∈ H1([−r, 0],Rn) and t ≥ 0, we have

V (xt)− V (x0) ≤ −

∫ t

0

|xs(0)|
2ds, (26)

as it follows from (24) and the properties of the Dini derivative (see, e.g., [5]).
Using the fact that V is non-negatively valued, one deduces from (23) and (26)
the following inequality

∫ +∞

0

|xs(0)|
2ds ≤ c‖ϕ‖2H1 . (27)

In the sequel, we deduce from (27) that equation (25) holds. Firstly, remark
that

∫ t

0

‖xs‖
2
L2ds =

∫ t

0

ds

∫ 0

−r

|xs(θ)|
2dθ

=

∫ t

0

ds

∫ 0

−r

|xs+θ(0)|
2dθ

=

∫ 0

−r

dθ

∫ t

0

|xs+θ(0)|
2ds

≤

∫ 0

−r

dθ

∫ t

−r

|xs(0)|
2ds

= r

∫ t

−r

|xs(0)|
2ds. (28)
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Furthermore, we have

∫ t

0

‖ẋs‖
2
L2ds ≤ r

∫ t

−r

|ẋs(0)|
2ds

= r

∫ t

−r

|ẋ(s)|2ds

=r

∫ 0

−r

|ϕ̇(s)|2ds+ r

∫ t

0

|ẋ(s)|2ds

≤ r‖ϕ‖2H1 + r

∫ t

0

|ẋ(s)|2ds. (29)

Let s ≥ 0. There exists τ ∈ [−r, 0] such that ‖xs‖C = |x(s+ τ)|. Let N ≥ 1 be
a natural number. There exists 1 ≤ j(s) ≤ N such that

0 ≤ τ + j(s)
r

N
≤

r

N
.

We have that

|x(s+ τ)| ≤
∣
∣
∣x

(

s− j(s)
r

N

)∣
∣
∣+

∫ s+τ

s−j(s) r
N

|ẋ(θ)|dθ

≤
∣
∣
∣x

(

s− j(s)
r

N

)∣
∣
∣+

√
r

N
‖ẋ‖L2[s−j(s) r

N
,s+τ ]

≤
∣
∣
∣x

(

s− j(s)
r

N

)∣
∣
∣+

√
r

N
‖ẋs‖L2[−r,0]

≤
∣
∣
∣x

(

s− j(s)
r

N

)∣
∣
∣+

√
r

N
‖xs‖H1 .

Therefore, from equation (4), we have

|ẋ(s)| ≤ m
∣
∣
∣x

(

s− j(s)
r

N

)∣
∣
∣+m

√
r

N
‖xs‖H1

≤ m

N∑

j=1

∣
∣
∣x

(

s− j
r

N

)∣
∣
∣+m

√
r

N
‖xs‖H1 ,

from which we conclude that

|ẋ(s)|2 ≤ 2Nm2
N∑

j=1

∣
∣
∣x

(

s− j
r

N

)∣
∣
∣

2

+ 2m2 r

N
‖xs‖

2
H1 .
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By integrating the previous equation over [0, t], we obtain

∫ t

0

|ẋ(s)|2ds ≤ 2Nm2
N∑

j=1

∫ t

0

|x(s− j
r

N
)|2ds

+ 2m2 r

N

∫ t

0

‖xs‖
2
H1ds

≤ 2N2m2

∫ t

−r

|x(s)|2ds

+ 2m2 r

N

∫ t

0

‖xs‖
2
H1ds,

which implies that

∫ t

0

|ẋ(s)|2ds ≤2N2m2‖ϕ‖2H1 + 2N2m2

∫ t

0

|x(s)|2ds

+ 2m2 r

N

∫ t

0

‖xs‖
2
H1ds. (30)

Equations (29) and (30) together imply that

∫ t

0

‖ẋ(s)‖2L2ds ≤ r
(
1 + 2N2m2

)
‖ϕ‖2H1

+2rN2m2

∫ t

0

|x(s)|2ds

+2m2 r
2

N

∫ t

0

‖xs‖
2
H1ds.

(31)

Furthermore, equations (28) and (31) together yield

∫ t

0

‖xs‖
2
H1ds ≤ 2r

(
1 +N2m2

)
‖ϕ‖2H1

+r
(
1 + 2N2m2

)
∫ t

0

|x(s)|2ds

+2m2 r
2

N

∫ t

0

‖xs‖
2
H1ds.

For sufficiently large N , the quantity 1− 2m2 r2

N
is positive and we have

∫ t

0

‖xs‖
2
H1ds ≤ c1

∫ t

0

|x(s)|2ds+ c2‖ϕ‖
2
H1ds, (32)

with

c1 =
r
(
1 + 2N2m2

)

1− 2m2 r2

N

and c2 =
2r

(
1 +N2m2

)

1− 2m2 r2

N

.
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Equations (27) and (32) together imply that

∫ t

0

‖xs‖
2
H1ds ≤ c0‖ϕ‖

2
H1 ,

with c0 = cc1 + c2. When t tends to +∞ we deduce that

∫ +∞

0

‖xt‖
2
H1ds ≤ c0‖ϕ‖

2
H1 , (33)

which concludes, thanks to Lemma 6, the proof of the global uniform exponen-
tial stability of system (2) in the case when X = H1([−r, 0],Rn).
Conversely, suppose that system (2) is uniformly exponentially stable inH1([−r, 0],Rn).
Then, from Theorem 5, there exists a function V : H1([−r, 0],Rn) → [0,∞) such
that

√

V (·) is a norm on H1([−r, 0],Rn),

V (ϕ) ≤ c‖ϕ‖2H1

for some constant c > 0 and

DσV (ϕ) ≤ −‖ϕ‖2H1 , σ ∈ S, ϕ ∈ H1([−r, 0],Rn). (34)

Thanks to the Poincaré inequality (given by equation (11)) and the fact that
|ϕ(0)| ≤ ‖ϕ‖C , equation (34) yields

DσV (ϕ) ≤ −λr|ϕ(0)|
2, σ ∈ S, ϕ ∈ H1([−r, 0],Rn),

which ends the proof. �

The extension of this equivalence result to the case when X = C([−r, 0],Rn) is
given by the following corollary.

Corollary 8 System (2) is uniformly exponentially stable in C([−r, 0],Rn), if
and only if there exits a continuous function V : C([−r, 0],Rn) → [0,+∞) such
that

V (ϕ) ≤ c‖ϕ‖2C , (35)

for some constant c > 0 and

DσV (ϕ) ≤ −|ϕ(0)|2, σ ∈ S, ϕ ∈ C([−r, 0],Rn). (36)

Proof. Suppose that system (2) is uniformly exponentially stable in C([−r, 0],Rn).
Then, following the same reasoning as in Theorem 7, we know that there exists
a function V : C([−r, 0],Rn) → [0,∞) that satisfies conditions (35)-(36).
Conversely, suppose that conditions (35)-(36) are satisfied. Let ϕ ∈ C([−r, 0],Rn)
and let x(·) be the unique solution of system (2) with initial condition x0 = ϕ.
From equation (15), we know that xt ∈ H1([−r, 0],Rn), for t ≥ r. Furthermore,
from equation (35), we have

V (xt) ≤ c‖xt‖
2
C ,
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from which we deduce, using the Poincaré inequality, that

V (xt) ≤ c1‖xt‖
2
H1 , (37)

for some constant c1 > 0. Equations (36) and (37) together with Theorem 7
imply that system (2) is uniformly exponentially stable in H1([−r, 0],Rn). Fi-
nally, we deduce, from Proposition 4, that system (2) is uniformly exponentially
stable in C([−r, 0],Rn), concluding the proof. �

5.1 Proof of Theorem 2

Theorem 2 is a direct consequence of our previous results together with [7,
Theorem 6]. In fact, from Proposition 4 we obtain the equivalence (i) ⇔ (ii).
Theorem 7 and Corollary 8 give the equivalence (ii) ⇔ (vi) and (i) ⇔ (v),
respectively. Finally, with [7, Theorem 6], we have the equivalences (i) ⇔ (iii)
and (ii) ⇔ (iv). The regularity of V (·) in (iv) actually follows from [7, Corollary
9]. �

6 Discussion

We compare here the results obtained in the previous section with the Lyapunov–
Krasovskii theorems given in [6] and [10]. We start by recalling a Lyapunov–
Krasovskii theorem given in [6, Theorem V.2.1] for general retarded functional
differential equation of the form

ẋ = f(t, xt).

Theorem 9 Suppose that f : R×C([−r, 0],Rn) → R
n is a continuous function.

Suppose that for any bounded set B, f maps R×B into a bounded set of Rn, and
u, v, w : [0,+∞) → [0,+∞) are continuous nondecreasing functions, u(s) and
v(s) are positive for s > 0, and u(0) = v(0) = 0. If there exists a continuous
function V : R× C([−r, 0],Rn) → R such that

u(|ϕ(0)|) ≤ V (t, ϕ) ≤ v(‖ϕ‖C)

DV (t, ϕ) ≤ −w(|ϕ(0)|)

then the solution x = 0 of equation (9) is uniformly stable. If u(s) → +∞ as
s → +∞, the solutions of equation (9) are uniformly bounded. If w(s) > 0 for
s > 0, then the solution x = 0 is uniformly asymptotically stable.

This theorem is not given for switched systems and the uniformity property
mentioned is with respect to the initial condition. In [14] the authors show that
the existence of a Lyapunov–Krasovskii functional is a necessary and sufficient
condition for the uniform global asymptotic stability and the global exponen-
tial stability of autonomous systems described by neutral functional differential
equations in Hale’s form.
The proof of Theorem 9 can be straightforwardly modified to consider system
(2), and this is reformulated by the following theorem.
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Theorem 10 Consider system (2). If there exists a continuous function V :
C([−r, 0],Rn) → R such that

c|ϕ(0)|2 ≤ V (ϕ) ≤ c‖ϕ‖2C (38)

for constants c, c > 0 and

DσV (ϕ) ≤ −|ϕ(0)|2, σ ∈ S, ϕ ∈ C([−r, 0],Rn) (39)

then the solution to (2) is uniformly exponentially stable in C([−r, 0],Rn).

Thanks to our previous results, we can give a converse version for Theorem 10.
More precisely, Theorem 2 implies that if system (2) is uniformly exponentially
stable in C([−r, 0],Rn), then there exists a continuous function V : C([−r, 0],Rn) →
R such that equations (38)-(39) hold.

Let us conclude this section by commenting on [10, Theorem 2.10]. When re-
stricted to linear systems of the form (2), such result establishes the equivalence
between the uniform exponential stability in C([−r, 0],Rn) and the existence of a
Lyapunov–Krasovskii functional either as in the statement (iii) of Theorem 2 or
with a lower bound as the one in (38). In the latter case, however, the Lyapunov–
Krasovskii functional is defined on a space of the type C([−r − τ, 0],Rn), for
some τ ≥ 0, on which system (2) is lifted.

7 Conclusion

In this work we give a collection of converse Lyapunov–Krasovskii theorems for
uncertain retarded functional differential equations. These results, which are
summarized by Theorem 2, are essentially given by Theorems 5 and 7. They are
obtained using the switched system transformation approach. By Theorem 5,
we show that the existence of a squared norm V (·) on C([−r, 0],Rn), with suit-
able commensurability conditions, is a necessary and sufficient condition for the
uniform exponential stability of system (2). Theorem 7 represents our main
result, where the assumption that V (·) is a squared norm on C([−r, 0],Rn) is
dropped. One of the novelties of our results is that these functionals may not
have a strictly positive norm-dependent lower bound, in contrast with what is
known in the literature.
Concerning the differences between conditions (iii) (respectively (iv)) and (v) (re-
spectively (vi)) appearing in the statement of Theorem 2, we already noticed
that a Lyapunov function V (·) satisfying condition (v) (respectively (vi)) does
not necessarily satisfy the stronger condition (iii) (respectively (iv)). Hence,
condition (v) (respectively (vi)) is better suited for proving the global uniform
exponential stability of a linear uncertain retarded differential equations, while
condition (iii) (respectively (iv)) provides more information on a linear un-
certain retarded differential equations that is known to be globally uniformly
exponentially stable, by tightening the properties satisfied by V (·).
Finally, a comparison of our results with the Lyapunov–Krasovskii theorems
given in [6] and [10] is discussed in Section 6.
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A Appendix: extension to the measurable case

Let Q be a bounded subset of the Banach space L(C([−r, 0],Rd),Rd), and fix
m > 0 such that

|Lϕ| ≤ m‖ϕ‖C ∀ϕ ∈ C([−r, 0],Rd). (40)

Let T > 0 and Γ : [0, T ] → Q be such that Γ(·)ϕ is measurable for any ϕ ∈
C([−r, 0],Rd). We associate with Γ the linear retarded functional differential
equation

ẋ(t) = Γ(t)xt,
x0 = ϕ.

(41)

For every ϕ ∈ C([−r, 0],Rd), we know that under assumption (40), system (41)
has a unique solution on [−r,+∞) (Lemma 1).
For n ≥ 1, consider the function Γ(·)xj T

n
∈ L∞

(
Ij ,R

d
)
with Ij =

[
(j − 1)T

n
, j T

n

)
,

1 ≤ j ≤ n. Remark that
n

T

∫

Ij

Γ(s)xj T
n
ds ∈ conv(E), where

E = {Lxj T
n
: L ∈ Q} ⊂ R

d.

Carathéodory’s theorem implies that
n

T

∫

Ij

Γ(s)xj T
n
ds is a convex combination

of d+ 1 points of E, i.e.

n

T

∫

Ij

Γ(s)xj T
n
ds =

d+1∑

i=1

αijLijxj T
n
,

where Lij ∈ Q, αij is nonnegative and
d+1∑

i=1

αij = 1. We use the coefficients of

this convex combination to define the following function

Γn(t) = Lij t ∈ Iij ,

where the intervals Iij are such that
⋃

j

Iij = Ij and |Iij | = αij
T

n
. We clearly

have that Γn(·) belongs to the set of piecewise constant functions with values
in Q, which we denote by PC ([0, T ], Q).
Associate with Γn the linear retarded functional differential equation

ẋn(t) = Γn(t)xn,t,
xn,0 = x0,

(42)

where xn,t : [−r, 0] → R
n denotes the state defined by xn,t(θ) = xn(t + θ),

−r ≤ θ ≤ 0. We have the following lemma.
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Lemma 11 Suppose that assumption (40) holds. Take T > 0 and let x(·) and
xn(·) be the unique solutions of systems (41) and (42), respectively. Then

lim
n→+∞

‖xn,T − xT ‖C = 0. (43)

Proof. Let yn(·) = xn(·)−x(·) and yn,t = xn,t−xt. By integrating systems (41)
and (42) we have that, for every θ ∈ [−r, 0] such that T + θ > 0,

yn(T + θ) =

∫ T+θ

0

(Γn(s)xn,s − Γ(s)xs) ds.

Adding and subtracting

∫ T+θ

0

Γn(s)xsds to the previous equation, and using

equation (40), we obtain

|yn(T + θ)| ≤ m

∫ T+θ

0

‖yn,s‖Cds+ |fn(T + θ)|,

with fn(t) =

∫ t

0

(Γn(s)− Γ(s))xsds. This leads to

‖yn,T ‖C ≤ m

∫ T

0

‖yn,s‖Cds+ ‖fn‖C[0,T ],

from which we obtain, thanks to Gronwall’s Lemma, that

‖yn,T ‖C ≤ emT ‖fn‖C[0,T ]. (44)

We are going to show that fn converges uniformly to zero on the interval [0, T ].
Observe that

fn(t) =
n∑

j=1

∫

Ij∩[0,t]

(Γn(s)− Γ(s))
(

xs − xj T
n

)

ds

−
n∑

j=1

∫

Ij∩[0,t]

(Γn(s)− Γ(s))xj T
n
ds

︸ ︷︷ ︸

Kj

.

We distinguish three different cases:

• if j <
[
nt
T

]
, then by definition of Γn(·), we have

Kj =

∫

Ij

Γn(s)xj T
n
ds−

∫

Ij

Γ(s)xj T
n
ds

=

d+1∑

i=1

∫

Iij

Lijxj T
n
ds−

T

n

d+1∑

i=1

αijLijxj T
n

=
d+1∑

i=1

αij
T

n
Lijxj T

n
−
T

n

d+1∑

i=1

αijLijxj T
n

= 0,
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• if j =
[
nt
T

]
, then

Kj =

∫

[(j−1)T
n
,t]

(Γn(s)− Γ(s))xj T
n
ds

≤

∫

[(j−1)T
n
,t]

∣
∣
∣(Γn(s)− Γ(s))xj T

n

∣
∣
∣ds

≤ 2m

∫

Ij

‖xj T
n
‖Cds

= 2m
T

n
‖xj T

n
‖C ,

• if j >
[
nt
T

]
, then Ij ∩ [0, t] = ∅, and by consequence Kj = 0.

Since x(·) is uniformly continuous on [0, T ], we deduce that for every ǫ > 0,

there exists n0 such that if n ≥ n0 then

n∑

j=1

|Kj | < ǫ. Moreover, there exists n1

such that if n ≥ n1 then ‖xs−xj T
n
‖C < ǫ for every s ∈ Ij and every j = 1, . . . , n.

As a consequence, if n ≥ max{n0, n1} we have

|fn(t)| ≤ (2mT + 1) ǫ.

Note that this is true for every t ∈ [0, T ]. We conclude that

‖fn‖C[0,T ] ≤ (2mT + 1) ǫ. (45)

Equation (45), together with (44), concludes the proof of (43). �

Theorem 12 System (41) is uniformly exponentially stable for Γ : [0,+∞) →
Q such that Γ(·)ϕ is measurable for any ϕ ∈ C([−r, 0],Rd) if and only if it is
uniformly exponentially stable for Γ ∈ PC ([0,+∞), Q).

Proof. Let T > 0 and Γ ∈ L∞ ([0, T ], Q). Thanks to Lemma 11, we know that

‖xT ‖C = lim
n→+∞

‖xn,T ‖C , (46)

where x(·) and xn(·) are the solutions of systems (41) and (42), respectively.
Suppose that system (41) is uniformly exponentially stable for Γ ∈ PC ([0,∞], Q).
Then, there exist constants a ≥ 1 and b > 0 such that for every initial condition
ϕ ∈ C([−r, 0],Rn) we have

‖xn,T ‖C ≤ ae−bT ‖ϕ‖C . (47)

Combining equations (46) and (47) gives

‖xT ‖C ≤ ae−bT ‖ϕ‖C .

Remark that the property given in the previous equation is true for all T > 0,
concluding the proof. �

Remark 4 Theorem 12 is still true when the phase space C([−r, 0],Rd) is re-
placed by H1([−r, 0],Rd). This follows from the same arguments as in Lemma 1
and Proposition 4.
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