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Abstract

This paper aims at designing a fractional order differentiator for a class of signals satisfying a lin-

ear differential equation with unknown parameters. We propose a generalized modulating function

method which is used first to estimate the unknown parameters, then to derive accurate integral

formulae for the left-sided Riemann-Liouville fractional derivative of the studied signal. Unlike

the improper integral in the definition of the left-sided Riemann-Liouville fractional derivative,

the integrals in the proposed formulae can be proper and be considered as a low-pass filter by

choosing appropriate modulating functions. Hence, digital fractional order differentiators appli-

cable for on-line applications are deduced using a numerical integration method in discrete noisy

case. Moreover, some error analysis are given for noise error contributions due to a class of stochas-

tic processes. Finally, numerical examples are given to show the accuracy and robustness of the

proposed fractional order differentiators.

Keywords: Fractional order differentiator, Riemann-Liouville derivative, Generalized modulating

functions method, Noise

1. Introduction

Fractional calculus were introduced in many fields of science and engineering long time ago.

It was first developed by mathematicians in the middle of the ninetieth century [1]. During the

past decades, fractional calculus has gained great interest in several applications [2, 3, 4]. For

instance, fractional derivatives can improve the performances and robustness properties in control

design (see, e.g., [5, 6, 7, 8]) and in signal processing applications (see, e.g., [9, 10, 11, 12]). The

fractional order numerical differentiation is concerned with the estimation of the fractional order

derivatives of an unknown signal from its discrete noisy observed data. As in the integer order

case, this problem is an ill-posed problem in the sense that a small noise can lead to a large

error in approximated derivatives. In order to overcome this problem, various robust fractional

order differentiators have been proposed in the frequency domain (see, e.g., [13, 14]) and in the
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time domain, such as digital fractional order Savitzky-Golay differentiator [15], fractional order

Jacobi differentiator [16, 17], and B-Spline functions-based fractional order differentiator [18]. The

main idea of the latter fractional order differentiators designed in the time domain is to use a

polynomial to approximate the unknown signal whose fractional order derivatives are estimated by

differentiating the polynomial. If we consider the used polynomial as the truncated Taylor series

expansion of the unknown signal, then these fractional order differentiators contain an estimation

error due to the truncated term in the Taylor series expansion (see [17] for some error analysis).

When estimating the fractional order derivatives of an unknown signal, even in the noise free case,

this kind of truncation errors can produce large errors near the boundaries of the interval where

the fractional order derivatives are estimated [16, 18, 17].

The existing fractional order differentiators are usually extensions of integer order differentiators

[19, 20, 21]. When estimating the derivatives of an unknown signal, if the differentiators do not

depend on any model which gives the unknown signal, then we call them model-free differentiators.

In order to avoid truncation errors, integer order model-based differentiators have been proposed

using a recent algebraic parametric method to estimate the state variables of an input-output

linear system [22, 23, 24]. The successive integer order derivatives of output were accurately

estimated from its noisy observation without any truncation error. The idea of this algebraic

parametric method is to apply the Laplace transform to the linear differential equation which

defines the studied linear system. By applying some algebraic operations (such as differentiations

and multiplications) in the Laplace operational domain, undesired terms in the obtained equation

can be eliminated. When returning into the time domain, the integer order derivatives of output

can be exactly given by integral formulae involving the output and a combination of the weight

functions of Jacobi orthogonal polynomials. Then, integer order differentiators are deduced by

taking the noisy observation of output in the obtained integral formulae. It has been shown in

[25, 26] that thanks to the integral formulae these differentiators exhibit good robustness properties

with respect to corrupting noises even if the statistical properties of the noises are unknown.

Recall that the algebraic parametric method was introduced by Fliess and Sira-Ramı́rez for linear

identification [27], and has been extended to many applications in noisy environment, such as design

of integer order model-free differentiators (see, e.g., [28, 29, 30, 31]) and parameter estimation (see,

e.g., [32, 33, 34, 35, 36, 37]). Very recently, it has been applied for fractional order model-free

differentiators [38] and for fractional order systems identification [39]. However, it seems difficult

to apply the algebraic parametric method to obtain fractional order model-based differentiators.

On the one hand, the integer order model-based differentiator obtained in [22] is an anti-causal

estimator using a sliding window. This is not suitable for the fractional derivative which is an

hereditary operator and needs a total memory of past states [3]. On the other hand, the ones

obtained in [23, 24] need to apply the Leibniz rule which gives infinity terms in fractional case (see

2



[3] p. 96).

Modulating functions method introduced by Shinbrot [40] is very similar to the algebraic para-

metric method. This method has been widely used for linear and non-linear identification of

continuous-time systems (see, e.g., [41, 42, 43]), and parameter estimation of noisy sinusoidal sig-

nals (see, e.g., [44, 36]). The idea of this method is to multiply a class of modulating functions to

a linear differential equation of the analyzed signal. Then, an integration over a finite interval is

taken to the obtained equation. Application of integration by parts allows to remove the deriva-

tive operations from the analyzed signal to the multiplied modulating functions, and the undesired

boundary values are eliminated thanks to the properties of modulating functions. Finally, estima-

tors are obtained by solving a linear system of algebraic equations and given by integral formulae

involving the noisy observation of the analyzed signal. Since the weight functions of Jacobi orthog-

onal polynomials obtained by the algebraic parametric method in integral formulae are also a class

of modulating functions, the modulating functions method can be considered as a generalization

of the algebraic parametric method in some cases (see, e.g., [36]). It has similar advantages to

the algebraic parametric method, especially the robustness properties with respect to corrupting

noises. Moreover, inspired by the algebraic parametric method, the modulating functions method

can be extended to many applications. In [45], a fractional integration by parts formula has been

obtained by working in the operational domain, then the modulating functions method has been

generalized to fractional order systems identification problem. Inspired by [22, 23, 24], general-

ized modulating functions have been given, whose existence can be guarantied by the algebraic

parametric method. Then, the modulating functions method has been generalized to design an

integer order model-based differentiator [46], where the proposed differentiator does not contain

any truncation error. Unlike the differentiators proposed in [22, 23, 24], this differentiator is a

causal estimator and does not need to apply the Leibniz rule. Having these ideas in mind, the

aim of this paper is to extend the modulating functions method to design a robust fractional or-

der model-based differentiator without any truncation error. For this purpose, we will focus on a

specific class of signals satisfying a linear differential equation with unknown parameters.

This paper is organized as follows. Section 2 begins with some basic definitions of fractional

order derivatives. Then, a recent fractional integration by parts formula is recalled. In Section 3,

we first propose generalized modulating functions. Then, the unknown parameters of the linear

differential equation are estimated using a set of modulating functions. We apply the generalized

modulating functions and the fractional integration by parts formula to obtain fractional order

differentiators in continuous noise free case, which provide exact integral expressions for fractional

order derivatives. Digital fractional order differentiators are deduced using the obtained integral

expressions in discrete noisy case. Moreover, some error analysis for noise error contribution are

given. In Section 4, numerical results illustrate the accuracy and robustness of the proposed
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fractional order differentiators. Finally, we give some conclusions and perspectives in Section 5.

Some classes of generalized modulating functions are presented in the appendix.

2. Preliminary

2.1. Riemann-Liouville and Caputo fractional derivatives

Let l ∈ N, α ∈ R\N with l−1 < α < l, and f ∈ Cl(R) where Cl(R) refers to the set of functions

being l-times continuously differentiable on R. Then, we recall the following definitions.

Definition 1 ([3] p. 62) The left-sided Riemann-Liouville fractional derivative of f is defined as

follows: ∀ t ∈ [a,+∞[,

RD
α
a,tf(·) :=

1

Γ(l − α)

dl

dtl

∫ t

a

(t− τ)
l−α−1

f(τ) dτ, (1)

where Γ(·) is the Gamma function (see [47] p. 255).

Definition 2 ([3] p. 79) The left-sided Caputo fractional derivative of f is defined as follows:

∀ t ∈ [a,+∞[,

CD
α
a,tf(·) :=

1

Γ(l − α)

∫ t

a

(t− τ)
l−α−1

f (l)(τ) dτ. (2)

Definition 3 ([4] p. 92) The right-sided Caputo fractional derivative of f is defined as follows:

∀ t ∈]−∞, b],

CD
α
t,bf(·) :=

(−1)l

Γ(l − α)

∫ b

t

(τ − t)
l−α−1

f (l)(τ) dτ. (3)

Consequently, if −1 < α < l = 0, then we have RD
α
a,tf(·) ≡ CD

α
a,tf(·). If l ∈ N

∗ (α ∈ R+ \ N),

by applying integration by parts to (1), we get (see [3] pp. 75-76): ∀ t ∈ [a,+∞[,

RD
α
a,tf(·) =

l−1
∑

i=0

(t− a)
i−α

Γ(i+ 1− α)
f (i)(a) + CD

α
a,tf(·). (4)

In the following lemma, we give the right-sided Caputo fractional derivative of a polynomial.

Lemma 1 Let f(·) = (·)n+l with l, n ∈ N, then the right-sided Caputo fractional derivative of f is

given by: ∀ t ∈]−∞, b],

CD
α
t,bf(·) =

(−1)l

Γ(l − α)

(n+ l)!

n!

n
∑

i=0

(

n

i

)

tn−i(b− t)i+l−α

i+ l − α
, (5)

where α ∈ R \ N with l − 1 < α < l.

Proof. By using (3), we get:

CD
α
t,bf(·) =

(−1)l

Γ(l − α)

(n+ l)!

n!

∫ b

t

(τ − t)
l−α−1

τn dτ. (6)
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Then, by taking the following change of variables τ → τ + t, we obtain:

CD
α
t,bf(·) =

(−1)l

Γ(l − α)

(n+ l)!

n!

∫ b−t

0

τ l−α−1(τ + t)n dτ. (7)

Finally, this proof can be completed by applying the binomial theorem and calculating the integral

in (7). �

2.2. Fractional integration by parts

The integration by parts is a crucial tool for the use of modulating functions method which we

are going to apply in this paper. For this reason, we recall the generalized integration by parts

in the following lemma which can be obtained by recursively applying the classical integration by

parts.

Lemma 2 Let y, g ∈ Cl(R) with l ∈ N
∗. Then, for any interval [a, b] ⊂ R, we have:

∫ b

a

g(t) y(l)(t) dt =
l−1
∑

k=0

(−1)k
[

g(k)(t)y(l−1−k)(t)
]t=b

t=a
+ (−1)l

∫ b

a

g(l)(t) y(t) dt. (8)

The previous formula has been extended to the fractional order case in [48]. Hence, fractional

integration by parts formulae can be given in the following lemma.

Lemma 3 [48] Let y, g ∈ Cl(R) with l ∈ N. Then, for any interval [a, b] ⊂ R, we have:
∫ b

a

g(t)RD
α
a,t y(·) dt =

∫ b

a
CD

α
t,bg(·) y(t) dt, (9)

where −1 < α < l = 0. Moreover, we have:

∫ b

a

g(t)RD
α
a,ty(·) dt =

l−1
∑

k=0

(−1)k
[

g(k)(t)RD
α−1−k
a,t y(·)

]t=b

t=a
+

∫ b

a
CD

α
t,bg(·)y(t) dt, (10)

where l ∈ N
∗ and l − 1 < α < l.

3. Main result

In this paper, we consider a class of signals satisfying the following differential equation:

∀ t ∈ I,

N
∑

i=0

ai y
(i)(t) = u(t), (11)

where y ∈ CN (I) with N ∈ N
∗ and I = [a, b] ⊂ R. Moreover, u is assumed to be known, and

aN ∈ R
∗, ai ∈ R, for i = 0, . . . , N − 1, are unknown. In the case where u ≡ 0, we assume aN = 1.

In the case where u ̸= 0, we can consider u as an input of a linear system defined by (11), and y

is the corresponding output.

In this section, we will propose fractional order differentiators for the left-sided Riemann-

Liouville fractional derivatives of y both in continuous noise free case and in discrete noisy case.

For this purpose, we begin with a generalization of classical modulating functions in the following

subsection.
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3.1. Generalized modulating functions

Definition 4 Let [a, b] ⊂ R, l, n ∈ N with n ≤ l, and g be a function satisfying the following

properties:

(P1) : g ∈ Cl+1([a, b]);

(P2) : g(i)(a) = 0, for i = 0, 1, . . . , l;

(P3) : g(i)(b) = 0, for i = 0, 1, . . . , n, and g(n+1)(b) ̸= 0, if n < l.

Then, g is called (l, n)th order modulating function on [a, b] (see, [45]). If g satisfies only the

properties (P1) and (P2) for any n ∈ N, i.e. g(b) ̸= 0, then g is called (l,−1)th order modulating

function on [a, b]. If l = n, then g is the classical lth order modulating function on [a, b] (see, [41]).

If g satisfies the properties (P1), (P2) and the following property:

(P4) : g(i)(b) = 0, for i = 0, 1, . . . , l, except i = n.

Then, g is called strict (l, n− 1)th order modulating function on [a, b].

Consequently, if g is a (l − 1)th order modulating function on [a, b], then the boundary values

in (8) and (10) can be canceled. If g is a strict (l− 1, n− 1)th order modulating function on [a, b],

then it remains only the boundary value g(n)(b)y(l−1−n)(b) (resp. g(n)(b)RD
α−1−n
a,b y(·)) in (8) (resp.

(10)).

3.2. Unknown parameter identification in continuous noise free case

Before giving fractional order differentiators, we first calculate the unknown coefficients in (11).

Modulating functions method is a classical identification method for continuous-time systems (see,

e.g. [40, 41, 42, 43]). The use of modulating functions allows to transform a differential equation

of the analyzed signal into a sequence of algebraic integral equations. Then, parameters can be

estimated by solving a linear system. In the following proposition, we apply this method to give

integral formulae for the unknown coefficients.

Proposition 1 [41] If u ̸= 0 in (11), then let gn, for n = 0, . . . , L, be a sequence of (N − 1)th

order modulating functions on [t − T, t] with N ≤ L, a + T ≤ t ≤ b and 0 < T ≤ b − a. The

unknown coefficients can be given by solving the following linear system:

Yt,T











a0
...

aN











= Ut,T , (12)

where Yt,T (n + 1, i + 1) = (−1)i
∫ t

t−T

g(i)n (τ)y(τ)dτ and Ut,T (n + 1) =

∫ t

t−T

gn(τ)u(τ)dτ , for n =

0, . . . , L and i = 0, . . . , N .
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Proof. Step 1. Multiplication and integration: By multiplying both sides of (11) by gn and inte-

grating from t− T to t, we obtain: for n = 0, . . . , L,

N
∑

i=0

ai

∫ t

t−T

gn(τ)y
(i)(τ)dτ =

∫ t

t−T

gn(τ)u(τ)dτ. (13)

Step 2. Integration by parts: By applying the generalized integration by parts given in Lemma 2,

we get: for n = 0, . . . , L,

N
∑

i=0

(−1)iai

∫ t

t−T

g(i)n (τ)y(τ)dτ =

∫ t

t−T

gn(τ)u(τ)dτ, (14)

where the boundary values are eliminated thanks to the properties of gn. Consequently, this proof

can be completed by solving the linear system given in (12). �

We can see in Proposition 1 that by using the modulating functions method the unknown

coefficients can be obtained using a sliding integration window of finite length. Moreover, we do

not need to calculate the derivatives of y. Similarly, we can obtain the following corollary.

Corollary 1 If u ≡ 0 and aN = 1 in (11), then let gn, for n = 0, . . . , L − 1, be a sequence of

(N − 1)th order modulating functions on [t− T, t] with N ≤ L, a+ T ≤ t ≤ b and 0 < T ≤ b− a.

The unknown coefficients can be given by solving the following linear system:

Ŷt,T











a0
...

aN−1











=











(−1)N+1
∫ t

t−T
g
(N)
0 (τ)y(τ)dτ

...

(−1)N+1
∫ t

t−T
g
(N)
L−1(τ)y(τ)dτ











, (15)

where Ŷt,T (n+ 1, i+ 1) = (−1)i
∫ t

t−T

g(i)n (τ)y(τ)dτ , for n = 0, . . . , L− 1 and i = 0, . . . , N − 1.

Remark that if we apply generalized modulating functions in the proof of Proposition 1, then

the boundary values at τ = t are not cancelled. Thus, the integer order derivatives of y can

be given. This is the idea of the generalized modulating functions for integer order numerical

differentiation problem [45]. Bearing this idea in mind, we will give the fractional order derivatives

of y using generalized modulating functions in the next subsection.

3.3. Exact fractional order differentiators in continuous noise free case

In this subsection, we give fractional order differentiators in continuous noise-free case. For this

purpose, we first need to transfer the differential equation (11) into a fractional order differential

equation.

Lemma 4 Let y ∈ CN (I) with N ∈ N
∗ satisfy the differential equation given in (11), then we

have:

∀ t ∈ I,

N
∑

i=0

ai RD
i−β
a,t y(·) = RD

−β
a,t u(·) +

N
∑

i=1

ai

i−1
∑

j=0

(t− a)
j−i+β

Γ(j + 1− i+ β)
y(j)(a), (16)

where 0 < β < 1.
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Proof. By using (1) with l = 0 and β = −α, we can take the −βth order left-sided Riemann-

Liouville fractional derivative to (11). Thus, we obtain:

∀ t ∈ I,

N
∑

i=0

ai
1

Γ(β)

∫ t

a

(t− τ)β−1y(i)(τ)dτ =
1

Γ(β)

∫ t

a

(t− τ)β−1u(t)dτ. (17)

Then, according to (2), (17) becomes:

∀ t ∈ I,

N
∑

i=0

ai CD
i−β
a,t y(·) = RD

−β
a,t u(·). (18)

Finally, this proof can be completed using (4). �

Now, by using generalized modulating functions and the fractional integration by parts, we can

give the following theorem.

Theorem 1 Let hn, for n = 0, . . . , N −1, be a sequence of strict (N −1, n−1)th order modulating

functions on [a, t] with t ∈ I. If hn also satisfies the following property:

(P5) :

∫ t

a

(τ − a)β−ihn(τ) dτ = 0, for i = 1, 2, . . . , N , with 0 < β < 1.

Then, the left-sided Riemann-Liouville fractional derivatives of y is given by: ∀ t ∈ I,

RD
−β
a,t y(·) =

(−1)N−1

h
(N−1)
N−1 (t)aN

(

∫ t

a
CD

−β
τ,t hN−1(·)u(τ)dτ −

N
∑

i=0

ai

∫ t

a
CD

i−β
τ,t hN−1(·)y(τ)dτ

)

, (19)

and for n = N − 2, N − 3, . . . , 0,

RD
N−n−1−β
a,t y(·) =

(−1)n

h
(n)
n (t)aN

∫ t

a
CD

−β
τ,t hn(·)u(τ)dτ −

N−1
∑

i=n+1

ai

aN
RD

i−n−1−β
a,t y(·)

+
1

h
(n)
n (t)aN

N
∑

i=0

(−1)n+1ai

∫ t

a
CD

i−β
τ,t hn(·)y(τ)dτ,

(20)

where ai, for i = 0, . . . , N , is given by Proposition 1 or Corollary 1.

Remark 1 If the order α of the derivative which we want to estimate is larger than N , then

in order to apply Theorem 1 we need to differentiate Equation (11) (⌈α⌉ − N) times, where ⌈α⌉

denotes the smallest integer greater than α.

Proof of Theorem 1. Step 1. Multiplication and integration: By multiplying both sides of (16)

by hn and integrating from a to t, we obtain: for n = 0, . . . , N − 1, ∀ t ∈ I,

N
∑

i=0

ai

∫ t

a

hn(τ)RD
i−β
a,τ y(·)dτ =

∫ t

a

hn(τ)RD
−β
a,τu(·)dτ +

N
∑

i=1

ai

i−1
∑

j=0

y(j)(a)

∫ t

a

hn(τ) (τ − a)
j−i+β

Γ(j + 1− i+ β)
dτ.

(21)

Step 2. Elimination of all the initial conditions: Since hn satisfies the property (P5), all the un-

known initial conditions y(j)(a) can be eliminated in (21). Thus, we get: ∀ t ∈ I,

N
∑

i=0

ai

∫ t

a

hn(τ)RD
i−β
a,τ y(·)dτ =

∫ t

a

hn(τ)RD
−β
a,τu(·)dτ. (22)
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Step 3. Fractional integration by parts: By applying the fractional integration by parts given in

Lemma 3, we get: ∀ t ∈ I,

∫ t

a
CD

−β
τ,t hn(·)u(τ)dτ =

N
∑

i=0

ai

∫ t

a
CD

i−β
τ,t hn(·)y(τ)dτ

+
N
∑

i=1

ai

i−1
∑

k=0

(−1)k
[

h(k)
n (τ)RD

i−β−1−k
a,τ y(·)

]τ=t

τ=a
.

(23)

Step 4. Elimination of all the boundary values at τ = a: Since hn satisfies the property (P2) with

l = N − 1, we have h
(i)
n (a) = 0, for i = 0, . . . , N − 1. Hence, (23) becomes: ∀ t ∈ I,

∫ t

a
CD

−β
τ,t hn(·)u(τ)dτ =

N
∑

i=0

ai

∫ t

a
CD

i−β
τ,t hn(·)y(τ)dτ

+

N
∑

i=1

ai

i−1
∑

k=0

(−1)kh(k)
n (t)RD

i−β−1−k
a,t y(·).

(24)

Then, all the boundary values at τ = t in (24) can be given in the following matrix:






















a1 h
(0)
n (t)RD

−β
a,t y(·) a2 h

(0)
n (t)RD

1−β
a,t y(·) · · · aN h

(0)
n (t)RD

N−1−β
a,t y(·)

0 −a2 h
(1)
n (t)RD

−β
a,t y(·) · · · −aN h

(1)
n (t)RD

N−2−β
a,t y(·)

0 0 · · · (−1)2aN h
(2)
n (t)RD

N−3−β
a,t y(·)

...
...

. . .
...

0 0 · · · (−1)N−1aN h
(N−1)
n (t)RD

−β
a,t y(·)























. (25)

Step 5. Calculation of the boundary values at τ = t: Since hn satisfies the property (P4) with l =

N − 1, we have h
(i)
n (t) = 0, for i = 0, . . . , N − 1, except i = n. Hence, all the rows in (25) are equal

to 0, except the (n+ 1)th row. Thus, (24) becomes: for n = 0, . . . , N − 1, ∀ t ∈ I,

∫ t

a
CD

−β
τ,t hn(·)u(τ)dτ =

N
∑

i=0

ai

∫ t

a
CD

i−β
τ,t hn(·)y(τ)dτ + (−1)nh(n)

n (t)
N
∑

i=n+1

aiRD
i−n−1−β
a,t y(·). (26)

Consequently, this proof can be completed using (26). �

We can see in Theorem 1 that the fractional order derivatives of y are simultaneously given in

a recursive way. Inspired by Theorem 1, we can obtain the following corollary, where the fractional

order derivatives of y are independently given.

Corollary 2 Let fn, for n = 0, . . . , N − 1, be a sequence of functions satisfying the properties

(P1), (P2) and (P5) on [a, t] with l = N − 1 and t ∈ I. If fn also satisfies the following property:

(P6) : Fi(t) :=

N−1−i
∑

j=0

(−1)jai+1+jf
(j)
i (t) = 0, for i = 0, 1, . . . , N − 1, except i = n.

Then, the left-sided Riemann-Liouville fractional derivatives of y can be given by: for n = 0, 1, . . . , N−

1, ∀ t ∈ I,

RD
n−β
a,t y(·) =

1

Fn(t)

(

∫ t

a
CD

−β
τ,t fn(·)u(τ)dτ −

N
∑

i=0

ai

∫ t

a
CD

i−β
τ,t fn(·)y(τ)dτ

)

, (27)

9



where 0 < β < 1, ai, for i = 0, . . . , N , is given by Proposition 1 or Corollary 1.

The proof of Corollary 2 is similar to the one of Theorem 1, except Step 5. The property (P6)

allows us to eliminate all the undesired boundary values at τ = t in the diagonals of (25). In

Appendix, we will give two classes of generalized modulating functions satisfying respectively the

properties required in Theorem 1 and Corollary 2.

According to Theorem 1 and Corollary 2, the left-sided Riemann-Liouville fractional derivatives

of y are exactly given by integral formulae. Unlike the improper integral in the definition of

the left-sided Riemann-Liouville fractional given in (1), the proposed integral formulae can be

proper by choosing appropriate modulating functions. Consequently, the proposed fractional order

differentiators do not contain any source of errors in continuous noise free case. Moreover, they

can be used for on-line applications.

Similarly, if we apply {fn(a+ t− ·)} as generalized modulating functions on [a, t] in the proof

of Theorem 1, where {fn(·)} are given in Corollary 2, then the initial conditions at τ = a can be

given by integral formulae. Then, by using Corollary 2 and Equation (4), the left-sided Caputo

fractional derivatives of y can be also given. This is out of the scope of this paper.

3.4. Digital fractional order differentiators in noisy case

From now on, let yϖ be a discrete noisy observation of y on I = [a, b]:

yϖ(ti) = y(ti) +ϖ(ti), (28)

where ti = a+ iTs, for i = 0, 1, . . . ,M , with an equidistant sampling period Ts = b−a
M

. Moreover,

the noise {ϖ(t), t ∈ I} is assumed to be a continuous stochastic process satisfying the following

conditions:

(C1) : for any s, t ∈ I, s ̸= t, ϖ(s) and ϖ(t) are independent;

(C2) : the mean value function of {ϖ(t), t ∈ I} denoted by E[·] is equal to zero;

(C3) : the variance function of {ϖ(t), t ∈ I} denoted by Var[·] is bounded on I, i.e. ∃ δ ∈ R+, ∀ t ∈

I,Var[ϖ(t)] ≤ δ.

Note that a zero-mean white Gaussian noise satisfies these conditions.

In order to estimate the left-sided fractional derivatives of y using its discrete noisy observation

yϖ, we apply the integral formulae given in Theorem 1 or Corollary 2. Since yϖ is a discrete

measurement and the integrals in the formulae can be proper, we apply a numerical integration

method to approximate the integrals so as to obtain digital fractional order differentiators. Let us

denote the integrals involving y in Equations (19), (20) and (27) as follows:

Iyq (t) :=

∫ t

a

q(τ) y(τ)dτ, (29)

10



where q denotes the right-sided Caputo fractional derivatives of the used modulating functions.

Hence, Iyq can be approximated in the discrete case by:

Iy,iq := Ts

i
∑

j=0

wj q(tj) y(tj), (30)

where wi ∈ R+ is the weights for a given numerical integration method. By using the discrete

noisy observation yϖ, we get:

Iy
ϖ,i

q = Iy,iq + eϖ,i
q , (31)

where eϖ,i
q := Ts

i
∑

j=0

wj q(tj)ϖ(tj). Thus, the integral Iyq (t) is subject to two sources of errors:

• the numerical error which comes from the numerical integration method;

• the noise error contributions eϖ,i
q .

Similarly, we can deduce that the integral formulae given in Proposition 1 and Corollary 1 for the

unknown coefficients contain also these two sources of errors. Consequently, the proposed digital

fractional order differentiators contain the numerical error and the noise error contributions in the

noisy case. It is well known that the numerical error converges to zero when Ts → 0. In the

following proposition, we show the convergence of the noise error contributions when Ts → 0.

Proposition 2 Let {ϖ(ti)} be a sequence of {ϖ(t), t ∈ I} with an equidistant sampling period Ts,

where {ϖ(t), t ∈ I} is a continuous stochastic process satisfying conditions (C1) − (C3). Assume

that q ∈ L2([a, t]), then we have:

eϖ,i
q

L2([a,t])
=====⇒

Ts→0
0, (32)

where eϖ,i
q is given by (31).

The proof of the previous proposition can be obtained using a similar way to Theorem 1 in

[36]. In fact, using (C1), (C2) and (C3) we obtain: E[eϖ,i
q ] = 0 and

E

[

(

eϖ,i
q

)2
]

= Var
[

eϖ,i
q

]

≤ Tsδ



Ts

i
∑

j=0

w2
j q

2(tj)



 . (33)

Hence, if q ∈ L2([a, t]) then the convergence in Equation (32) can be obtained. A similar result

has been shown using non-standard analysis in [25, 26]. Consequently, we can reduce both the

numerical error and the noise error contributions in our digital fractional order differentiators by

decreasing the sampling period Ts.

When the sampling period is set, on the one hand the numerical error can be bounded by the

well-known error bounds for numerical integration methods [49], on the other hand the noise error

contribution eϖ,i
q can be bounded using the Bienaymé-Chebyshev inequality:

∀ γ ∈ R
∗
+, Pr

(

∣

∣eϖ,i
q

∣

∣ < γ
(

Var[eϖ,i
q ]
)

1
2

)

> 1−
1

γ2
, (34)

11



i.e. the probability for
∣

∣eϖ,i
q

∣

∣ to be smaller than γ
(

Var[eϖ,i
q ]
)

1
2 is larger than 1 − 1

γ2 . Thus, we

deduce from (33) and (34) the following error bound:

∣

∣eϖ,i
q

∣

∣

pγ

< γTs



δ

i
∑

j=0

w2
j q

2(tj)





1
2

, (35)

where a
pγ

< b means that the probability for a real number b to be larger than an other real number

a is equal to pγ with pγ > 1− 1
γ2 . In particular, if ϖ is a white Gaussian noise, then according to

the three-sigma rule, we have:

∣

∣eϖ,i
q

∣

∣

pγ

≤ γTs



δ

i
∑

j=0

w2
j q

2(tj)





1
2

, (36)

where p1 = 68.26%, p2 = 95.44% and p3 = 99.73%, for γ = 1, 2, 3, respectively.

4. Simulation results

In this section, we give some numerical results to show the accuracy and robustness of the

proposed digital fractional order differentiators. We assume that yϖ(ti) = y(ti) + ϖ(ti) is a

discrete noisy observation defined in (28) with I = [0, 10] and Ts = 10−3, where the noise {ϖ(ti)}

is simulated from a zero-mean white Gaussian iid sequence, and the variance is adjusted such that

the signal-to-noise ratio SNR= 10 log10

(∑
|yϖ(ti)|

2

∑
|ϖ(ti)|22

)

is equal to SNR= ρ dB with ρ ∈ R
∗
+. In the

following subsections, we assume y is a polynomial signal and a sinusoidal signal respectively.

4.1. Polynomial signal

In this subsection, we consider a second order polynomial given by:

∀ t ∈ I, y(t) = p2 t
2 + p1 t+ p0, (37)

where p2, p1, p0 ∈ R
∗
+. Hence, y satisfies the following third order differential equation:

∀ t ∈ I, y(3)(t) = 0. (38)

Moreover, the left-side Riemann-Liouville fractional derivative of y can be given using the following

formula ([3], p. 72):

∀ t ∈ I, RD
α
0,t(·)

n =
Γ(n+ 1)

Γ(n+ 1− α)
tn−α, α ∈ R+ \ N. (39)

Since there is no unknown parameter in (38), we can directly apply Theorem 1. Then, we

obtain: ∀ t ∈ I,

RD
1−β
0,t y(·) =

1

h
(1)
1 (t)

∫ t

0
CD

3−β
τ,t h1(·)y(τ)dτ, (40)

RD
2−β
a,t y(·) = −

1

h0(t)

∫ t

0
CD

3−β
τ,t h0(·)y(τ)dτ, (41)

12



where 0 < β < 1, h0 and h1 are given by Proposition 3 with N = 3. Consequently, we can estimate

RD
α
0,ty(·) for any α ∈]0, 1[

∪

]1, 2[.

Example 1. In this example, we take p2 = p0 = 1, p1 = −10 and ρ = 30 (SNR= 30 dB). The

corresponding y and yϖ are shown in Fig. 1.

We are going to estimate RD
0.5
0,tiy(·) and RD

1.5
0,tiy(·) for ti ∈ [0.5, 10]. For this purpose, we apply

the trapezoidal numerical integration method to approximate the integrals in (40) and (41) with

the noisy observation yϖ. The obtained estimations and the corresponding absolute estimation

errors are given in Fig. 2 and Fig. 3. We give in Fig. 4 the absolute estimation errors obtained in

the noise-free case, which correspond to the numerical errors. Consequently, we can see that the

noise error is relatively large in the beginning, when t is larger than 4, we have good results both

in the noisy case and in the noise free case. Moreover, we can observe that the numerical errors

are much smaller than the noise error contributions.

4.2. Sinusoidal signal

In this subsection, we consider a sinusoidal signal in the following form:

∀ t ∈ I, y(t) = A sin(ωt+ ϕ), (42)

where the parameters A ∈ R
∗
+, ω ∈ R

∗
+ and − 1

2π < ϕ < 1
2π are unknown. Hence, y satisfies the

following harmonic oscillator equation:

∀ t ∈ I, ÿ(t) + ω2y(t) = 0. (43)

Moreover, the left-side Riemann-Liouville fractional derivative of y can be given using the expansion

of y and the linearity of the Riemann-Liouville fractional derivative ([3], p. 91):

∀ t ∈ I, RD
α
0,ty(·) = A cosϕRD

α
0,t sin(ω·) +A sinϕRD

α
0,t cos(ω·) (44)

with

RD
α
0,t sin(ω·) =

ω t1−α

Γ(2− α)
1F2

(

1;
1

2
(2− α),

1

2
(3− α);−

1

4
ω2t2

)

, (45)

RD
α
0,t cos(ω·) =

t−α

Γ(1− α)
1F2

(

1;
1

2
(1− α),

1

2
(2− α);−

1

4
ω2t2

)

, (46)

where 1F2 is the generalized hypergeometric function (see [50] p. 83, p. 303 and pp. 317-318).

Step 1. Estimation of the unknown parameter: According to Corollary 1, the unknown frequency

ω2 can be given using a sliding integration window as follows:

∀ t ∈ [T, b], ω2 = −

∫ t

t−T
g̈t,T (τ) y(τ)dτ

∫ t

t−T
gt,T (τ) y(τ)dτ

, (47)
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where gt,T is a first order modulating functions on [t − T, t] with 0 < T ≤ b. Then, it can be

estimated in the discrete noisy case by: for i = m, . . . ,M ,

ω̃2(ti) := −
I
yϖ

g̈ti,T

I
yϖ

gti,T

, (48)

where T = mTs with 1 ≤ m ≤ M , Iy
ϖ

g̈ti,T
and Iy

ϖ

gti,T
are respectively the approximations of the

integrals obtained in (47) by applying the trapezoidal numerical integration method with the noisy

observation yϖ. Similar estimators have been also obtained using the algebraic parametric method

in [32, 37].

Remark that if Iy
ϖ

gti,T
= 0, then there is a singular value in (48). In order to solve this problem,

we use the following weighted least square criterion as done in [44]: for i = m, . . . ,M ,

min
θi∈R

J(θi) =
1

2

i
∑

j=m

νi+1−j
(

I
yϖ

g̈tj ,T
+ Iy

ϖ

gtj ,T
θi

)2

, (49)

where θi := ω̃2(ti), and ν ∈]0, 1] which represents a forgetting factor to exponentially discard the

“old” data in the recursive schema. By solving d J(θi)
d θi

= 0, we can find the value of θi which

minimizes the criterion (49): for i = m, . . . ,M ,

θi = −

i
∑

j=m

νi+1−j I
yϖ

g̈tj ,T
Iy

ϖ

gtj ,T

i
∑

j=m

νi+1−j
(

Iy
ϖ

gtj ,T

)2
. (50)

Moreover, by using a similar way as done in [44], we obtain the following recursive algorithm:

θi+1 =
ν

µi+1

(

µiθi − I
yϖ

g̈ti+1,T
Iy

ϖ

gti+1,T

)

, i = m, . . . ,M, (51)

where µi =

i
∑

j=m

νi+1−j
(

Iy
ϖ

gtj ,T

)2

which can be recursively calculated by µi+1 = ν

(

µi +
(

Iy
ϖ

gti+1,T

)2
)

.

Step 2. Estimation of the fractional order derivatives: We want to estimate RD
α
0,ty(·) for any α ∈

]0, 1[
∪

]1, 2[. According to Remark 1, we need to take once differentiation to (43). Hence, we get:

∀ t ∈ I, y(3)(t) + ω2y(1)(t) = 0. (52)

Then, by applying Corollary 2, we obtain:

RD
1−β
0,t y(·) =

1

f
(1)
1 (t)

(∫ t

0
CD

3−β
τ,t f1(·)y(τ)dτ + ω2

∫ t

0
CD

1−β
τ,t f1(·)y(τ)dτ

)

, (53)

RD
2−β
0,t y(·) = −

1

f2(t)

(∫ t

0
CD

3−β
τ,t f2(·)y(τ)dτ + ω2

∫ t

0
CD

1−β
τ,t f2(·)y(τ)dτ

)

, (54)

where 0 < β < 1, f1 and f2 are given by Corollary 3 with N = 3, a3 = 1, a1 = ω2 and a2 = a0 = 0.

Consequently, we can estimate RD
α
0,ty(·) for any α ∈]0, 1[

∪

]1, 2[.
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Example 2. In this example, we take A = 3, ω = 5, ϕ = 0.5 and ρ = 15 (SNR= 15 dB). The

corresponding y and yϖ are shown in Fig. 5(a). The trapezoidal numerical integration method

is also applied to approximate the integrals with the noisy observation yϖ. We first estimate the

unknown frequency using (51) with T = 0.5 and ν = 1. The obtained relative error is given in Fig.

5(b). Then, we estimate RD
0.5
0,tiy(·) and RD

1.5
0,tiy(·) for ti ∈ [0.5, 10]. The obtained estimations and

the corresponding absolute estimation errors are given in Fig. 6 and Fig. 7. We give in Fig. 8

the absolute estimation errors obtained in the noise-free case, which correspond to the numerical

errors. Consequently, we can see that the noise error is relatively large in the beginning, when t

become larger, we have good results both in the noisy case and in the noise free case. Moreover,

as shown in the previous example, the numerical errors are much smaller than the noise error

contributions. However, since the used modulating functions are polynomials, the noise error can

increase with respective to t. In order to solve this problem, the Short-Memory Principe can be

applied (see [3], p. 203). Otherwise, we can consider other types of modulating functions. This is

out out the scope of this paper.

5. Conclusions

In this paper, robust fractional order differentiators have been proposed in the time domain

for a class of signals satisfying a linear differential equation with unknown parameters. We have

first generalized the classical modulating function method which has been used to estimate the

unknown parameters. Then, using two different classes of generalized modulating functions and

the fractional integration by parts formula, integral formulae have been derived for the estimation

of left-sided Riemann-Liouville fractional derivative of the considered signal in two different ways.

These formulae have been considered as proposed fractional order differentiators which do not

contain any sources of errors in continuous noise free case. Digital fractional order differentiators

have been deduced using a numerical integration method in discrete noisy case. They can be used

for on-line applications to estimate the left-sided Riemann-Liouville fractional derivative with an

arbitrary order. There are two sources of errors for these digital fractional order differentiators:

the numerical error and the noise error contribution. On the one hand, since the integrals in

the proposed fractional order differentiators can be proper by choosing appropriate modulating

functions, the numerical error can be much smaller than the noise error contribution. On the

other hand, since the integrals can be considered as a low-pass filter, it has been shown that the

noise error contributions due to a class of stochastic processes can be reduced when the sampling

period decreases. Moreover, some error bounds have been given for the noise error contributions.

Finally, two numerical examples have been given to show the accuracy and robustness of the

proposed fractional order differentiators. In these examples, we have only considered polynomials

as generalized modulating functions which have been constructed in Appendix. The other types
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of generalized modulating functions and their influences to the noise error contribution will be

studied in a future work.

6. Appendix

There exists several kinds of modulating functions in the literatures (see, e.g. [41]). Unlike clas-

sical integer order derivatives, the fractional order derivatives of the existing modulating functions

usually cannot be formally calculated. For this reason, we consider polynomials whose fractional

order derivatives are easy to calculate. Moreover, inspired by the algebraic parametric method it

is easy to find polynomials satisfying the properties of generalized modulating functions.

Proposition 3 Let [a, t] ⊂ R, n ∈ N, N ∈ N
∗ with n ≤ N − 1, and hn be a polynomial with the

following form:

hn(τ) =
2N−1
∑

i=0

ci t
2N−1−i(τ − a)N+i, (55)

where the coefficient vector (c0, . . . , c2N−1)
T is the solution of the following system:

An











c0
...

c2N−1











= In, (56)

where for j = 0, . . . , 2N − 1, In(n) = 1, In(j) = 0 with j ̸= n, and for i = 0, . . . , 2N − 1,

An(j, i) =











(N + i)!

(N + i− j)!
t2N−1−i(t− a)N+i−j , for j = 0, . . . , N − 1,

1

2N + i+ β − j
t2N−1−i(t− a)2N+i+β−j , for j = N, . . . , 2N − 1.

(57)

Then, hn is a strict (N−1, n−1)th order modulating function satisfying the property (P5) on [a, t].

Proof. By calculating the jth order derivative of hn, for j = 0, . . . , N − 1, we obtain:

h(j)
n (τ) =

2N−1
∑

i=0

ci
(N + i)!

(N + i− j)!
t2N−1−i(τ − a)N+i−j . (58)

Hence, gn satisfies the properties (P1) and (P2) on [a, t] with l = N − 1. Then, we calculate the

following integral: for j = 1, . . . , N ,

∫ t

a

(τ − a)β−jgn(τ) dτ =

2N−1
∑

i=0

ci
t2N−1−i(t− a)N+i+β−j+1

N + i+ β − j + 1
. (59)

Consequently, if (c0, . . . , c2N−1)
T is the solution of the system (56), then gn satisfies also the

properties (P4) and (P5) on [a, t]. �

Let us remark that if a = 0 in Proposition 3, then the power of t in each row of An is equal.

Hence, An can be simplified by the following form:

Ân(j, i) =







(N+i)!
(N+i−j)! , for j = 0, . . . , N − 1,

1
2N+i+β−j

, for j = N, . . . , 2N − 1.
(60)
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Consequently, the coefficient vector (c0, . . . , c2N−1)
T dose not depend on t such that we need only

to solve the linear system (56) once for every t.

In a similar way, we can give the generalized modulating functions satisfying the properties

(P1), (P2), (P5) and (P6) required in Corollary 2.

Corollary 3 Let [a, t] ⊂ R, n ∈ N, N ∈ N
∗ with n ≤ N − 1, and fn be a polynomial with the

following form:

fn(τ) =

2N−1
∑

i=0

di (τ − a)N+i, (61)

where the coefficient vector (d0, . . . , d2N−1)
T is the solution of the following system:

Bn











d0
...

d2N−1











= In, (62)

where for j = 0, . . . , 2N − 1, In(n) = 1, In(j) = 0 with j ̸= n, and for i = 0, . . . , 2N − 1,

Bn(j, i) =



















N−1−j
∑

k=0

(−1)kaj+1+k

(N + i)!

(N + i− k)!
(t− a)N+i−k, for j = 0, . . . , N − 1,

1

2N + i+ β − j
(t− a)2N+i+β−j , for j = N, . . . , 2N − 1.

(63)

Then, fn is a generalized modulating function satisfying the properties (P1), (P2), (P5) and (P6)

on [a, t].
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Figure 1: Discrete polynomial signal and noisy discrete polynomial in Example 1.
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Figure 2: Estimations in noisy case.
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Figure 3: Absolute estimation errors in noisy case.
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Figure 4: Absolute estimation errors in noise fee case (numerical errors).
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(a) Discrete sinusoidal signals.
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Figure 5: Example 2.
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Figure 6: Estimations in noisy case.
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Figure 7: Absolute estimation errors in noisy case.
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Figure 8: Absolute estimation errors in noise free case (numerical errors).
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