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Abstract— This work proposes a new algorithm aiming to locdy
measure the divergence of initially nearby trajectdes. The
divergence is considered in the case of strangerattors, as an
alternative of classical Lyapunov exponents. The newlgorithm
makes use of the Euclidean distance in order to daeg the local
divergence. It is, then, possible to analyze the gmetry of the
attractor through layers of same divergence, such sa a
tomography. The algorithm is applied, as an exampleto the
Colpitts chaotic oscillator.

Remark on the Lyapunov exponents

In order to demonstrate the chaotic behavior oétractor,
the most used criterion is the divergence ratevofttajectories
initialized with nearby values. As this divergensecaused by
the structure of the equations, it is logical topmose a
cumulative effect, which leads to an exponentialgpession of
the divergence. We take, here, Lyapunov’s assumgti@hich
in the one-dimensional case are formalized asv@io

I.  INTRODUCTION Let f'(x) be a monodromy froni] to [J which leads xinto

The sensibility to initial conditions Lorenz hadsdbvered, as Xi+1- Lt us choose two initial conditions separatedabyery
described in [1], has quickly led to the exhibitiohcomplex smallg, Xy and x+¢€, and observe how the distance between the
attractors which included rapidly divergent areastj with WO trajectories behaves.
contraction zones. Guided by a low dimensional dyins, the @0 = £(x, + &) - £"(%,)] (1)

trajectory of the system successively sweeps dchking area The L . .
; X X yapunov exponent resumes this behavior to onky
followed by a folding zone. The Baker's map, [21, Smale’s value, depending of the initial condition:

Horseshoe map, [3], are typical examples of simptirrence
relations that produce strange attractors. _ | fl(x,+&)—f (XO)|

The topology of these behaviors is nowadays muchemo /](XO) ~ | £ | @)
studied, as, for example, in [4] or [5]. Neverthsleour purpose

is not to prolong these works, but to bring alongal for the ~ After passing to the limit, on can obtain (3), and
local analysis of the use of chaotic behavior. consequently, (4).

We propose an algorithm capable of classifying thié |f”(xo+£)_ f”(xo)|
points of the attractor depending of the intensity the A(%)—L‘[Tjg'flm 3)
divergence, which can as well be negative (i.eveogence). £
This particularity of the analysis appears to usagsertinent df" (Xo)
tool for the use of chaotic systems in the encoyptbf data Alx) = L'[Tln Ix (4)
flows. These applications exploit a physical pheanon a )
priori surprising, the synchronization of chaotigrals. As two with
persons who march together synchronize their stéps, df"(x,) _
chaotic identical systems synchronize their statdsen they dx P0G T 2)- 1 (%) (%) )
TUIB;’Isl] the condition to communicate, even partialas shown  This eventually leads to the expression in (6) fhe
in [6].

The robustness of
superposition of a message to this communicatienyell as
its extraction by the synchronized receiver. Ineortb render
the identification more difficult to an eavesdroppi seems

. o Lyapunov exponent.
this synchronization allows the

nl

A(%,) =lim = Zln

n-wn

df"(x)
dx

(6)

When reducing the number of the terms of this senee

pertinent to include the message while the trajgctif the can obtain a local measure of the sensibility tdtian

states of the transmitter passes by a divergert dreese is conditions. A good such an algorithm, which allowse

why our work, which differentiate among convergesiow computation of the Lyapunov exponents from timeeseris

divergent and fast divergent areas of the attra¢tas a solid [8]. When these computations are done, the distaeteeen

argument to be done. two trajectories is replaced by the derivative bé tinitial
distance between them. Thus, the Lyapunov expahmeg not
provide the local value of this distance.
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The Lyapunov exponents describe the projection haf t
sensitivity to initial conditions for each direationdicated by
the axis of the phase space. This sensitivity dagsmerely
mean that the two reference trajectories diverdectvely at
each moment, but that they are diverging in average

Consequently, we propose measuring the Euclidesaante
between the evolutions of the two reference trajées, this
guantity describing the real instantaneous distédeteeen two
points of the trajectory.
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II.  MEASURING THE DIVERGENCE BY THE EUCLIDEAN
DISTANCE 0

The alternation dilatation/compression of the flasv a Iterations w10®
necessary characteristic to a chaotic attractorntbed by
principle. Consequently, the same trajectory ré&visihe
vicinity of a point of the phase space it alreaitlgd.

It is, then, possible to choose two nearby points

Xy = (%(N), %(0, x(1N) and x; =(x(m, %(m, x( M) with
m>n, measure the distance between them, trackirg th |
evolution of this distance. Thereby, we obtain aswee of the
divergence (convergence). The Euclidean distanegpsessed

by (7).

Figure 1. Evolution of the Euclidean distance (baxber 404).
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The proposed method is applied, as an example,hen t |
chaotic Colpitts oscillator, three dimensional eystdescribed
by (8). For a detailed analysis of the Colpittsatiwoscillator, 10r

see [8].
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Figure 2. Evolution of the Euclidean distance (haxnber 404). Zoom.

I1l.  APPLICATION TO LOCAL ANALYSIS

We use parameterg=4.46, Q=1.38, k=0.5 and initial A. Description of the algorithm

conditions x,=0.6787, x=0.7577, x=0.7431 for our | o F(xj) withi=1,...,n be a dynamical nonlinear system. Let
exemplification. o X=(x1,x2,...,xnpe its state vector. The dynamics of this system
When considering a large number of iterations, @ae@ gpreads within a-dimensional phase space. On each direction

observe, in Fig. 1, the grate dynamics of the Eeeln distance, of the state vector, the dynamics is boundedBand x™
from 1 to 67, its great irregularity illustrating the chaotiatare implying Ax=x"*x™" for alli=1,...,n
| I ’ yreagll

of this attractor. This figure shows the existentextremely Al the intervalsAx, are partitioned i &-length segments.

localized great divergences. The conjunction of these divisions builts in theaph space

estimating he value of he e of & great exontess n Fig. 2. CUDIC bOXes. They completely pave the space flglthe
9 9 J 9. 2. strange attractor.

The computation step is considered tdBé . . .
. : . : L The boxes are indexed with the b value as in Tiable
The Euclidean distance at iteratidh720is d,=3.376 and at While the trajectory of the state vector intersextbox, its

iteration 32490 is d,=64.58 being amplified with I . . : o ,
. . ) . osition (number of iterations) is stored. Thighe first point
approximately1812% during 770 steps. This ascertainmen onsider((ed for the computa)tion of the EucIideant;dise,

which is applicable to a great number of similangitions, (ai)=(X i . . . . .
S . - xa()=(x1(1), %), %3(i)). While the trajectory revisits the same
Jrl; Seg;e?emaer!?g?lE acr;%lgzr? d% ];a;r::zs divergence thiouthe box, its position is stored again, and it defirtes second point,
u ucll ! ) Xa()=(x1(), %), x3()). The distance at the entrance of the
considered box is given in (9).

din = Xa(i)-Xs()) )



b X X e X, X, figures below show different possible evolutions tfe
. . : . Euclidean distance between initially consideredryepioints.
1 Xl(m!n)' xz(mfn), e (m?n), % (mfn) The values of the divergend(b) are very different and the
2 X (min), X, (Min), ...x_, (min), % (MRS, ) emphasize the local nature of our measurements.
3 X (min), x, (Min), ....x_, (min), X (mirr 2,
1 t t t T T T t t T
P x(min) x(min) ...%_, (min), % (max 3, )

=)

)

o
L

p+1 x(min) x,(min) ...x,_(min+J_ ), X (max-3J,)
p+2 x(min) x,(min) ....%_, (mint D_, ), % (maxJ, )

o
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After k calculus steps, we measure the Euclidean distance
between the evolution of the two initial points,i@$10).

o
oy
;

Euclidean distance hetween F’,I and P2

our= Xa(i+k)-Xg(j+K) (10) v
085 . . . . . . y . y
Thereafter, we quantify the divergence observedimithis L L
box by the raté®(b), defined by (11), wherb is the number of
the box. Figure 4. Convergence exemple : D(783)= -3, (box rf 783).
D(b) = (chyrdin)/din (11)
B. Convention .
A positive value of the ratd(b) means an increasing Sl |
distance between the two trajectories, i.e. a labatrgence. “ sl |

While the two trajectories locally converge, D(b&cbmes

negative and we name it a negative divergence. s

2.4515

C. Exemplification on a chaotic Colpitts oscillator S s

2.4505
As in the previous paragraph, we use the chaotipitto

oscillator to illustrate our algorithm. Consequgntve have
n=3, the number of states of the system, the nuwibe

[
.
m

Euclidean distance bhetween F‘1 and P

2.4485

iterations within each box is set to k=100. Thetifian of the a8
phase space is illustrated in Fig. 3, where ondyttbxes which S o e e w91 m
intersect the trajectory of the system are shown. Heration number

Figure 5. Within box n°19 (D(19)= 4.1p
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Figure 3. Partition of the phase space (x1,x2,%3)@ Colpitts attractor. O w40 & @ 70 a1 81 i

iteration number

The Euclidean distance between two successiveesrifithe Figure 6. Great divergence exemple : D(304)=3,3(b0x n° 304).

trajectory in the same box is not constant withiis box. The



IV. TOMOGRAPHY

To formulate the analysis of all the boxes, we cme
statistical tools, but it is much more efficient tmace
cartography in the phase space. We replace tjeetoees by
the value of the divergence in each box. We disgaben, a
new geometry of the attractor, throughout this tgraphy. The
use of the medical term in this context is doneabee there are
considered intervals of values of the divergenke,dynamics
of the divergence partitions the strange attradaoydayers.

Figure 7. Tomography of convergent areas.

Figure 8. Tomography of low contraction areas.

V. CONCLUSIONS

Our algorithm measures the real local divergencehabtic
attractors. The accuracy of this measurement isstafle by
the sampling step of state variables, which defihessize of
the boxes. It is then possible to analyze the ctirafrom a
given interval of divergence. Each interval formayer of the
dynamics of divergence of the entire attractor.p@ieally we
can build a complete tomography of the attractbreriables
one to easily identify the sites of the attractones based on
the value of the required divergence.
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Figure 9 Zone de grande divergence.
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