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Rapidly convergent two-dimensional quasi-periodic Griegrction
throughout the spectrum—including Wood anomalies

Oscar P. Brund Bérangeére Delournie

Abstract

We introduce a new methodology, based on new quasi-per@mien functions which converge rapidly even
at and around Wood-anomaly configurations, for the numilesigiaition of problems of scattering by periodic
rough surfaces in two-dimensional space. As is well knovendlassical quasi-periodic Green function ceases
to exist at Wood anomalies. The approach introduced in s groduces fast Green function convergence
throughout the spectrum on the basis of a certain “finiteedéhcing” approach and smooth windowing of the
classical Green function lattice sum. The resulting Greerction convergence is super-algebraically fast away
from Wood anomalies, and it reduces to an arbitrarily-higgef-prescribed) algebraic order of convergence at
Wood anomalies.

1 Introduction

We consider the problem of evaluation of the fields scattbyeal periodic perfectly conducting surface under plane-
wave illumination. This problem has been extensively gtddis it impacts upon a wide range of areas of science and
engineering, including optics, photonics, communicatjcend stealth, and, through them, many fields of physics,
astronomy, chemistry, biology and metallurgy [31, 45]. Aiety of numerical approaches have been used to tackle
this important problem [11, 31, 39, 43] including, notabtythods based on use of integral equations [34]. Recent
integral equation methods [7, 8], in particular, have magessible to obtain, in reasonable computing times, highly
accurate solutions for very challenging problems of scatjeby periodic surfaces. The success of this methodology
lies in part on its inherent dimensionality reduction (ot scattering surface needs to be discretized, not the
surrounding volume) and associated automatic enforceofergidiation conditions; mathematical analyses of the
integral equation method in various contexts, includingttgeing by periodic surfaces and bounded obstacles, can
be found in [1, 10, 16, 18, 24, 34, 43] and references therein.

The properties of integral equations for periodic surfaceder plane-wave incidence are closely related to
the character of the corresponding quasi-periodic Grepatifans used. As is well known, classical expressions
for quasi-periodic Green functions converge extremelwlioand a number of methods have therefore been in-
troduced to produce rapidly convergent Green-functiomritlgms, including the well known Ewald summation
method [2, 13, 28] for two- and three-dimensional problemd, &or the two-dimensional case, the highly efficient
algorithm [46]. Many other contributions have in fact been forward over the years to facilitate evaluation of
quasi-periodic Green functions; in addition to those nwrgd above here we mention [14, 19, 25, 33, 37, 40, 41];
a recent survey can be found in [30]. A combined approach wtékes advantage of various methods, applying
each algorithm for configurations for which it is most effiti¢for the challenging three-dimensional Green function
problem), was put forth in [21].

As is well known, none of these methods for evaluation of thastgtperiodic Green function can be applied to
problems of scattering by periodic surfaces at Wood-anpmoahfigurations [44, 47] (at which one or more scat-
tered waves propagate in a direction parallel to the s@agtsurface): for Wood-anomaly configurations the clagsica
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periodic Green function is not even defined (see Remark 2.@dtails on nomenclature concerning Wood anoma-
lies). To address this difficulty we propose new quasi-phtiGreen functions and associated series representation
which converge rapidly even at and around Wood anomaliese Miecisely, we present a set of rapidly convergent
quasi-periodic Green functior(éjfl whoseN-term truncated series converge, at Wood anomalies, dtdsdast as

(1/N)G=1/2 for j even (resp(1/N)i/? for j odd) asN — oo; in view of the fact that this approach also incorpo-
rates the smooth windowing function methodology [36], tee/iGreen functions also enjoy super-algebraically fast
convergence (faster than any powerdf away from Wood anomalies.

The approach introduced in this text produces fast Greratifon convergence at and around Wood anomalies
on the basis of a certain ordgffinite-differencing” method (for positive integer values$ j). To our knowledge,
this is the first approach ever presented that is applicabpedblems of scattering by diffraction gratings at Wood
anomalies on the basis of quasi-periodic Green functions.

It should be noted that a “method-of-images Green-funttiarhich is related to ouj = 1 Green function
approach, was used in [15, 48] to treat problems of scatfdrinnonlocal, non-periodic perturbations of a line in
two dimensions. Thé = 1 method, which suffices to yield (slow) convergence in the divoensional case, does
not give rise to convergence in three dimensions: for thieedsional configurations convergence only results for
j > 2[12]. In this context we also mention the recent work [3, 4fatih for two-dimensional problems, introduces
an alternative integral equation which does not utilize asipperiodic Green function, and which is also applicable
at Wood anomalies: in that approach quasi-periodicity fereed through use of auxiliary layer potentials on the
periodic cell boundaries. The practical feasibility of atemsion of this methodology to three dimensional problems
has not as yet been established.

In order to demonstrate the character of the new approachresemt efficient numerical methods, based on
the new Green functions, for the solution of quasi-periciattering problems throughout the spectrum—even at
and around Wood anomalies—; as shown in Section 4.4, cestight modifications of the direct finite-differencing
Green function expressions mentioned above need to baelirteol to obtain uniquely solvable integral-equation
problems. We further mention that, as indicated in [12] it@ltal acceleration can be induced in the Green-function
convergence by means of the FFT-based equivalent-sourttedadogy [9]; see Remark 6.2. Our numerical results
demonstrate the capabilities of the new methodology: avabsence of the acceleration method [9, 12], the present
approach can solve the complete scattering problem foeratmallenging periodic surfaces (steep gratings) in the
resonance regime, including Green function computatiodswatrix inversion by means of Gaussian elimination, in
total computing times of a few tens to a few hundreds of neilends—depending on the complexity of the problem.

The remainder of this paper is organized as follows. SeQia®escribes the scattering problem under con-
sideration and it presents some background on quasi-pefimaction and integral equations. Section 3 describes
the smooth windowing method that gives rise to super-algeélity converging Green function away from Wood
anomalies. Section 4 then presents the new rapidly convefgesen functions together with necessary theoretical
discussions involving the Green function itself and assed integral equations. Section 5 describes the numeri-
cal implementation of the new Green functions and integgalaéons, and section 6, finally, presents a variety of
numerical results demonstrating the properties of theadiveroposed approach.

2 Preliminaries

2.1 Scattering problem
We consider the problem of scattering of a plane wave by a&piyfreflecting periodic surface
I'={(z, f(x)),z € R} (1)

with f € C .(R), » > 2, where, for any non-negative integerC’,.(R) denotes the set af-periodic r-times

per per

continuously differentiable functions defined in the reéad¢! The propagation domain is thus the region

Q = {(x,y) € R? such thaty > f(z)}. 2)
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Letting & be a positive wavenumber and, further, lettthge (—7/2,7/2), @ = ksin(f) and 3 = kcos(f), we
assume the periodic surface is illuminated by the incidéamgwave

ul(z,y) = Y (3

so thatd is the angle of propagation of the incident field measurechtmwalockwise from the negativgaxis. The
scattered field:®* € HL () is a quasi-periodic solution of the homogeneous Helmhajtzagon that satisfies a
radiation condition at infinity. More precisely;’ satisfies the Partial Differential Equation (PDE)

A +Eu =0 inQ (4)
as well as the quasi-periodicity condition
w*(x + L,y) = u®(z, y)e " (5)

together with either the Dirichlet boundary conditions

uw® = —u" onT (6)
or the Neumann boundary conditions
ous auinc
=— onT. 7
ov ov 0
Herev is the unit normal )
(—f(z),1)

v(z) = 7m (8)

The aforementioned condition of radiation at infinity résditom consideration of the Rayleigh expansion [43]

u(2,y) = Y an @I oty > H = max f(x), ©)
neN

for the solutionu®. Here
o k2 — a2 ifa? < k2,
Qp =a+n—, /Bn: (10)
L iy/a? — k% otherwise
We say that,® satisfies the condition of radiation at infinifgr that«* is outgoing if b,, = 0 for all n. € Z. In other
words,u? is outgoing if and only ifu® is given by a Rayleigh expansion of the form

uf(z,y) = Y ane ) oy s [ (11)
neN

see e.g. [43].

Remark2.1 In what follows we denote by the (finite) set of integers for which? < k2. Forn € U the function
ellenz+Pny) is a propagative (outgoing) plane wave. In the cade> k2, in contrast, the corresponding functions
ellans+0ny) gre evanescent: they decrease exponentially as co. In the limiting casen? = k* we have a
Wood anomaly frequendgf. Remark 2.2 below). In this case the functigf»*+18-v = ¢ion s a grazing plane
wave, that is, it is a plane wave that propagates paralldiéaytating. For given period and angled we denote
by K19 = {k : k = |a,|} the corresponding set of Wood frequencies. (We also wiitestead of K, y when
specification of the period and incidence angle is eithecnatial or is otherwise clear from the context.)



Remark2.2. With reference to Remark 2.1, it is clear that continuousati@ns of one or more of the quantities
k, L andd can cause the-th diffracted mode:'“»*+15=¥ to change from evanescert,(imaginary) to propagative
(B real) or viceversa, passing by a wave with = 0 (k € Ky, g) at some “pass-off” intermediate configuration.
Rayleigh [44] connected such pass-bfE K, 4 configurations, which are characterized by energy retigion as
cut-off of diffraction orders change, with previous expeental observations by Wood [47] of anomalous diffraction
behavior. Eventually it was noticed that Rayleigh’s passonfigurations account for some but not all of Wood’s
observations of anomalous diffraction; see [31, p. 285fara detailed discussion, [35]. It might therefore be
appropriate to call pass-off configuration “Rayleigh-Wamhfigurations”. For the sake of brevity, and in keeping
with much of the existing literature, however, throughdit tpaper a configuration for which € K 4 will be
called a called a Wood configuration, akavill be called a Wood frequency, or a Wood anomaly frequency.
Remark2.3. With reference to Remarks 2.1 and 2.2 we note that for a WaemLi'ncy the Neumann problem for
a flat interface = 0) is not uniquely solvable: for that case the Rayleigh ma@fe” is a non-zero solution with
zero Neumann boundary data.

For eachn € U we define the associatedficiency
2B
g
The (finite) set of all efficiencies satisfies theergy balanceelation [43]

D e =1 (12)

Remark2.4. As is known [5, 22, 23, 38, 43], the Dirichlet problem (4)—&8)mits a unique outgoing solutiarf €
H}OC(Q) even at Wood anomalies (cf. Remark 2.3). A uniqueness rissuwt available under the Neumann boundary
conditions (7), although it is known that the Neumann prob{d), (5), (7), (11) does admit a unique solution except
possibly for a discrete set of frequencieshat can only accumulate at infinity. We note, however, theherical
evidence suggests that uniqueness (and thus existenaaytibs for this problem does hold at least for AliZ K

(cf. [23, p. 147]).

en = |an|

2.2 Classical quasi-periodic Green function
Letk ¢ K (k is not a Wood anomaly) and 16X, Y') € R2. The quasi-Periodic Green functidf! is defined by

GUX,Y)= Y e G(X +nLY), (13)
nez

where, denoting by{él) the first Hankel function of order zer6; is the two-dimensional free space Green function

G(X,Y) = iHél)(k:\/X2 +Y?2). (14)
As is known, the series (13) converges (6f, Y) # (rL,0), r € Z. Further, the truncated series

GUX,Y)= Y e G(X +nL,Y)
neZ,|n|>2

converges uniformly in any compact set not containing dengiies of G4 (see e.g. theorem 4.1 in [10]). For
reference, finally, we note that the Green function also tgithe Rayleigh expansion

1e

i, X+iBn|Y]
2L B,

GYUX,Y) =
ne”L

(15)

(see e.g. theorem 4.4 in [10]).



2.3 Integral equation formulations

Here and in what follows we denote iy, andI'x the intersection of) andI’, respectively, with the set <
(—%, %) x R:

0y — {(ac,y) e (-é%) <R, suchthaty>f(m)} , Ty- {(m,f(m)),we (-é%)} (16)

As is well known, the Dirichlet and Neumann scattering peofis described in Section 2.1 can be reduced to second
kind integral equations over the curVe: (cf. for instance [22, 43]). Indeed, a variety of such ing@édormulations
exist. For definiteness, in what follows we present two tygfaategral equations, one for each one of the problems
presented in Section 2.1, which we will consider througtibist text.

In the Dirichlet case the scattered field can be expressdubifotm

’LLSD(Qj‘,y) = - azz(m’)cyq ($ - ml>y - f(l'/)) ,U,(l’/) dS(ZL'/),
#

where the density. is the solution of the integral equation

i, = | G (o = S0 £ i) ) + Sl

For the Neumann problem, in turn, the scattered field is gixethe expression
wila) = [ 6 (0 —a'y — [)) n(e') ds(a).
#
wheren is the solution of the integral equation

. 1
i, = [ @ e S@) 1) e ds(@) = g0ta)

3 Super-algebraically convergent representation away frm Wood anomalies

In this section we present a novel methodology, put fortlemédg [36], for evaluation of the quasi-periodic Green

function away from Wood anomalies. In fact, in view of its tjties at non-Wood anomaly frequencies and for ease
of implementation of high-order integral Nystrom solvettse basic element in this method (smooth windowing)
is incorporated as part of our all-frequency scheme—valdbobth Wood and non-Wood frequencies—which we
introduce in Sections 4 and 5. As established in [36] (Thmo(8.1) below) and as demonstrated by means of
a simple example below in this section, integrals of proslwttsmoothly windowed Green functions and quasi-
periodic functions converge exponentially fast to the esponding integrals involving the exact periodic Green
function. Using an argument based on summation by partee@dsof the integration by parts calculation utilized

below in this section) it can be shown that a correspondimyegence result holds for the windowed periodic

Green function itself.

To proceed with our smooth-windowing Green-function allipon we consider the smooth cut-off function

1 if |z| < o,
S(x,z0,71) = exp (Qf:{u) if oo <|z| <21, u= Li‘:§§> (17)
0 if |z] > 21,
(see Figure 1), and we define the approximate periodic Greetibn G by
GY(X,Y) = i S ek BV (ky/(X + nL)? + (Y)2) S(X +nL,cA, A) (18)

nel
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Figure 1:Windowing functionS = S(z, 2o, z1) for 2o = 1 andz; = 2.

and a corresponding approximation of its normal derivative

HY(z,2") = i Z elanl 81,(1:/)H(§1)(k‘\/(x —2'+nl)?2+ (y—y)?)S(x—2'+nL,cA,A), (19)
neL

whereA > [ and0 < ¢ < 1. Then, as established in [36] the following result holds:

Theorem 3.1. Letk ¢ K and let f be a smooth function. Then, for anyquasi-periodic smooth function the
integrals

g Hj(z,2") p(2')ds(z’) and g Gz =2, f(z) — f(a) p(a")ds(a')
# #
converge super-algebraically fast (that is, faster thay apwer tol /A) to

Oy Gz — 2, f(x) — f(2')) p(a")ds(2") and Gz — 2, f(z) — f(2')) p(a)ds(a"),
Py Py

respectively, as! tends to infinity.

The main idea of the proof of this result can be conveyed byrpldied example that results as the Hankel
function is substituted by its large-argument asymptotfression (cf. reference [36] which also contains a coreplet
proof of Theorem 3.1). For definiteness we consider the chdeuble-layer potential; the case of the single layer
is even more direct. To construct our simplified example nbé&t, sinceu is a-quasiperiodic, the double layer
potential can be expressed in the form

azz(m’)(;q (1’ - x/a f(l’) - f(x/)) :u(x/)ds(x/)

Ty
= /_Oo azx(r’)(; (1’ - x/7 f(x) - f(x/)) :u(x/) V 1+ f/(w/)Z d.%'/. (20)

Taking into account the largeasymptotic expressionl)(z) ~ 8—\/2 for large positive values af’ we obtain

aV(SC’)G (.Z' - 1'/, f((L') - f(.%',)) = C(Z’,(L',) (21)

whereC is a function which remains bounded from zero an@dsz—z’ — co. Onthe other hand(z’)/1 + f/(x')?
is ana-quasiperiodic function, and it can therefore be expandeddRayleigh series of the forfn °>° aneon®’

n=—oo

6



In our simplified example we thus replace the Green functiothb asymptotic form (21) witl'(z, ') = 1, so that
2mn

the integrand equals an infinite sum of constant multipleonhs of the formeikT’;z (wherek, = k — a — T).
And, in fact, for our example we consider just one such tehat, its, we study the integration problem

+o00 eik:nq:’

As stated above, throughout this section we asskimeot a Wood anomaly frequenck ¢ K), or, in other words,
ky, # 0 for all n.

Ie)( - dx/.

A |Iex—IH,A| |Iex—IS,A|

10 5.0 x 1072 8.5 x 107°
20 3.6 x 1072 9.7x 1077
25 3.2 x 1072 1.9x 1077
50 2.3 x 102 4.9 x 10710
75 1.8 x 1072 4.7 x 1071
100 1.6 x 1072 7.7 x 10714

Table 1:Approximation errors for various values df(k,, = 2mc = 0.1)

To illustrate Theorem 3.1 in the present context we invagtigheoretically and numerically the convergence of
the approximation

ikna’

+00
Isa= S(z',cA, A dx’
S,A /0 ( ) 7

to the exact valudey. For comparison purposes we also consider the classicadbxpation

A eiknx’
Ina= [ S, (22)
0

which can be viewed as the result of substituting the smoatkdawing functionS by a suitable Heaviside function
H, and which corresponds, in the context of this section, éadihect truncation of the series (13) keeping a number
of the order ofO(A/L) terms. The errofex — Is 4 in the windowed approximation is given by

+o0o iknz’ +oco ikna’
Iex —Ig 4 = 1-S5(z',cA A ¢ dx’ = Pz’ cA, A dx’,
ex S, A /0 ( ( )) \/E oA ( ) \/?

whereP(z',¢, A) =1 — S(a’,cA, A). Using the the change of variables= j—; we obtain

too P, 1,L) .
Tex — IS,A = \/CA/ M elkncA:c dz.
1 VT

Given thatP(1, 1, %) = 0, integration by parts yields

1 o9 P(x,l,l) S
Tex — Isp = — — | ———&5 | "M da,
ex S, A ik‘n ,—CA/I Oz ( \/5

while, more generallyp-times iterated integration by parts gives rise to the iahat

B (=1)P too gr [ P(x,1, %) ikncAz
[eX - IS,A - (ikn)p(CA)p—l/Z 1 % T e dx.




1
Noting that the derivatives olfj(ff;x) do not depend onl, and that they are bounded functions with support equal
to the interval[l, 1/¢|, for all p € N we obtain

C

Tex — Is.a| < :
[ex SvA’—\/E(kncA)p—l/z

In other words, the error in the windowed approximatign, is super-algebraically small: it is a quantity of order
A Pforallp > 1.

The widowed integration method thus results in much cloppra&imations than the direct un-windowed ap-
proximation/y 4: a simple argument involving a single integration by pattsves that the error in the latter ap-
proximation only decays likel 2. Table 3 illustrates the super-algebraically fast corseog of/s 4 as well as the
extremely slow convergence of; 4.

4 Rapidly convergent quasi-periodic series at and around Wod anomalies

4.1 New quasi-periodic Green function: introduction

With reference to equation (13), we seek a quasi—period'ﬂz)sthunction(?J‘?l that can be expressed by a rapidly-
convergent series

GHX,Y)= Y e ™LGy(X +nLY), (23)

(i € N), whereGj(X,Y) is aj-dependent half space Green function, defined in Sectignwh2h decays rapidly
as X tends to infinity. (The super-indexon the left hand side of equation (23) denotes quasi-p&itgdand the
tilde accent is used there to differentiate the Green fanct23) with a related but different version of it which is
introduced in Section 4.4; see also Remark 4.1.) Becaudesdfast decay, a truncated sum of the form

CNJJN"’(X,Y): Z e_iomLGj(X—l—TLL,Y) (24)
In|<N-1

converges more rapidly than does a corresponding trumcafithe classical quasi-periodic Green function (13):
as shown in Section 4.3 below, there exists a constaat> 0 such that for ally” € (—M, M) and and for all
X € (—~L,L)* we have

% forj even
GJQ(X> Y) - GJ'N’q(Xv Y) < ]CVM2
forj odd.

J

N3
In particular, the series expansion (23) for the new Greaaotfan converges for all frequenciéseven at and around
Wood anomaly frequencies.

Remark4.1 Our proposed quasi-periodic Green-function, which is dﬁdlcbyGJg, results from a slight but im-

portant modification ofl? that is necessary to induce uniqueness in associatedahtgration formulations; see
Section 4.4 for details.

4.2 Rapidly decaying (non-quasi-periodic) half-space Gen function G;

Rapidly decaying half-space Green functi@giscan be constructed on the basis of linear combinations ottidar
free-space Green functions with arguments shifted by a eujraf shifts. For example, letting= 1 and

Gi(X,Y) = H" (kv/X2+¥?) = 1" (/X2 (Y 1)) (25)

8



in view of the mean value theorem we have

Gr(X,y) = P+ H“(hﬂw Y+£> (26)

X2+(Y+§)

for some real value of, Y < £ <Y + h. But in view of the asymptotic formula

Hr(zl) (t) = 4 /%ei(t—"%—i) {1 +0 (%) } , teR, neN, (27)
T

there exists a constat > 0 such that, for largéX | we have

[G1(X,Y)] < (28)

|X|3/2 :
In particular, the functior?;, which is a Green function in the domaih> —h, decays faster, a& — oo, than the
free space Green function (14).

Green functions with arbitrarily fast algebraic decay cambtained by a suitable generalization of these ideas—
using, for a given positive integéra finite-difference operator that approximates-aerivative operator of ordér
In this paper we use the finite-difference operafor. C'*+! — C given by

J
Flug,...,u) =Y (1) Clug, (29)
=0
., . .
where ) = aG 0l ) o are the binomial coefficients. Denoting @y : Ci*! — ¢!, g . ¢+ - Cit! and
j—
Pi . CI*! — C the identity operator, the left-shift operator, and the fisordinate projection operator, respectively,
Ij(uo,ul, N ,’LLJ') = (uo,ul, e ,Uj),
gj(u07u17"'auj):(ula"'7uj70)7 (30)
Pj(uo,ul, e ,Uj) = Uo,

as a result of a binomial expansion we obtain
Fi=Po(T-g).
We thus see thaf’ results fromj applications of the first-order difference operaf@t — £7).

Remarkd.2 Since for each polynomid? = P(Z) of degreek we have thaQ(Z) = P(Z +¢5) — P(Z + (£ —1)0)
is a polynomial of degre¢k — 1), it follows that, as is known, the operator (29) producesctiyxahe j J -th order
derivatives of polynomials of degree strictly smaller thafor all polynomials of the formP(Z) = >~} ang we
have

J
> (-1 P(Z +60) =0, (31)
=0
see e.g. [20, egn. 5.42].

Using a Taylor expansion of ordgr 1 and including thg-th order remainder, it follows from Remark 4.2 that
for a sufficiently smooth functiom we have

J J W
> (-1 Z+My—&ZX4V@§MWZ+&L 0<& <L (32)
=0 =1 ’



For givenh > 0 andj € N we thus define thgth rapidly-decaying half-space Green function by

EJ: (k:\/X2 (Y + (h)? ) (33)

(=0

u>|»—-

for (X,Y) € R?, (X,Y) # (0,¢h), and for all non-negative integefs< j. With this selection for the functiotv;,
the corresponding quasi-periodic Green function (23)vsigiby

GIXY) = ' i —la"LZ i gV (k:\/(X YL+ (Y + Eh)2) . (34)

n——oo

In view of the Rayleigh expansion (15) together with equai¢13) and (34), further, it is easy to check that for
Y >0 ng can also be expressed in the form

. J
~ _ 1 0 iBnlh | iomX iBnY
GHX,Y) =) T (Z(—l) Cle ) elonXe (35)

neL /=0

which plays a crucial role in the null-space study preseieskection 4.4.
As shown in Lemma 4.3 below, the Green functiGpand its derivatives do indeed decay rapidly; the corre-
sponding fast convergence of the left hand series expressiequation (23) is established in Section 4.3.

Lemma4.3.Letje Nh >0,/ =00r¢=1,m =10orm = 2andk > 0 be given. Then, for each/ > 0
there exists a positive constafit, (that also depends ojpk andh) such that for ally” € (—M, M) and for all real
numbersX with | X| > 1 we have

C
,X‘]jv‘j*; if j even
(af (X, Y)‘ < - (36)
M
yX\%“ if j odd

whered?,, denotes differentiation of orderin the m-th coordinate direction, that is, fof = 0 9%, G; = Gj, and for
¢=1andm =1 (resp.{ = 1 andm = 2), afnGj denotes the first derivative 6f; in the directionX (resp. in the
directionY).

Proof. We consider the cage= 0 (95,G; = Gj) first. Let
F(X,2) = 7H (k|X[u(2),  w(Z)=V1+27. 37)
Since, as it is easily seen, we have

b Y  th
%mm=2@@wdxm+my

/=0

to study the decay rate 6;( X, Y) asX — oo we may apply the relation (32) to the functio(?) = f(X, Z), for

a fixed value ofX, and withZ = anch =X | We thus obtain
h\ i Y h
nyz@ﬁ —H&4NX—+@ L o<e< (38)
i) ={x7) 20 X X

10



where £l denotes theZ-derivative of the composite function (37):

fil(x, z) = iddZJ< él)(k:|X|u(Z))). (39)

Thej-th derivative (39) can be obtained by means of an applicatfd-aa di Bruno’s formula [17] for differentiation
of composite functions, which in the present context gives

. . j me
f[j](X,Z) :i Z ﬁ (H( )(m k‘X’ H (k’|X| )) : (40)

i

wherem = m1+- - -+m;, and where the sum is evaluated ovej-dilples of non-negative integefs:i, mo, - - - ,m;)
satisfyingm; +2-mg--- +j-m; =j.

In view of equations (38) and (40), to estimate the asymgiadi G;(X,Y) asX — oo it suffices to estimate
the corresponding asymptotics for the following two faesliof quantities:

@ () (Kxlu (Y +&) ) . G<tmsy . and

() [Ty (K1X10@ (F+&))" . Q<e<i) o Shoyamg =i

It is easy to estimate the quantities (a). Indeed, in viewhef well known expression [27, eqn. (5.6.3)]
2d/dz [H,(f)(z)] =g (2) — Hr(le( ), we obtain

n—1

(H) ™ (k| X |u(2)) = ij ar 2V (k| X|u(Z))

q

and L
HPWI< 55 . g€Z , 0<q<) . 120,

for certain constants* and L . Since‘ % +& ‘ < ‘—2| for some constank,, estimates on the quantities (a) follow:

X X
for some constankt; we have

Y L
'(Hél))(m) <k|X| u <|X| + &) ) ‘ |X|:1))/2 (41)

Clearly, L3 depends olk, Lo, £ and M.
In order to estimate the quantities (b), in turn, we first ribtg for smallZ and for allg < j we have

Ly if g is even,
u?(Z) < (42)
LyZ if gisodd

for some constank,. It follows that

| < X | ul ( my [ Ly | X Tt mat = L) x|t jis even,

[ (k1 re)) < 43)
(+1)/2 )/

e | X1 Ls | X Zimr ma= S P maas _ p o xS me s odd.

But, as is easily shown we have
i/2 .
Y gy < 3 forjeven, (44)
q=1

[\



and

for j odd. (45)

Thus

j m 3 ~
Y a L;|X|2  forjeven,
11 (lelu@ <W +54>> < { (46)

Ly |X|'= forjodd.
Combining (41) and (46) we obtain

(x4

and, thus, in view of (38), the estimates (36) for the dase0 result.
The estimates (36) for first derivatives (cages 1, m = 1 and/ = 1, m = 2) can be obtained in an entirely
analogous manner in view of the relation [27]

Lg |X|%‘% if j is even,
< j (47)
L¢|X|271 if jis odd

d
—H" (2) = —H{" ().

The proof is now complete. O

4.3 Fast convergence of the quasi-periodic Green-functioseries(34)

In view of the relations (36) it is easy to estimate the rateafvergence of the series (34) and its term-wise
derivatives. Details in these regards are presented irotlosving theorem.

Theorem4.4.Letje N, h >0,/ =00rf{=1,m =10orm = 2andk > 0 be given. Then, for each/ > 0 there
exists a constanb,; > 0 (that also depends oj; £ and h) such that, for allX, Y satisfying—L < X < L and
—M <Y < M, ad for all integersN > 1, we have

Dy for i
. NG-D/3 orjeven,
Y el G(X +nLY)| < D (48)
neZ,|n|>N NTA/é forj odd.

It follows that for/ = 0 and?/ = 1 withm =1 orm = 2:

1. The truncated serieEflV:_N e~tonk 9t G (X +nL,Y) (which, in the casé = 1 result from truncation
and term-wise differentiation of the Green-function se({&4)) converge asV — oo to the corresponding
quantities@ﬁlGJg, and

2. The corresponding approximation erro{@ﬁlé? - Z,JLV:_N elenk 9t G; (X +nL,Y)| decrease at least as

fast asN~U~1/2 for j even and as fast a§ —i/2 for j odd.
Proof. Follows directly from Lemma 4.3. O

Remark4.5. The convergence estimates (48) can be strengthened fogamatfons that do not correspond to Wood
anomalies. Indeed, noting that the inequalities in Lemm3) (@an be expressed as the sum of an asymptotic term
(which, as is given by a product af N¢, for somes, and a smooth function, is a monotone function gV for N
large enough) plus a higher-order correction and mirrotitggproof of [10, Thm. 4.1] to estimate a sum between

12



N andP in the present context (for sonfelarger than our truncation integér), the error bound that results from
use of [10, Lemma 4.2] as in [10, Thm. 4.1] can be used to oli@immproved error estimate

Dy .
. NGO for j even,
Y el GH(X +nLY)| < s (49)
nEZ,|n|>N M forjodd.
Ni/2+1 J

The constan,,, which depends on the configuration under considerati@wgwithout bound when, as a result
of variations in frequency, period or incidence angle, a Woonfiguration is approached.

4.4 qu null-space and complete rapidly-convergent Green functio GJ‘?

Following the discussion in Section 2.3 and in view of theddtiction of the rapidly convergent Green function
ng in the previous sections it may be expected that the scatferlsu7, anduj, for the Dirichlet and Neumann
problems could be expressed in terms of the rapidly cormgrGireen functions—using, e.g., the representations

8éq / / /
Ty
Dy

Such representations give the desired solutions for thieldét and Neumann problems presented in Section 2.1 as
long asi, andn are solutions of the equations

[ 0@ o = 5la) = £0) ) dla) + ute') = =", (52)
#
0u(e) G (= ', () — F(&)) nla') ds(a’) — Zn(a) = B,y ir (53)

Py

As it happens, however, in many cases the operators on thealedl sides of these equations are not invertible.

More precisely, as shown in what follows, the operators @nléft hand sides of Equations (52) and (53) are not
invertible

I. For certain “resonant” values of the shift paramétéfor which non-invertibility arisesnyfrequencyk, see
Section 4.4.1); and

Il. At Wood anomalies (for which these operators are notiiilvie for any value of the shift parametét, see
Section 4.4.2).

Roughly speaking, the difficulties | and Il are associatethwabsence of a (finite) number of Rayleigh modes in
the spectral expansion of the quasi-periodic Green func(ﬂjb. Fortunately, however, these difficulties are easily
circumvented. We describe these issues in detail in Sectighl and 4.4.2 and then, in Section 4.4.3, we put forth
a modified versiorcGJf]1 of the Green functionf};l which does not suffer from either of the difficulties | or I1.

441 C?Jfl null-space I: resonant shift parameter valuesh,.

In view of equations (15), (23) and (33), away from Wood anligsave have

m=0

. J .
~q _ 1 _1\md iBamh | ianX iBnY _ ! _iBnhnj ian X _iBnY
G{(X,Y) Z2Lﬁn (Z( 1)™C).e )e e ZZLBn(l elonitylelnd glfn® (54)

ne’l
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so that, given an integer, for values ofh = h. for which the resonance condition
(1 — efnohe)i = @ (55)

holds, the Green functioﬁ??(X,Y) as a function ofX (for any fixed value ofY") does not contain the Rayleigh

modeei®nX: the Rayleigh coefficient of order, of the functioné?(X, Y') equals zero.

In such cases the operators on the left hand sides of eqsdB@hand (53) are not invertible. Indeed, assuming
equation (52) (resp. (53)) is invertible, let us consider dolutiony (resp. n) that results from a right-hand
side given by—u®“(z, f(z)) (resp. given by-d,,u'™ (z, f(x))) with u™¢(z, y) = e*n0**Fno¥ (note that the
exponent here differs from the one in equation (3)). By ueiwss of solution of the Helmholtz equation (see
Remark 2.4) we would then havé, = —el“0 PV (resp.uj, = —el®no”+ifno¥) throughout2—which is clearly
not possible since, as mentioned above, for any fixetie Rayleigh expansion «ifjg(X, Y’) does not contain the
Rayleigh mode:i*»X for any value of the frequendy.

442 ng null-space Il: Wood anomalies

Similar resonance conditions and associated non-uniggaesues occur at Wood anomalies—as demonstrated in
what follows. Throughout this section we use the notation= «,,(k, 6) and3,, = 3,(k,0) to display explicitly
the (k, #) dependence of the wave-numbessand3,,, respectively. We assunte= k£° and a given incidence angle

6 = 0" gives rise to a Wood configuration for tmeth Rayleigh mode—that is3”(k°,0°) = 0. For the present
demonstration purposes, in this section we further asshatddr the given configuration there is one and only one
value ofn € Z, namelyn = n?, for which 3,,(k°, 0°) vanishes:,,0 (k°,6°) = 0 and3,,(k°,6%) # 0 for n # nO.
Then, it is easy to check that, éis, 6) approachesk, #°), the limit of the expansion (54) fcﬂ?;?l is given by

i J
JUX YY) = . —1)" i imBn (k0,09 \ ian (k°,00)X i, (k0,00)Y
G (X,)Y) EZZ:# o 2L B (KO, 6) (Z( )OI e . .

m=0

. J
. 1 _1yme imBh | a0 (k0,00 X iBY
+éli%—2m (Z( 1)™C) e )e 0 e,

m=0

But, using the Taylor expansion ef"?" arounds = 0 we obtain

. j .
i o i o
lim —— 1)l emBh ) = lim —— (1 — Ph) = for >2 56
lim 573 (7’;( )" Clye ) lim Sr5(l =™ =0 for j=2, (56)
and, thus, at the Wood anomaly configuratiGif, does not contain the Rayleigh moeeé-(*" )X Thus, using an

argument similar to the one presented in Section 4.4.1 gamant-shift cases, here we find that the operators on the
right-hand sides of equations (52) and (53) are not inderfitr any value of the shift parametgr

Remark4.6. Figures 6 and 7 demonstrate the lack of invertibility of gred equation formulations based on the
guasi-periodic Green functio@;l at resonance values of the shift parameter and for Wood dga@woafigurations.
Note that equation (55) can only hold for propagative moags< U) and, in particular, there can only be a finite
number of values of for which a resonance of type (55) may occur.

Remark4.7. Not only do the two non-uniqueness issues discussed inddecfi.4.1 and 4.4.2 translate into non-
invertible operators at resonant-shift and Wood-anomases, but they also give rise to ill-posed numerical solvers
aroundboth, Wood Anomalies and resonant-shift values. Note tl@hbn-uniqueness problem at Wood anomalies
(which, incidentally, occurs foj > 2 but not forj = 1, cf. equation (56)) is in some sense more fundamental
that the non-uniqueness issue arising from resonanttnifdition (55): the latter could be bypassed by adequate
selection of the somewhat arbitrary shift parametethe former, however, presents an impediment for evalnatio
of scattering solutions at and around physically realiealibod configurations.

14



4.4.3 Complete rapidly-convergent Green 1‘unctiorG;1

The present section introduces slightly modified Greentfans and corresponding integral equations that overcome
the null-space difficulties described in the previous twetises. As detailed in what follows, the modified Green
functions are obtained by simply adding(ﬁ? a multiple of each one of the Rayleigh moaés X +15»Y that it does
not possess. Clearly, such a procedure results in new ogtgaieen functions, since the individual modes added
are themselves outgoing solutions of the Helmholtz eqng#d in the domairf2. In particular, our algorithm does
not resort to selection of non-resonant shift parametdér&fk@mark 4.7).

To address the non-uniqueness issues arising from theams®rondition (55) we proceed as follows: letting
7 > 0 and

v ={n e such that‘(l - eiﬁnh)i‘ <m } (57)
we define a smooth Kerndll,. by
M(X,Y)= Y XY X e(-L,L),YER, (58)
neu

which will be added tcflf1 to eliminate resonant-kernel non-uniqueness in equa(®2sand (53). Similarly, to
eliminate Wood anomaly non-uniqueness in the integral amps(52) and (53), for,, > 0 we define

Ul = {n € Z,such tha (1 — "] < nw} (59)
and forn € U™ we let
cn = max |ia,f'(x) —iB,|. (60)
2€(-5.3)

Then, noting that,, is necessarily non-zero unlegsvanishes identically, for non-constafitve consider the smooth

kernel M,,, _ _
e1oan+1BnY

My(X,Y)= Y ————, Xe(-LL),YER (61)

neUgd® “n

Remark4.8. For the (trivial) flat case {/ = 0, constantf) at Wood anomalies we havg = 0 for somen, and
thus M, is not defined. The needed kernéls,. My, andd, )My, can nevertheless be extended to such cases
using a limiting process, and it can thus be seen that integreaations and PDE solutions vary continuously as the
flat-surface case is approached (except for the Neumantepnadt horizontal incidencdd| = k) which, for the
flat surface, does not admit a unique PDE solution). Indeed faentically equal to zero we havg = |3,|, and

thus
i (z—2")+iBn (y—y') . B
e /
lim 0,y = —ielon(@=2) iy 2

Noting thatlimg, o Ig_ZI equals eitherl or i (depending on the sign qk? — o?2) as the Wood anomaly is ap-

proached), for the flat case at Wood anomalies we refdlgee My, (x — ',y —y') ando, ;) My (xz — ',y —y') by
one of the two possible associated limits, say,

{0y My} (x =2/, y—0) » =i Y &) and (62)
neugvw
{8,,(x)MW} (x—2',y—0) —i Z glom(@=2"), (63)
neUgv

It is easy to check that these alternative definitions folfldtecase at Wood anomalies (or, indeed, any definition as
a sum of arbitrary non-zero multiples of all exponentids:(*=*") for n e Uy,) all give rise to one and only one
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integral-equation solution for the flat-interface Woodaraly case—as long as the right-hand-side of the integral
equation is orthogonal te'®~* for all n € Ug”. Under the latter condition and using considerations caoricg
unigueness properties (Remark 2.4), further, it can bekeukefS] that these definitions lead to solutionsandn

of the integral equations as well as scattered fielgsand 3 that vary continuously as the flat-interface/Wood-
anomaly case is approached.

Using these additional kernels we can now define a periodéesfunction for all smooth periodic interfaces
with f/ # 0, all incidence angles and all frequencies, namely
q _ a4 .
Gj (X>Y)_GJ (X7Y)+Mr(X>Y)+Mw(X7Y)a (64)

with the special considerations specified in Remark 4.8 ntkéhodology is extended naturally, with continuous
solutions, to the trivial flat casg’ = 0. The resulting second kind integral equations for the Bletand Neumann
are given by

éuu) + /F ) {0vn G} } (@ = @', f(2) = F@)ple) ds(a’) = ™, and (65)
—§n<m> + /F {0, G} (@ = 2/, f(2) = F@)In() ds(al) = ~Byayu™r,. (66)
#

The Dirichlet and Neumann scattering problems under censin for non-flat rough surfaces thus reduce to
finding density functions: € C;(F#) andn € C;(P#) such that equations (65) and (66) are satisfied, where
C;(F#) denotes the space of continuausjuasi-periodic functions. A general discussion of exiseeand unique-
ness for these problems that extends previous results @maR 2.4) to Wood anomaly cases will be presented
elsewhere [6]. Numerical algorithms based on these eq&#ind corresponding numerical results are presented in
Sections 5 and 6 below.

5 Numerical algorithm

Our numerical method for the solution of equations (65) &%) (ncorporates the windowing and shifting method-
ologies introduced in Sections 3 and 4 for evaluation ofgraeoperators at all frequencies together with a suitable
modified version of a well known Nystrom approach for higler evaluation of logarithmic integral operators.
This section presents the details of a numerical implentientaf the combined windowing-shifting based Nystrém
approach.

5.1 Kernel decomposition in a periodic setting

The Martensen-Kussmaul (MK) Nystrom approach [16, 26, 3Prdlies on decomposition of the integral kernel as
a sum of a smooth kernel and a logarithmic term. We presenexomposition for the Dirichlet equation (65); the
method for Neumann equation (66) is entirely analogous.

Like previous MK approaches, our MK Nystrém method is basedige of the periodic unknowns: using the
change of unknowii(z) = u(x)e~'** we re-express the integral on the left-hand side of equ#@Bhin the form

| {2 G} = o 1) = £) b)) T PP da’ 4 5 = ™7, (6)

whereji is a periodic function of period. and wherep(z, ') = e~**@=*")_In view of (64) and expressing the
integral involving the periodic Green functiqﬂiﬁ11 as an integral betweenoo andoo (cf. equation (20) where the
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corresponding identity for the kernél? is displayed) the integral on the left-hand side of (67) carexpressed in
the form

L
2

/_ By (My + My} (& — o/, f(x) — [(&')) (. a”) ') /T F @) da'+

o~

—+00
/ {00 Gi} (x =2’ f(z) — f(2") ¢(x,2) i(a”) /1 + f'(2')? da’. (68)

The integrand in the first term of equation (68) is smooth aribglic, and, therefore, the corresponding integral
operator can be evaluated with high-order accuracy by mekiie trapezoidal rule [16]. To compute the second
term in (68), in turn, we first truncate the integral using Wiadowing technique introduced in Section 3. That is
we approximate the second integral (68) by

+o0o
/ S(x —a',cA, A) 8,1 Gi(x — o, f(z) — f(a") ¢z, 2) f(a’) /1 + f'(2')? da’ (69)
for adequately selected positive constanésd A, and we then evaluate the integral (69), with high-ordeueszy,
by accounting explicitly for the logarithmic singularity @ — z’) = 0. To do this we follow [16] and note that, for
|x — 2’| < 27, the kerneb, (,)G; can be expressed in the form

Oyt G =/ @) = (o) = K0 s (255 )| + Kot (70)
where
Ki(z,2) = k@)@ =) = (F@) = fa) N (k\/(w — ') + (f(z) - f(m’))Z)
W)= ur 1+ f(z')? V@ =22+ (f@) — f(@))? )
and

Kafin/) = 0y Gy ', f(0) = ) ~ Koy s (255 )]

are smooth functions.

In the context [16] the conditiofx — 2’| < 2 is always satisfied; unfortunately, however, this is notdase for
the integration problem (69): under the present condifioss of the decomposition (70) feroo < z — 2’ < oo,
would give rise to singularities whenever- 2’ is an integer multiple ofw. To overcome this difficulty we utilize an
additional cut-off function that vanishes outside a sufitly small local neighborhood of the singular point= x:
taking0 < Ay < L/2,0 < dy < 1 and recalling equation (17) we define the “local” windowinmgdtion

Py(x — ' dg, Ag) = S(x — 2’ dgAg, Ay), dp, Ag € Rog, (71)
and we decompose the integrand in (69) in the form
S(ﬂi‘ - :L'/v CA7 A)aV(IE,)GJq(m - 33'/, f(l‘) - f(l'/)) ¢($, :L'/) \% 1+ f/(ﬂi‘/)2 =
/ o (T /
Ky(z,z")In {4sm (L(ac x ))} + Ky (z,2") (72)
where

[ —a) = (f(@) = f(z))
Ve =)+ (f(z) — f(2))?

I (/@ =27+ (F@) - F@)?), (73)

k
Kg((L’,fL'/) = E Pg(x - 3U/7d£714£)
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and where
Kr(x> l’/) = S(l‘ - l’/, CA> A)azx(m’)GJq(m - .1'/, f(l’) - f(l’/)) qb(x, ml) 1+ f/($/)2
o ’ L2 (T
Ky(xz,z")In [45111 (L(:U x ))} . (74)
It is easy to check that, given the assumptions A, < L/2 and0 < d; < 1, K, and K, are smooth functions of

andz’, and, thus, the MK methodology can be used for evaluatiohefritegral (68)—as detailed in the following
section.

5.2 MK quadrature rules

To derive MK quadrature rules in the present context we damsihe decomposition (72) and we re-express the
integral (68) in the form

L

P
KPP (z, 2" u(x') da’+

SISl

+00 too
K (x, 2" u(z") da’ + Ky(z,2')In [4 sin? <%(az - x'))} a(z")dx', (75)
where KP (z,2") = Oy {M: + My} (x — 2/, f(z) — f(2') ¢(x,2") /1 + f'(2')? is a smooth and.-periodic
kernel; note that all integrands in thie-oo, o) integrals in (75) are compactly supported functions withpsrts
contained in the intervalz — A, 2 + A). We additionally use an equispaced discretization mestagong an even
numbern; of points per period of the scattering surface: denoting\by= [%1 the number of periodic intervals
contained in the integration domain to the right of the paint é (where[z] denotes the smallest integer larger
than or equal ta), the quadrature rule uses a total(®fV + 1)n; quadrature points; given by
L L
i =(—=—-NL j—1)—
1= (5 = ND)+ (- 1),
over an integration domain consisting2V + 1 periodic intervals.
Our MK quadrature rule fofz| < L/2 then results as follows: The first integral in equation (&gvaluated
with high-order accuracy by means of the trapezoidal rulmida

L

2 5 L 5
P a) pla) '~ o Y. Kuaale,a) iley). (76)
—ég\x—x,.\g
2 J

jEN, j<(2N+1)ng,

SISl
ol

Similarly, the second term in (75) is integrated with higider accuracy by means of the trapezoidal rule expression

+oo
K (2, x)ji(a")dz' ~ n£ Z Ky (z,xj) fi(z;). (77)

- ! lz—x;|<A
Finally, the third term in (75) (the singular integral) ispapximated by means of the MK quadrature rule
+00
/ o (T ~ N
Ky(z,z") In [45111 <L(a: a:))} a(x’)dx

—00

Nl

- /::JFL Ky(2',x)1In [4sin2 (%(m - x'))} i(z')da!

~ % Z Rj,n; (27TT$> KZ(‘%xj)ﬂ(wj)? (78)

le—a;|<Ag
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where

nr
1 2 27 . 2Tz
Rijn;(t) = — Z / 70 |y (4 sin? %) dr. (79)
" g=— 417"

Formula (78) is obtained by introducing the change of végigb= 22z, 7 = 2Z2’ and expressing,(z, ') fi(z’)
as a Fourier series. Using the relation [24, ch. 12]

1 [2r N 0 if m=0

— [ 1 (4' —> mr g — 1

o s n (4sin 2 e T L1
m

we obtain

ny
27 x; A | & 1 2 A nr (2w
Rjn, <—L ) iy ; 7l cos (q (T(wz - x])>> — n_§ cos (7 (T(wz - wj)>> (80)

and our basic MK quadrature rule for the integral (75) is clatep

The next two sections describe certain accuracy and eftigidifficulties that arise from direct application of
the MK algorithm described in this section, and they puttfortodified procedures that eliminate such difficulties.
Thus, Section 5.3 introduces an inexpensive local quadratethod for nearly-singular integrals that arise for $mal
values of the shift parametér(see equation (33)), and Section 5.4 presents an asymptetitod that can be used
to accelerate the computation of the large numbers of largement Hankel functions that are needed in our Green-
function procedure. As demonstrated in Section 6, oncetblesnents are introduced a highly accurate and efficient
all-frequency algorithm results.

5.3 Accurate integration around “nearly singular points” i n shifted Green functions

It is useful to note that, as far as the decay of the Greenitum¢83) and associated rapid convergence of the quasi-
periodic Green function (23) are concerned, it is advamtagdo use small values of the shift parametesmall

shift values give rise to correspondingly smaller valuethef Green-function expression (33) for a given value of
X (see e.g. equation (38)) and, thus, to accurate approximafi infinite integrals via integration over reduced
numbers of periods. Unfortunately, however, although thedd K, defined in (74) is smooth and periodic for
arbitrarily small values of, a direct application of the trapezoidal quadrature rutetie second term in (75) with

a mesh-size that is no finer than is needed for resolutioneofWilivelength may yield inaccurate results when the
surfacel” and its downwardh-shifted counterparl’ — h (see equation (33)) are close to each other. This accuracy
loss is easily understood. For example, for small valuels ahd for a given: € (0; L), the kernel in the shifted
integral

z;+A
| v (/G =2 () = Fa) + 12 (e’ del, A >0, (81)

which is part of the integrand in (75), is nearly singulartfwa logarithmic near-singularity) for values of in a
neighborhood of’ = x. Clearly, further, the distance betweErmandI’ — h is smaller for steep surfacésthan it is
for gently-sloped surfaces; the situation is illustratedfwe left portion of Figure 5.3: the small distance betwEen
andI’ — h at regions wher&' is steep can be easily appreciated.

To reestablish accuracy we smoothly partition the intégmadomain and we use a finer mesh in a region around
the observation point’ = z. Thus, using a smooth cut-off functiopof the general form (17), for the test case
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Ti—1 Zq Ti+1
X x X % % X
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Yi-1Yj Yj+1

Figure 2:Left. Sample scattering surfage= f(z) = 7 cos(z) (solid line) and shifted surface = f(z) — h with 1 = 0.8.
Note that the two surfaces are very close to each otheratr: the minimum distance between the two surfacésag. Right.
Grid refinement: coarse grici and fine gridy;.

considered above in this section, for example, we write

z+A
| o B (k=P (F@) = F@) 4 P ') o’ =

—A

r+A 1
| ey B (/=P (@) = @)+ ) (1 = (o = o) e

z+A
+ / O Hy (FVGe =27+ (F@) — F@) + 1)) x(@ — 2') pla’) do'. (82)
z_
The first integral on the right hand side of this equation,alihis not nearly singular provided the functigron the
right-hand side of this equation is adequately selectedc¢dsirately approximated by means of the classical trape-
zoidal rule on the coarse mesh For the second right-hand integral, in turn, we use a finéspgued quadrature
mesh{y,}. The necessary coarse-grid to fine-grid interpolationpevduced, in our algorithm, by evaluation of the
discrete Fourier transform for the discrete version of tegqgalic quantity(«’ )e‘m' on the coarse mesh; and
subsequent evaluation of the resulting finite Fourier sesiethe fine mesky,, as detailed below in this section.

A few comments are in order with regards to the selection efviindowing functiony, the fine-integration
region and the associated fine mesh. We first note that wheldrtearly singular) integral containing the factor
X needs to be approximated by means of a fine integration mieshntegral containing the factgi — x) can
be produced accurately by means of the coarser backgrotegtation mesh—provided the windowing function
x has a sufficiently broad support and a sufficiently mild slojbes therefore not advisable to use a very narrow
fine-integration region around = z: doing so would lead to a steep functignand, thus, to low accuracies arising
from the coarse mesh integration of the integral contaittiegactor(1 — y). We have therefore found it convenient
to utilize a windowing functiony whose support spans several periods, and which, in patjctén be selected
independently of. We thus take our fine integration mesh to be given by

L
yg:—QL+(€—1)Ay, Ay:—, 1§€§2an
ng
(right portion of Figure 5.3), where; and( are positiveintegernumbers. (Clearly:; the number of points per
period in the fine integration mesh af@ is the number of periods in the fine-integration region.) Qdrse,n
must be taken to be larger tham in order to make the near-singular integration method ateuor a given profile
I" and a given shift parametér Additionally, ¢ can and should be taken to be much smaller than the nuhibier
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the overall integration region, to avoid excessive finegnation costs. In practice we have found the vaue 4
is small enough not to give rise to significant additional poiting cost as a result of the fine-integration procedure,
and sufficiently large to enable use of an adequately geluped windowing functiony.

The second integral on the right hand side of equation (8&uis approximated by trapezoidal-rule integration
based on the fine grigly, }:

x+A 1
| e B (k=2 (@) = @) ) o = )l ' =

2Qny

Ay Y dua@)HSY (ke —y0” + (F@) = Fw) + 12 X(@ = ye)nlye).
(=1

Sincey is a smooth and periodic function, the needed fine-meshsalag) can be obtained via fine-mesh evalua-
tion of a truncated Fourier series of

ny/2 ny/2
T S L e e )
p=—ny/2+1 g=—nr/2+1

Remark5.1 In practice we have found that, even though the proceduepted in this section gives rise to accu-
rate integration for arbitrarily small values of the shifirameterh, use of values of that are smaller than certain
thresholds make the discrete versions of the integral @msa(65) and (66) ill-conditioned and thus result in accu-
racy limitations. The parametérshould therefore be selected by means of test runs desigrogdimize efficiency
for a prescribed error tolerance; see also Remark 5.2.

Remark5.2 In view of the limited expense associated with the singtyldreatment algorithm introduced in this
section, a simple prescription can be given for selectiotheffine mesh-size valuAy introduced in this section,
namely, to use\, = % (or, equivalentlyn; = Rny), for some moderate value &, in the prescribed numbep

of nearby periods. These parameters can be chosen by meaategoation convergence analyses involving explicit
densitiesu (e.g. 1 equal to the values adn of the incident field). In practice we have found thatfdarge enough no
such refinement is necessary. In the examples considerad ipaper we have usédS < h < 3; for lower values

the ill conditioning difficulty mentioned in Remark 5.1 bewes noticeable, specially for deep gratings, and makes
the accuracy levels demonstrated in Section 6 difficult taiob We have found that, fdr = 0.8, for example, the
valuesR = 8 and@ = 4 adequately resolve the near singularity, and that highlelegaof R do not give rise to
improved accuracies in the numerical integration and smiytrocesses.

5.4 Efficient evaluation of G} via accurate asymptotic expansions

In view of our reliance on the half-space Green funct@nfor evaluation of the complete quasi-periodic Green
function ng (equations (64), (23) and (33)), the computatioﬁlgifand its derivatives in principle requires evaluation
of Hankel functions for a number of arguments—which coulflree relatively long computing times. Additionally,
since the rapid decay of the half-space Green funafipis derived from cancellation of Hankel-function valuesttha
decay less rapidly thaf; itself, a direct evaluation of th@; gives rise to cancellation errors which can be noticeable
in some cases (see Figures 4 and 5). Both of these difficdéinsbe addressed effectively via consideration of
asymptotic expressions for the Green functign as indicated in what follows.

We consider the cage= 1 first. Lettingz,, = /(X + nL)? + Y2 we obtain

Gi(X +nL,Y) = HV (k\/(X Y nL)? + Y2> i (kz\/(X Y L2+ (Y + h)?) . (84)
Using the large: asymptotic expression [27, eqn. 5.11.15]
W, _ €7 he  he o he ~(m+1)
H; (z)_ﬁ<h0+z+z2+ +Zm +O0(z ) (85)
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(whereh,. are constant complex coefficients given by simple expras$itmgether with the relation

1/2
V(X +nL)2+ (Y +h)2 =2, (1 + :%) . (g =2Yh+h?),

n

and expanding (84) in powers of z,,, we find that the term involving the constaint cancels exactly (thus elimi-
nating numerical cancellation errors) and we obtain

B e (dy  dy d3 dm, m+1
Gl(X+nL,Y)_\/% (zn+z%+ ,?;+"'+z,g”+0(z" ) (86)

for certain explicitly computable coefficients which depend oy and the coefficients,..
A similar procedure can be applied for the evaluation of tiited Green functior; of any orderj; for general
j we obtain an expansion of the form

el*n djl djz d% dh J+m—+1
Gj(X+nL,Y):\/% z_iJrsz“+z;{+2+m+z;{+m+0(zn ) (87)

whereJ = j/2 for evenjand.J = (j+1)/2 for odd;j (cf. Lemma 4.3). Asin the cage= 1, the coefficientsl. can be
evaluated explicitly in terms of the parametefThe algebra becomes more and more substantjad@svs, but the
calculations can be greatly facilitated by application @banputer algebra system such as Maple or Mathematica:
what is needed is, simply, evaluation of finite order Taybgpansions in powers of the small parameter 1/z,

for the quantity
\% Zn asym

where G?Sym

Our numerical examples utilize valuéi,sfor r betweernr = 1 andr = 4.

The evaluation of the periodic Green function (64) can treiadhieved accurately and at a substantially reduced
cost by substituting>;(X + nL,Y") in (23) by a sum of the first» terms in an expansion of the form (87) for
sufficiently large values af. It is interesting to note that the expansion (86) can be twedll »n large enoughand,
thus, the cost of evaluation of the expansion coefficidhis readily amortized and, indeed, it becomes insignificant
when compared to the cost of other portions of the Greentifumevaluation.

is the asymptotic expansion 6f; that results from use of the expansion (85) in the expregS§iah

Remark5.3 (Algorithm for selection of parameters in the expang®n)). The expansion order used in equa-
tion (87) for a given range of values af should be selected to meet a prescribed error tolerannethe final
solution while minimizing computational cost. The paraenet can thus be approximately selected, for eachs
the smallest integer for which the integral of the error t@mr(87) is of the order of the error tolerance,

—+00
/ O(sz-i-m-l—l)
0

for all relevant values of". Estimating this remainder by the term of orde#- m + 1 in expansion (87) and letting
A1 = SUD( oeo,)2 [d), 11 |» the “negligible-remainder” condition may be expressethaform

/+OO Aij 7 dr'| < e
J4+m+3/2 :
(V=2 (@) - J@)P)

Approximating, further,/(z — 2/)2 + (f(x) — f(2))? ~ |(2’ — L)|, the negligible-remainder condition becomes

<&,

J
Am—i—l

((n — 1)L)7+m+1/2(J 4-m 4 1/2)

<e
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or, for largen,

. 1
1 A . T+m+¥i/2
- m . 88
n>L<E(J+m+1/2) (88)

In practice we have used < 3 in order to avoid complex closed-form expressions thaedosthe coefficients?.

for r large. (Since the valué,, , , is needed to evaluatein the negligible-remainder condition (88), our numerical

examples have thus utilized valuesdfwith 1 < r < 4.) Under this restriction our parameter-selection al@onit
uses three cutoff values;, no andny, each one of which is defined as the maximum between a cedaymiptotic
cutoff” integer nmin and one plus the integer part of the value formula on the ihginid side of (88) withn = 3,

2 and 1, respectively. (Noting that our asymptotic analisiglid as long as the regime for which the asymptotic
expressions used are accurate, the integgyis used to insure that the asymptotic regime has indeed beehed.)

In terms of these cutoff integers, the needed values of thetiin G;(X + nL,Y) are obtained as follows:

- Forn < ng, Gj(X +nL,Y) is evaluated by means of the exact formula (23).

- Forng < n < ne, Gj(X +nL,Y) is evaluated by means of the approximation (87) with= 3.
- Forng <n < ny, Gj(X +nL,Y) is evaluated by means of the approximation (87) with= 2.
- Forn > ny, Gj(X +nL,Y) is evaluated by means of the approximation (87) with= 1.

For all of our experiments we used the asymptotic cutoff &alyi, = 10.

5.5 Pseudo-code

The following pseudo-code summarizes the algorithm deedrin sections 5.1 through 5.4.

1. Initialization of physical and algorithmic parameters.

1.1 Input of physical parameters: wave numbegincidence anglé, grating profile functionf and polariza-
tion (Dirichlet or Neumann boundary conditions).

1.2 Input of basic algorithmic parametefs:h, ny, m and N: Green-function order, shift, number of dis-
cretization points per period, number of terms used in tlyenasotic expansion (87), and number of
periods used in the periodic Green-function summatiorpeets/ely. Parameters should be selected
S0 as to ensure the overall solution meets a prescribed tetevances; guidance in these regards is
provided in Remarks 5.1, 5.2 and 5.3.

1.3 Input of other necessary algorithmic parameters meation point 2. below.

2. Construction of the system matrix for the Dirichlet equation (65) or the Neumann equation(66), as
required per Point 1.1 above.

2.1 Detection of near-Wood configurations and near-redoshift parameter values per equations (57)
and (59) for prescribed tolerance parametgrsandn, (for all of the numerical experiments consid-
ered in this paper the values = 7, = 0.2 were used). Inclusion of corresponding Green-function
correction terms\/,, and M, if near-Wood or near-resonant conditions occur.

2.2 Detection of near singularities in accordance with R&rB&2 and, if existent, construction of the matrix
associated with the nearly singular kernel, as describ&gation 5.3.

2.3 Construction of the matrix associated with the singkiainel (73) using the MK quadrature rule (78).
2.4 Construction of the matrix associated with the reguéaing&l (74):
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- Evaluation of the coefficientd! of the asymptotic expansion of the Green function (87)fef m;
in all the examples in Section 6 we have used- 4.

- Evaluation of the needed values of the regular Kefigldefined in equation (74)) via the asymp-
totic expansion (87) or the exact expression (74), follautime prescriptions in Remark 5.3.

3. Evaluation of discrete right-hand-side valuedy means of a standard discretization of source terms in (65)
(66).

4. Solution of the linear system resulting from points 2. and 3aboveby means of Gaussian elimination (LU
decomposition and back-substitution).

5. Post-processingEvaluation of scattering efficiencies and defect in eneagitice (by substitution of a spec-
tral expansion of the Green functi@?‘f arising from (54) and (64) into the integral expression efsbattered
field) and, if required, the scattered field at prescribeaigdn space.

6 Numerical results

This section presents numerical tests and examples thairddrate the properties of the rapidly convergent Green
functions and scattering solvers introduced in previousiGges—including at and near Wood-anomaly configura-
tions. For definiteness the examples presented in thisosectincern problems of scattering by two families of

Figure 3: Grating profilesy = fi(z) = %COS%T” for L = 2r and H = 1 (left) andy = faolz) =
m H (0.4 cosx — 0.2 cos(2z) + 0.4 cos(3x)) with H = 1 (right).

profilesT" (equation (1)), namely, the sinusoidal profile famfly= f; and the multi-frequency profile family = f,

where

filx) = % cos <27T7w> and fo(z) =7 H (0.4cosz — 0.2 cos(2z) + 0.4 cos(3x)) (89)

for various values of. and H; see Figure 3. The profilg = f;(z) is the prototypical example of a rough surface;
with the present conventions these are sinusoids of périxad height-to-period ratié with peak-to-trough height
equal toH L. The multi-frequency profilg = f»(z), in turn, is used in this section to demonstrate the new solve
for a somewhat more generic rough surface. The examplesisdbtion include solutions for a range of frequencies
and incidence angles. All solutions presented in this geatiere produced by means of a Fortran implementation of
the methods and algorithms described in Sections 4 and fhtegeith the LAPACK Gaussian elimination routines
for solution of matrix equations, on a single core of a Xeon6¥® processor.

Detailed numerical results presented in the followingisaestconcern Green-function convergence (Section 6.2),
effect of Green-function completion terms (Section 6.8nergence of forward-maps, solutions and efficiencies
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(Section 6.4), computing costs (Section 6.5), and frequeiffficiency curves under Littrow mounts (Section 6.5).
As a preface to these numerical tests, Section 6.1 sumradheeretical results on convergence rates for Green
functions, forward maps, solutions and efficiencies thatewsresented in (or follow from) the theoretical results
presented in Section 4.

6.1 Convergence-rate summary: Green functions, forward mgs, solutions and efficiencies

The following list summarizes the convergence propertiethe various quantities of interest at and away from
Wood-anomaly configurations.

1. Decay order exhibited by the half-plane Green functigyi.X,}") and its first derivatives aX — oo

(Lemma 4.3): . .
£ for j even and} + 1 for j odd.

2. Convergence order of theN < n < N truncated series for the rapidly convergent quasi-pegi@atieen
function (X, Y) and its derivatives—

2.1 —at Wood-anomaly configurations (Theorem 4.4):

=1 for j even and} for j odd

2.2 —away from Wood-anomaly configurations (Remark 4.5):

£ for j even and} + 1 for j odd

3. Convergence order @ — oo of the (continuous) forward map—

3.1 —at Wood-anomaly configurations: the same as the coemeegorders shown in item 2.1 above.

3.2 —away from Wood-anomaly configurations: super-algebtsg fast, in spite of the result in item 2.2
above, and in view of the super-algebraic convergence galutthe integration process by the smooth
windowing methodology described in Section 3.

4. Convergence order & — oo of individual efficiencies—

4.1 —at Wood-anomaly configurations: as shown in items 2dl3ah forj odd, and one order higher than
the ones shown items 2.1 and 3.1 f@ven (Remark 6.1), that is to say

%1 for j even and) for j odd.

4.2 —away from Wood-anomaly configurations: super-algeblg fast, per the rationale in point 3.2.
5. Convergence to zero of the energy balance error—

5.1 —at Wood-anomaly configurations: The same as in poinadole.
5.2 —away from Wood-anomaly configurations: super-algebHg fast, per the rationale in point 3.2.

Remark6.1 The convergence rate for thieodd case in point 4.1 above is in accordance with the cornekpg
Green function convergence rate (point 2.1). In contragiearetical basis has not been found as yet for the higher
efficiency convergence rates which, as mentioned in pointate observed in practice for even values. of
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6.2 Green-function convergence rates for various differecing orders

Figures 4 and 5 display the maximum absolute error

N
e éq X,Y . e—iomLG, X+ TLL,Y 90
(X,Y)e(—m,m)x (—m,m)\(0,0) | ( ) nzz_:N 3 ) 0

in the rapidly convergent Green functions of various ordefsr two frequencies, namely, non-Wood-anomaly
frequencyk = 1.5 and the Wood-anomaly frequengy= 1. For these experiments the values= 27, § = 0 and

h = 2.3 were used for the period, incidence angle and shift paranrespectively. The maximum in equation (90)
was approximated as the corresponding maximum over altpok Y') # (0,0) in a201 x 201 Cartesian grid in
the squaré—m, ) x (—m, 7).

The left portions of Figures 4 and 5 present results tha¢ asghe direct differencing formula (33) is used for all
values ofN; a convergence stall is clearly noticeable at large valfiég,avhich, as mentioned in Section 5.4, results
from cancellation errors in the differencing process. Toeasponding right-hand figures, in turn, display results
produced by the asymptotic-approximation algorithm dbscr in Section 5.4. The asymptotic approach clearly
eliminates the largeéV cancellation errors. The slopes of the curves displayedgarEs 4 and 5 are in agreement
with the convergence rates cited in point 2. of Section 6.1.

10° ¢ 10° ¢
107 [ j=1 107 [ - j=1
S —e- j=2 S Se- j=2
i —— ]=3 i - j=3
~o- j=4 -e- j=4
~t0||—=— j=5 ol | 77 J=5 \
107108 107° . g s
- ]:7 - j=7
=- j=8 =- j=8
5 10 20 40 80N 160 320 800 1800 5 10 20 40 80N 160 320 800 1800

Figure 4:Absolute approximation error in the rapidly convergente@r(’nnctionG?l as a function of the truncation parameter
N for various differencing orderjsat the frequency: = 1.5—which is away from the set of1, 2, 3, ... } of Wood anomaly
frequencies for this setup. Left: Direct evaluation of tkpression (33) for all values af. Right: Asymptotic method described
in Section 5.4. Note that the curves jor 1 andj = 2, both of which have a slope 8§/2, are virtually indistinguishable from
each other.

6.3 Integral equations: null-spaces and effect of Green-fuction completion terms

To demonstrate the ability of the completion terms intraatli; equation (64) to eliminate the null-space problems
described in Section 4.4, in Sections 6.3.1 and 6.3.2 beleypnwsent solutions of problems of scattering produced
by means of the basic and complete rapidly-convergent G‘umnionséjfl and ng (equations (23) and (64), re-
spectively). In those experiments scattering problemscansidered for the surfac&(z) = f; cos(z) (L = 2m,

H = 1/10) under an incident angl¢ = /9.

6.3.1 Effect of completion terms at and around resonant shifparameter valuesh = h,

Using the wavenumbeér = 2 we consider solvers that from use of the basic and complptdlyaconvergent Green

functionséf1 andGJ‘?l with j = 5 and with values of, at and around, = h., whereh, = 26—’(: ~ 3.3432 is a resonant
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Figure 5:Same as Figure 4 but for the Wood anomaly frequéney 1. Once again th¢ = 1 andj = 2 curves, which in this
case have a slope 2, are virtually indistinguishable from each other.

shift value (see equation (55)). As shown in the left portiririgure 6, the discrete problem associated with the
integral equation (52), which is based on use of the basmfiplete) Green functioﬁlj‘.l, is ill-conditioned for
shift valuesh close toh.. We have checked that similar ill-conditioning occurs foe tntegral equation (53) as well

as for both of these equations at other value& @i the resonance sé{ = {h >0: h= %, qgeN, ne U}.

The right portion of Figure 6 demonstrates that, as expetaegk errors (as evidenced by corresponding departures
from zero of the defect in the energy-balance condition)(@Bp occur in such cases. These graphs also display the
corresponding condition numbers and energy-balanceseresulting from use of the complete Green funcﬂi‘}?}
clearly good conditioning and high-accuracies are redtbyethe Green-function completion process.

15 5

10 . . . . . ; 10
0 |
Incomplete = 10" ' Incomplete |
3 9%l e
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E s
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5 3
& 107 |
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10? : 107 : :
3.28 3.3 332 334 336 338 3.4 3.42 3.28 3.3 332 334 336 338 3.4 3.42
h h

Figure 6: Condition number (left) and energy balance error (rightjumstions of the shift parametéraround the resonant
valueh. ~ 3.3432. Solid (resp. dashed) curves: quantities resulting from afsthe incomplete (resp. complete) Green
functionGy (resp.GY).

6.3.2 Effect of completion terms at and around Wood anomaly @anfigurations

A situation similar to the one described in the previousisadiakes place at Wood anomalies: ill conditioning and
large errors arise at and around Wood anomaly configuraiighe basic Green functiox‘f};1 is used; as indicated

in Remark 4.7, however, at Wood anomalies such difficultiély arise forj > 2. To demonstrate the restorative
character of the Green-function completion terms at Woadreaiies we consider once again the scattering surface
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and incidence angle mentioned at the beginning of Secti®n Bhe set of Wood anomaly frequencies for this
problem is given by = {k € R2 k? = (ksin(d) + n)?,n € Z}; for the present example we consider wave-
numbers in a neighborhood of the= —1 Wood anomaly valué¢ = k_; = 1/(1 + sin(f)) ~ 0.74. To eliminate
resonance effects associated with the shift parameterlagt sge non-resonant shift valiee= 2 (see equation (55))
and we consider basic and complete Green functions of ¢reer.

Figure 7 displays thé:--dependence of the condition number (left) and energy belatefect (right) which
result from discretization of the incomplete and completedral equations (52) and (65). The condition number
resulting from use of the incomplete equation becomes egelas: tends to the Wood anomaly; for the complete
equation, in contrast, the condition number remains srmallextremely small errors result. A small error increase
around the Wood anomaly is attributed to the algebraic €jr@@reen-function convergence rate at Wood anomalies
(Theorem 4.4) as opposed to the super-algebraic convergdimeorem 3.1) afforded by the smooth-windowing
methodology away from Wood anomalies.

10 0

10 ; T ; 10
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g 10 3
< c
c ]
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S D, 410
38 5 10
=
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0.65 0.7 O.IZS 0.8 0.85 0.65 0.7 0.k75 0.8 0.85

Figure 7:Condition number (left) and energy balance error (rightiumstions of the frequencly around the Wood anomaly
frequencyk_; ~ 0.74. Solid (resp. dashed) curves: quantities resulting fromafghe incomplete (resp. complete) Green
function G? (resp. G_?). A small but noticeable error increase around- k_ is attributed to the algebraic (finite) Green-
function convergence rate at Wood anomalies as opposeed suffer-algebraic convergence afforded by the smoothewsiimdy
methodology away from Wood anomalies.

6.4 Convergence of forward-maps, solutions and efficienge

Focusing on integral equations associated with the Diichtoblem (4)—(6), this section demonstrates the con-
vergence of the numerical approximation of the integralrafpe (68) for a given density functiop (the discrete
“forward-map”) as well as the convergence of the solutigelft as the truncation parametérin equation (69) is
increased, or, equivalently, as the truncation paramgter equation (24) grows. The corresponding convergence
properties for the Neumann problem are entirely analogéos.these examples the profilewith f = f; (equa-
tion (89)) and withH = 1/2 and L = 27 was used, together with incident waves with incidence afigten/18.
In all of the examples considered in this section a suffitjdatge numbenm ; of integration points per period was
used so that the approximation errors are dominated by tinedtion error that arises from use of finite values of
the parameteN.

Figure 8 displays errors in the forward map, in the energariz and in the efficiencies ; ande for the
n = 1 Wood anomaly frequency = k; = (1 —sin 9)‘1. As expected, the semi-log error curves are straight lihes o
various slopes, indicating convergence of various aldelraers; the convergence orders implicit in these curues a
in agreement with those laid down in Section 6.1. Figure 8jiin, demonstrates super-algebraic convergence for the
non-Wood-anomaly wavenumbgr= 1.4—in agreement, once again, with the theoretical predist&ummarized
in Section 6.1.
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Figure 9: Errors on the forward map, the energy balance and the effigien_; ande, as functions of the truncation
parametefN—for the non-Wood-anomaly frequengy= 1.4 and for various Green-functions ordg¢iis the complete integral
equation (65). Clearly, super-algebraically fast conearge in each one of these quantities is observed, in agreevitbrihe
theoretical predictions summarized in Section 6.1.
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6.5 Computing cost

The unacceleratedsreen-function representations and solvers presentdaisrpaper give rise to fast numerical
algorithms. As demonstrated in this section, the requimdputing times to produce full solutions of challenging
rough-surface scattering problems with very high accesacan be measured in terms of tens to hundreds of mil-
liseconds, both away, at and around Wood anomalies—higiiypetitive, in fact, with the performance of other
available solvers even for configurations away from Woodaalies (cf. [4, 7, 29] and references therein).

In Sections 6.5.1, 6.5.2 and 6.5.3 we present a detaileduatocd the computing times required by the present
solver for a case study concerning the prafileiith f = f; (equation (89))L = 2w and H varying form0.25 to 1
for configurations far from Wood anomalies, at Wood anonsadied near Wood anomalies. For the sake of diversity,
in this section incidence angles are taken in Littrow moudrdrder¢ = —1 (for which the scattered wave of order
—1 propagates in the backscattering direction, and underhwhie 1.5 is Wood-anomaly wavenumber bkit= 1
is not; see Section 6.6 and Remark 6.3). Throughout thesersethe computing times cited sufficed to produce
full scattering solutions with an energy balance error efdnder ofl0—5.

Remark6.2 Significant additional computational acceleration camgiced in the integral equation considered in
this section by means of an FFT-based equivalent-sourckoa@bgy [9]—a three-dimensional version of which
was outlined and demonstrated in the preliminary text [T2je use of acceleration methods lies beyond the scope
of this paper, however; accelerated implementations for amd three-dimensional configurations will be presented
elsewhere.

6.5.1 Computing cost I: wave-numbers away from Wood anomadis

Tables 2, 3 and 4 display the computational times requirealipgolver to produce a solution with an energy balance
error of the orded 02 for the wavenumbek = 1.0 (away from the set of Wood anomaly frequencies). We see that
in this case the low order solvers are most efficient. Thisiglg explained: away from Wood anomalies the super-
algebraic convergence of the windowed Green-function otsttogy we use is highly effective. The incremental
gains in convergence speed resulting from use higher-oné¢hods does give rise to reductions in the numbérs
of periodic intervals necessary to achieve convergendamaét given tolerance, but these gains are out-weighted by
the additional computing cost required for evaluation & thlatively large numbers of shifted free-space Green-
function values required in the higher-order Green fumctio

Clearly, short computing times suffice for evaluation ofusioin of rather challenging problems. According to
Table 4, for example, an 80-millisecond single-core rug-(1) suffices to produce a complete scattering solution
with a10~8 energy-balance error for a problem of scattering by a sida$diffraction grating with height-to-period
ratio equal to one (cf. [7] and references therein).

] 0] 1] 23] 4
nr 20 | 20 | 22 | 20 | 22
N 80 | 80 | 60 | 40 | 40

Time (s)| 0.03 [ 0.02 | 0.03 | 0.02 | 0.06

Table 2: Numbersn; (number of discretization points per period) aid(number of periodic intervals contained in the
integration domain to the right of the point= %) and corresponding single-core computing times (in sespnecessary to
produce the complete scattering solutions with an eneedgree error of the order aD—2 on the basis of the complejeh
order Green functiorﬁ};1 for the profile described at the beginning of Section 6.5 with= 0.25 and for the wavenumber
k = 1.0 (far from the set of Wood anomaly frequencies).
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j 0] 1] 2] 3] 4
n 30 | 30 | 30 | 30 | 30
N 60 | 50 | 45 | 50 | 40

Time ()| 0.07 | 0.04 | 0.05 | 0.08 | 0.07

Table 3:Same as Table 2 but fdf = 0.5.

] 0 1 2 3 4

ny 38 | 38 | 42 | 44 | 46

N 80 | 55 | 50 | 60 | 50
Time (s)| 0.13 | 0.08 | 0.13 | 0.23 | 0.36

Table 4:Same as Table 2 but fdi = 1.

6.5.2 Computing cost Il: a Wood anomaly frequency

Tables 5, 6 and 7 present statistics for the diffractioniiggatconsidered in the previous section, but for the Wood-
anomaly wavenumbet = 1.5. As shown in Table 7, in this case a computational time of teas five-hundred
milliseconds suffices to solve the Wood-anomaly scattepirmiplem for the deep grating = 1 (height-to-period
ratio equal to one) with an energy-balance error of the ootléd 5.

] 2 3] 45 6] 738
ni 26 | 26 | 26 | 26 | 26 | 26 | 26
N | 8000 | 3000 | 300 | 60 | 64 | 40 | 36

Time (s)| 5.43 | 0.75 | 0.23 | 0.11 | 0.09 | 0.08 | 0.05

Table 5:Same as Table 2 = 0.25), but for the Wood anomaly frequenéy= 1.5.

6.5.3 Computing cost lll: frequencies near Wood anomalies

Tables 8, 9 and 10, finally, present statistics for the diffea gratings considered in the previous sections, but for
the wavenumbek = 1.49, which is near but different from the Wood anomaly value= 1.5. Interestingly, the
computing times required for this near-anomalous case ctmlly somewhat larger (albeit by a relatively small
factor) than those presented in the previous section foathgal Wood anomaly. In the present case a computing
time of nine-hundred milliseconds is necessary to solventts Wood-anomaly scattering problem for the deep
grating H = 1 (height-to-period ratio equal to one) with an energy-begaerror of the order af0—%, as opposed to
the five-hundred milliseconds required for the Wood anomakek = 1.5.

6.6 First order Littrow configuration

To conclude our numerical results section we present aricagiph of our solvers to problems involving diffraction
gratings under the classical Littrow mount [43]. Under iiatt mount of order’ the ¢-th diffracted wave, whose
efficiency ise,, propagates precisely in the backscattering directionlingad, the angle of propagation of tteth
wave, thel-th order Littrow configuration occurs wheim(6,) = — sin(#). Since the propagation angle of th¢h
order scattered mode is given by = o + 2—25 in terms of the scattering angle we have

27l

sin(6y) = sin(#) + =L

leZ. (91)
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] 3 [ 41516 7] 3
n 34 | 36 | 38 | 38 | 38 | 38
N | 2600 | 600 | 300 | 200 | 140 | 100

Time (s)| 1.34 | 0.55 | 0.35 | 0.22 | 0.26 | 0.21

Table 6:Same as Table 2 but fdf = 0.5 and for the Wood anomaly frequenky= 1.5.

] £ 156 ] 7]8
ni 48 | 48 | 50 | 50 | 54
N [ 1200 | 300 | 260 | 140 | 100

Time (s)| 1.27 | 0.57 | 0.55 | 0.48 | 0.63

Table 7:Same as Table 2 but fdi = 1 and for the Wood anomaly frequenky= 1.5.

j 0 1 2 3 4 5 6

ny 26 26 26 | 26 | 26 | 26 | 26
N 3000 | 1000 | 600 | 350 | 250 | 120 | 100
Time (s)| 2.58 | 0.29 | 0.16 | 0.11 | 0.06 | 0.05 | 0.06

Table 8:Same as Table 2H{ = 0.25) but for the frequency = 1.49 (close to the Wood anomaly frequenicy= 1.5).

f 0 1 [ 23] 4] 576
ni 34 | 34 | 34 | 34 | 34 | 34 | 38
N | 2500 | 1200 | 800 | 450 | 300 | 220 | 140

Time (s)| 3.35 | 0.57 | 0.34 | 0.26 | 0.21 | 0.15 | 0.24

Table 9:Same as Table 2 but fdi = 0.5 and for the frequenclk = 1.49 (close to the Wood anomaly frequency= 1.5).

] 0 1 2 3] 456
ni 48 | 48 | 50 | 50 | 54 | 50 | 50
N | 2500 | 1800 | 1400 | 1200 | 800 | 250 | 250

Time (s)| 6.61 | 1.89 | 1.30 | 1.92 | 1.37 | 1.22 | 0.90

Table 10:Same as Table 2 but fdf = 1 and for the frequenci = 1.49 (close to the Wood anomaly frequenicy= 1.5).
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The¢-th order Littrow configuration takes place fan(6,) = — sin(), or, in view of (91), forsin(0) = —n¢/(kL).

@ f (b) f2

Figure 10: Efficiencye_; as a function of the spatial frequenkyin the Littrow configuration of order1 under Dirichlet
boundary conditions, for the profilgs= f1(x) with L = 27 andy = f»(z), for various values of .

Remark6.3. Under/-th order Littrow mount § sin(f) = —=/¢/L), the Wood anomaly condition is given by =
((2n — £)7/L)*. In particular, for the = —1 Littrow configurations with period& = 27 considered in this section,
Wood anomalies occur fér = +(2n + 1)/2, wheren is an arbitrary integer number.

Figure 10 displays the efficien@y ; as a function of the frequendyfor various gratings of the form = fi(x)
(with L = 27) andy = f2(x), wheref; and f, are given by equation (89) fdi € {0.1,0.2,0.5,1}. Wood anomaly
frequencies are displayed as vertical dotted lines on fieezfcy graphs in Figure 10 (cf. Remark 6.3). Correspond-
ing results for the Neumann problem are displayed in Fig@reQlearly increasingly more oscillatory efficiency
curves result as the grating depth is increased. Figureshlagis corresponding errors: energy-balance errors and
“maximum” errors (that is, the maximum departure, over Hltencies, of each efficiency from its true value, as
evaluated by means of a convergence analysis) for the expericonsidered in Figure 10(a). Corresponding results
for the gratingsy = fi(x) andy = f2(x) under Neumann boundary conditions are presented in Figyrerfors
similar to those reported in Figure 11 arise for all of theexkpents considered in this section.

7 Conclusions

This paper introduces a new methodology for solution of j@wis of scattering by periodic surfaces. To our knowl-
edge, these are the first Green-function methods ever peestem the solution of problems of scattering by periodic
diffraction gratings that are applicable even at and arddMedd anomaly configurations. The computing costs re-
quired by the proposed methods are very small, and, as paintén Remark 6.2, significant additional acceleration
can be induced in the proposed methodology by means of arb&&8d equivalent-source acceleration strategy.
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Energy balance
Maximum Error

(a) Energy-balance error (b) Maximum efficiency error

Figure 11:Energy-balance error and maximum efficiency error for therduiv configuration of order1 considered in Fig-
ure 10(a).

@ f (b) f2

Figure 12:Same as Figure 10 but with configurations under Neumann zoyiednditions.
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