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Abstract—In this paper, we show that it is possible to detect on observation and diagnosis of dynamical systems [1], [2].
the active mode and reconstruct its associated state for aads of Specifically, a suitable base is the base of the normal form
hybrid linear systems under sparse measurements. The soloh [12] associated with the Whitney topology together with all

we bring to this problem is firstly to analyze the observabilty - . . . L.
of systems under random sampling and secondly to synthesizethe restrictive considerations with respect to generiaitgl the

a impulsive observer. Here, the first approach is based on Sensitivity of parameters [11].

the concept of compressive sampling which is well-known in In this paper, we will answer to the question iii). More
signal processing theory. A synthesis of impulsive obsergwill  precisely, we propose a sufficient condition related to the
presented for some special cases. These observers allowsiétect ey ability and distinguishability of hybrid systematthwill

the active mode and rebuild the state under sparse measuremge I to detect and truct th d st
Simulation results are provided in order to highlight the well- allows us 1o detect ana reconstruct the non-measure es

foundedness of the proposed approach. a continuous linear system with sparse measurements.
Keywords: Hybrid system, impulsive observer, compressivAn answer to the question iv) for linear systems is given in
sensing [13] and for chaotic systems in [14] and will be used here
to illustrate the answer to the question v). More precisely,
. INTRODUCTION impulsive observer which bypasses the optimization algorj

In the theory of signal processing, it is well known thatunder certain conditions, will be presented in this work.
under certain circumstances, it is possible to reconstauciThis paper is organized as follows: in the next section we
signal even if the sampling frequency is less than the Nyquigresents the observation problem under sampling for a class
frequency(see eg. [10] and [4]). In fact, compressive sargpl of linear switching systems. In Section 3, we shall recadl th
(CS) is based on the hypothesis that the signal is located intachnique of compressive sensing. In Section 4, we give a
extended space that is reconstructed in a suitable basaf#?] sufficient condition for the detection and reconstructidn o
the associated matrix verifies a restricted isometry ptgpeactive modes for a hybrid system. Section is devoted to the
(RIP)[3]. synthesis of impulsive observers. Finally, an academioga
Under these assumptions, the signal can be reconstrudted ugs proposed in order to prove the validity of the obtained
techniques based on regularised linear regression. Téidtse results.
naturally leads one to ask if it is possible to bypass the
Nyquist-Shannon sampling frequency constraint in a closed
loop control. This question, in turn, generates severaresd

Il. PROBLEM STATEMENT

Consider a family of linear time invariant subsystems with
discrete output measurements:

ones:
i) How can we translate (CS) from a signal theory context into 2(t) = A2 (t) (1)
the dynamical system theory context? yi(ty) = C2(ty)

i) What is the appropriate base in a dynamical system cdntex

iif) How can one verify the (RIP) property in a dynamicaf’vherez (t) € R* is the state vectquass_omated with sub-
system, such that® = (2%, 2%,--- , 25" with ¢ = {1,--- ,r},
system context?

i p ’ S . . B
iv) How can one bypass the optimization algorithm (gengralﬂ € RP represents the output vector measured in discrete time.
carried out off-line) in order to cope with real-time algbrms?

A; e R°*®, C' € RP** are constant matrices with appropriate
v) How can one guarantee the closed-loop stability undgr

dimensions, ang < s.
sparse measurements? ote that the system (1) can be considered as a hybrid dynam-

An answer to the question i) is partially given in Signallcal system and more specifically as a switching system with a

processing literature. As in [23], in this work a model base%’v.ItChI~ng law and with resets functions equal to identitgeT

on (CS) is presented, even though this type of model P& |[4; , Ci] are assumed to be observable.
very different compared to usual dynamical systems. Alssumption 1. We assume that to each time internva)
answer to the question ii) is implicitly given several da& (called dwell time in each mode) there is a single subsystem



that is active, and that the states of all other subsysteras ar [1l. SOME FUNDAMENTAL CONCEPTS OFCS

equal to zero. . .
q In this section, we recall some fundamental concept of

Assumption 2. We assume that during each time intervatompressive sampling namely the restricted isometry ptgpe
Q; there is at leas2s + 1 output measurementg € 7' = (RIP) and reconstruction algorithms of signals under spars
{to,t1,...,tm}, that are sparse! and these are taken in ameasurements.

random fashion and are defined as follows:

There exists:,.;, and,,.s With 0 < 7.0, < 7r0s Such that: Definition 2. A signal z(¢) under n sampling generates a

vector X of R™; that is X = (z(t1), ..., z(t,))T. The vector
Vi>0 : tiz1 2t + Tmin  and tip1 <t + Trmae X is said to be sparse is most of its components are zero;
that is its supportsupp(z) = {t1 < tx < tp|z(tr) # 0} is of

By conventionto = 0. o . cardinality || X o 2 |supp(x)| = s < n.
The main objective of this paper is to bring a solution to the

following question: Given a set of systems (1) satisfying th Compressive sensing (CS) is a signal processing technique
above assumptions, is it possible to detect the active myst@hich renews the Shannon-Nyquist vision for sparse signals
and rebuild the states of the system? The theory of (CS) states that a signal can be reconstructed
The problem consists, first of all, in the determination dfom 2s + 1 measurements well below the current dimension
sufficient conditions on the matrice$; and on the sampling » Via a linear projection; that is there exists a matbixsuch
periodst, such that the observability matrix (which is defineghat: Y = ®X, where® € R™*" is called measurement
later in this paper) satisfies restrictive isometric prop@RIP). matrix with 2s + 1 < n.
Next, it will be shown that under these conditions that it is In general, it is not always possible to reconstruct by
possible to synthesize an observer which permits observe thversion the unknown signal’ from measurement¥™ with
active state of the system and determine the associatee adtimension smaller than that of.
subsystem. The main contribution of this paper is to define However, if the input signak is sufficiently sparse and the
matrix ¢ satisfies the RIP of order two for a sufficiently small

srsremt [0 isometric constant;, then it is possible to uniquely reconstruct
a s-sparse signak from measurements by using a convex
0 optimization program calledl{-minimization” [5], [25].

SYSTEM 2 .
The (RIP) also ensures that the recovery process is robust

to noise [3]. Similar approaches in signal processing theor

e BT Z nO Adas @ can be L_lsed for the reconstruction of S|gnals with the aid of
| different iterative algorithms [21]. Before going back tuntrol

theory and in particular to the synthesis of observers, walkre

%]

|

vl RIP property of ordes:
SYSTEM (1)
Definition 3. Let¢ € R™*", theng is said to satisfy the RIP
T L property of orders if: there exists a constant, €]0 1|, Vz

such that||z||o < s, we have:

Fig. 1. block diagram of the studied system
(1= d5)ll=ll3 < @3 < (1+ 8s)lll3 @)

observability conditions under sparse measurements and t
link these conditions to the restricted isometry propeRiR) However, proving, in a deterministic fashion, thhtverifies

Z)rzoctcr:r;rpcr:isr]Stlr\i/t?ufi?)rr]lsggtLAii work is to propose a new imthe RIP is very difficult, the computation is impossible when
. o n i I N iti i I f the th f
pulsive observer scheme. This will allow to reconstruct the is very large. In addition, a major problem of the theory o

non-measured states even if thev are unstable: this ma cetg)mpressive sensing is that it is difficult to practicallyilbu
ey ) ' YN to verify matrices satisfying the RIP. In fact, we do not
seen as the dual of reconstruction algorithms for compress

ensin ch as the reqularized scattering and linearsiover know any deterministic and generic construction methods pr
[39] sing su S gularized s N9 ' ' ducing good measurement matrices (see [23] for an approach

. . chaotic systems). However, some random matrices in a
The necessary property for the solution to the problem is tﬁ% y )

N o : ) ell-chosen class verifies, with a high probability, the RIP
property of strong distinguishability defined as follows: property (see [15] ,[19]).

Definition 1. The dynamical system (1) is said to be strongly

distinguishable itvi,j € {1,--- ,r}, the matrices4; and A; IV. CONDITION FOR THE DETECTION AND THE
have no common eigenva|l§e3 RECONSTRUCTION OF THE ACTIVE MODE

Note that the RIP is an inherent property of the mafbix

Ihelow Shanon-Nyquist frequency In this section, we propose a new approach to derive the

2The random choice of;, avoid the pathological sampling see for examplé)bserv_ab”ity conditions under sampling and the det_ewbn )
[6] the active mode based on the technique of compressive gensin



as described in the previous section. Let us consider thiyfandenote:
of r sub-systems defined previously by (1).

aity asgty agty

e e
€ € €
Assumption 3. Assume that the matriced;, with i = ®s = : : : : ©)
{1,---,r} are strongly distinguishable and all couples, C '
are observable.

aite asto agty

aqts asgtg agts

€ € &

The matrix® is exactly the generalized Vandermonde matrix
This assumption makes it always possible to ensure tf®g and its determinant is defined as follows:
existence of invertible transformation matric&s such that

they transform the system (1) (using the change of coorenat det®. — 1t H ORI, Vs > 2 @
X' =T;2") in: ’ k=2 B
X(t) = A X' (t) 3) WhereT, is recursively defined fok > 1 as follows:
y'(tr) = CX*(tk)

— ’r2 — 6@2(t2—t1) _ eoq(tg—tl)

where the matriced; are diagonal and they all hawedistinct 44 fork > 3, we have
eigenvalues\), where )’ is the ;' eigenvalue of thei'"

Say_ 1 —ap k-
subsystem. T = Sat L e Ty — (S 7Y @ %k“
Without loss of generallty, we suppose that output vector ot
y'(ty) € RP, andC = (1,1,---,1)3, then we obtain: with

_ _ _ T = (Se 2 2 Dot ) Tt — Say ey Teo 1817
yz(tl):CXZ(tl):CeAith(tO) k ( k-1 ko k= 1) k=1 k-1 ko k=l k=1
7 — 7 — Aito 7
y'(tz) = CX¥(t2) = Ce™ =X (to) (4) She=17te s the permutatiort, by tx_y in Tp_y
. o ) Sa_1—a,['k—1is the permutationy,_iby axinl'y_
yz(tm) — CXZ(tm) — CeAithZ(t()) o e . . o . .k * _1_
To show that the matrixp, is full rank, it is sufficient to
which can be written in matrix form as follows: showdet®, # 0 as, which is the same as showing thatBjl

are nonzero. We distinguish two cases:

Y =®X(to) ®) Case 1:All the eigenvalues of the matrig, are real.
! () X1(0) Since the subsystems are highly distinguishable and_observ
v2(ty) X2(0) able, then all the eigenvalues of th_e rnatﬁ&g are distinct
with Y (¢x) = . , X(tg) = ) and and non-zero, and therefo®, matrix is full rank, hence
: : confirming the result.
y" (tr) X7(0) Case 2:The eigenvalues of the matrik, are complex.
et st et etst In this case, we first show by induction that thg are non-
: : : zero for allk = {1,--- ,m} and for allm € N:
Mol gde L o | Fork =2, we have:
e = P L D | S S VA S Iy = ez(ta—t1) _ poa(ta—t1)
: : Do : As oy # ag, thene®2(t2=t1) £ gan(t2=t1) except in the case
AMtm L e%f'" ceeeMEtm e>‘bt7” wherea; andas, are purely imaginary. But note that even if
whereY € R™, X (t;) € R" is s-sparse and € R™*" ec2(t2=t1) — paa(t2=t1) the fact we hav@s-+1 instant choices
The observation problem related to the equation (5) thasd that these measurement instants are randomly chosan, th
reduces to a problem compressive sensing. it is always possible to have other eigenvalues suchlthat 0

Proposition 1. Under the assumptions (1, 2 and 3), the activgzbc;;ﬁ;rﬁ ﬁ;@?r:g%zlimg?:;;:? matrd, and hence the
subsystem and the active state (1) can be reconstructed. ™ For i > 3, suppose thatf,_; # 0 for all k& > 3 arbitrary
- nd fixed inN is verified. The conditions of assumptions
Remark 1. An almost similar result has been demonstrate and 3, we havea, # a; for all j € {1,..k — 1}
for linear time-discrete systems in [8], [20], [24]. andt;, > t,_1 > ... > t;, which implies in a probabilis-

The proof of the proposition amounts in showing that a 't fasrllon that thet:?jlg\ﬁmg permmaﬂonﬁ‘“*_’“"rk._l’
linear combination ofs column vectors of the matri is of Fo17 Ty andSay | Sa, k-1 are non zero and similarly
full ranked. Denote byy; := X/, j = {1, ..., s} the eigenvalues o, ShE 2 Pe 1) Ty # 0.
corresponding to the chosen column vectors. 0 her hand h
Without loss of generality, we consider the firstcolumn O the other hand, we have :
vectors of the matrixd (we can take other columns) and we, ( g2t 1) et — Sy s vag o1 S 17T,

Qp_1—ag

3due to the observability conditions and the fact that theserices are Hence, the only possibility so th&y, = 0 is:
diagonal none of the entries of the vect@rare equal to zero and it is always L
possible to determine a change of coordinates suchGhat (1,1, --,1). (Sa’j;jll%(’;'k Fk_l) i1 = Say_ysapDk_18 7%y (8)



while, ay, # o, V j € {1, ...,k — 1}, andty > t,—1 > ... > B. Case 2: Some unstables state are not measured
of these measurement instances, the probability of havieg t | 2, € RP are the measured unstable or stable states.

equality (8) is practically zero (by choosing other colunafis | - rs—» are unmeasured states are unstable or stable,
the matrix® which renders the equality (8) false). but at least detectable.

The same reasoning is used to show thiat£ 0. [

()
V. IMPULSIVE OBSERVER DESIGN conussysen [ 2oL/ ]2 Hybrid
) |—, Observer

In this section, an impulsive observer is proposed, it alow
estimate the states of each subsystem defined by (1) using
only sampled outputs measurements. First, the case ofrlinea
systems where all unstable states are measured is corkidere Luenberger
Afterwards, the case of linear systems with non-measured Sheanee
unstable dynamics are studied. Consider the followingaline

system: Fig. 2. Generalized impulsive observer
z1(t) = Az (t) + Arex2(t)
z2(t) = Az11(t) + Azaza(t) (9) The proposed generalized impulse observer (see Figuig
y(te) = z1(t) designed as follows:

o £1(t) A11Z1(t) + A12d2(t)
wherea(t) = (o] (1), 2 (1)) € R* With A1y € RP¥?, A € | Ga(t) = Asaialt) + M(3a(t) -
RPX(=P) Ay € RE=PIX() Ao € RE=P)X(5—P) Gt

Za(t
A. Case 1: The unstable states are measured Z1(ty,

) T2(t))

) = Auda(f) + Awda(t) + Luin() - 21() (D)
) = Az2d2(t) + La(21(¢) — 21(1))

tF R:L'l(tk)+(]-d*R)l'1(tk)

Assumption 4. Assume thaker C C span {E*}, whereps ~ where R = diag{ry,..,rp,} and =1 < r; < 1, for

is a stable manifold of the system (9). ?ip_p rc{);larlaf é’%‘jl n?en]goanl et L, are constant matrices with

Remark 1. Hypothesis 4 signifies that the number of outpufEhe observation errog = (e;,e;) with e; = ; — #; and
must be at least equal to the number of unstable directiorfs.= i — Zi iS:
This condition is consistent to the Pyragas conjecture [(t8] é

1(t

the theory of control which states that one must have as many | éx(t) = A22e2 t)+ Mea(t) — Mes
1(
2(

outputs as unstable Lyapunov exponents in order to be able < & + Agsea(t) — Liei(t) + Lien (12)
to estimate the systems states. €2(t) = Agaea(t) — Loe1(t) + Loes
) _
Under assumption (4) the proposed impulsive observer e1(ti) = Rea(tr)
corresponding to system (9) is constructed as follows: Proposition 3. [13] Given the system (9) and the observer
(11), thenve > 0, there exists,,,... > €, @a maximum sampling

21(t) = Ay (t) + Araida(t) period 6,,... > 0 and an reset matrixk, such that for every
Ga(t) = Ap#1 (1) + Asain(t) (10) initial condition ||z(0)|| < Bmaz. the observation error (12)
. . converges to a ball of radius+ ¢*.
By (tf) = Rits () + (I — Ry (1) ¥

Setx: = e; and x2 = (e],e],e3). The observation
whereR = diag{ry,..,r,} With =1 < r; < 1,fori =1,...,p. €rror takes the following form:

Note that system (10) has the same continuous dynamic as x1(t) = Auxa(t) + Arzxz(t)
system (9), except that at each measurement instant of the xa(t) = Asiea(t) + Asaxa(t) (13)
state, the observer is reset or reinitialized as a functfah® ya(th) = Rx(tx)
error between the estimated outpi(t;) and the measured = _ _
with 413 = Ayy, Aip=( Az 0 0),

outputy(ty).

0 Aoy — M 0 M
Proposition 2. [14] Under assumption 4 and for bounded Ay, = | L; | As = 0 Ay — Ly Aips
sampling periodséy, it is always possible to design an Lo 0 —Lo Ago
observer of the type (10) which converges to the states ofDefine the Lyapunov fonction:
system (9). Vilxa(®) =[x ()]l andVa(xa(t)) £ x3 () Px2(t)

with || - |1 is one-norm and® is a posmve definite symmetric
Remark 2. The observability or detectability condition is ”Otmatrlx

sufficient for the synthesis of this type of impulsive oleverv P
as the output here are discrete. One must add a condition o1 (x1(tf,1)) < [[Re™ % x1(ty)llx

the unstable states that are measured. In the next sechimn, t

tht1 _ B
condition is relaxed. + / | R (tee1=) Ay o xo (1) |1 dT
tr



suppose that'r ¢ [tz;tk-i-l] : HXQ(T)H < B (th|s will be ‘svsrsw’ lsvsnzmz| |SYSTEM3 |SYSTEM4|

shown subsequently), we obtain: [0 [0 [0 [0
Vita(thg)) < [Re™ % xq(t)lh ‘ Z ‘
i b i O
IR A8 [ At ar
6 . [ ‘
with Vl,Ma:n 2 maaz”Xl H=Bmax{‘/1 (Xl)}! then Ve > 0 suf- © SYSTEMI:ORE © SVSTEM;OR ic SYSTEMEOR i R A
ficiently small, it is always possible to findk such that, ! i i
‘/1()(1 (tz—‘,-l)) < €, We obtain Lq(r) J:’em Jk«n J:’m
X1 (tesn)l <€ (14)
Fig. 3. Multi-observer bloc diagram
On the other hand, fovs(x2(t)), we have:
Va(xa(t)) = X3 () (ALP + PAy)xa(t)

- Nevertheless, the main objective here is to detect the
+ 2l () AnPxa(t)]| subsystem which is in active mode and to reconstruct its

According to the structure of the matridy,, it is always corresponding state. Finally we use a technique called the
possible to find gains observatidd, L, and L, that make a Multi-observer [1], [16] (see Figur@) where the detection
Hurwitz matrix. then there exists a positive definite synmiget Of active mode is determined by a threshold of each residual

matrix Q such thatAZ, P + PAyy = —Q. Thus (dynamic error observation).
) T T In fact, for each subsystem, we design an impulsive sub-
Va(t) = —x2 (1)Qx2(t) + 2[|x7 () A21x2(t) observer that converges toward the corresponding stateeof t

but X2 (H)Qx2 > Amin(Q)[x2(t)[|? Where A (Q) denote system. These sub-observer receive sparse measurerhents, t

the minimum eigenvalue of a matrix and it is real and positiy@Pservation erroe; =y —g*, i = 1,...r between measured
since is positive definite symmetric matrix. Thus output and each sub-observer allows to detect the system tha

) B is in active mode.
Va(t) < (=Amin(@)Ix2 (D[ + 2lIxT (£) A1 ) [[x2(8)]|

suppose thal ya|| > ¢* with VIl. SIMULATION RESULTS

Here we present academic example of linear switching

o _ 2¢[|An P system. Consider a set of four sub-linear systems as fallows
Amin(Q)
. mm ! = 3.52) — 4o}
which gives us: Yi=4"1 1 1 (15)
. To = 55371 — 35372
Va(xz(t)) <0
Donc y; converge toward a ball of radiusand y» converge it =227 — 343
ik Yo = 2 o 2 2 (16)
toward a ball of radiug™ . a5 = 3x7 — 25
hencey converge toward a ball of radius+ €*.
This completes the proof. n S {55? = 1523 + 323 a7
=93 .3 3 3
V1. DESIGN OFMULTI-OBSERVER T2 = —2r1 — 1.57;
Generally, the choice of bases in compressive sensing is .4 4 4
. . . . . I, = 05.’B1 + 2372
very important task (Fourier analysis, wavelets [22]) ignsil Yy = A S (18)
processing. Similarly, some information (for example the S

regrouping nonzero information) on the signal are very wisef where (¢}, #3) € R?, i = {1,2,3,4} and y(ts) = S, 21 (t)
for the design of a decompression algorithm. Thus, in contr@jth ¢, < [0.1,0.5]. It is assumed that there exists only one
theory, one of the main question with the aim to elaboratesgj,stem that is active at each dwell timg= 50s.
method inspired by the technique compressive sensing &t Whe eigenvalues of the four subsystems are respectively:
is the appropriate basis? The works of Poincar [17] on norm)gll — 312251, AL = —3.225i, A2 = 2.236, A2 = —2.236, A} =
forms for the study the stability of dynamical systems in thegzgs; A3 = 61.9365i, A = 1.3229i and A4 = —1.3229;.
theory of ordinary differential equation has been extended The behavior of the considered hybrid system is represented
control theory by W. Kang and A. Krener [12] in order tan Figure 4; In order to rebuild the states and to detect the
study the controllability dynamical systems. acgvgbs%brsgtem,Cvr\]/etﬁ;ct)pgggha mglt(i)-gb:rere\)/fg ggn(taa;im;ugt(f) he
e -observers su sub-observ verges

In addition, some qgthors have proposed ”0”‘.“"" forms f@grresponding sub-system if the latter is active; that is:
the study of observability [26], from these work. It is thieme
natural to investigate whether the normal observabilitynf®
can be an appropriate basis for the observation of the sigstem OBS; =
state under sparse measurement. &

3.5%1 — 4@
=5.581 — 3.5%4 (19)
() = y(tx)

>

RN e



Fig. 4. statsei(t) andz2(¢)
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Observation error of each sub-system with respethdéomeasured

% 2.’E1 — 3372
OBS> = g = 3$1 — 23;'2 (20)
#1(th) = y(te)
3 1.52% 4 35
OBSs = { 73 = —24% — 1.525 (21)
2t = y(ts)
&1 = 0.541 + 245
OBSy =< 35 = —3% — 0.523 (22)

21(68) = y(tr)

observer, for non-measured unstable states. The simulatio
results obtained using an impulsive multi-observer cordatm
the good performance of the proposed schemes.

(1]

(2]

(3]

(4
(5]
(6]
(7]

(8]
El
(20]
(11]

[12]

(13]

[14]

[15]

[16]

It is shown that the observation error of each subsystem
is stable. Figure 5 puts into evidence the efficiency of thHe’]

proposed method and show respectively the convergence of
each sub-observer to the subsystem to which it is associatggl

when the latter is active. The Figure 5 shows the active

trajectory. In addition, if the observation error is nullr fa

subsystem, then we can confirm that it is is active and vi

versa. For example, during the time perifd50], we have
e2(t) = 0, therefore it is sub-system that is active, during
the period[250, 300] we havee?(t) = 0, then it is subsystem

3 that is active.

VIIl. CONCLUSION

[29]
e8]
[21]

[22]

. o . [23]
In this paper, we have shown that it is possible to detect
and reconstruct the state of the active mode for a class of

linear switching systems with sparse measurments. A seiffici (>4

condition which can be seen as the dual of the RIP property

for compressive sensing is given. Two types of observers h
been designed: the first one, which is impulsive, for measu

unstable states and the other, which is a generalized impuls
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