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1 Multidisciplinary competition in complex design
optimization - Nash games

In the engineering o ce, many of the optimization problems hat are raised by designers
of complex systems are by naturenulti-objective  For instance, in aerodynamic shape
optimization for the design of commercial airplanes, one das is the lift maximization
in the critical phase of take-o or landing, another is drag rmimization in the cruise
regime since it directly determines kerosene consumptionrange, but other criteria are
also important : those related to stability or maneuverabity that are linked to aero-
dynamic moments, or those imposed by manufacturing consinés, etc. Evidently, the
resulting multi-objective optimization problems are ineitably also multipoint, since they
are associated with di erent ight regimes (di erent Mach and Reynolds numbers, and
angles of attack) and con gurations (e.g. possible deployant of special high-lift de-
vices). Consequently, the accurate evaluation of such @iia by means of high- delity
models requires the e cient simulation of several ow eldsby the numerical approxima-
tion of the gas dynamics equations, typically by nite volunes. In addition, di erent
couplings of aerodynamics with other physical phenomenaeaalso of critical importance
in the performance evaluation of a design : structural straj stress and fatigue, dy-
namic uid-structure interaction, acoustics, thermal loa analysis, etc. These aspects
can be treated in various ways with advanced numerical prodares. For example, in
her doctoral thesis [39], M. Marcelet, in preparation of anexodynamic aircraft wing
shape optimization, has considered a model in which the comegsible Reynolds-Averaged
Navier-Stokes (RANS) equations have been used to compute thedh-dimensional ow
about the wing, whereas the structure has been modeled as atresubject to bending
and torsion under the aerodynamic forces, and thus estaltlied the expression for the
discrete gradient of aerodynamic coe cients accounting fothis coupling. In this area,
where functional gradients of complex coupled discrete $gms are calculated Automatic
Di erentiation as it is more and more routinely developed in tools such dapenade

(cf. http://www-sop.inria.fr/tropics), is expected to become increasingly useful. Con-



sidering more generally the application of gradient-basemethods to aerodynamic and
structural wing design, the article by Leoviriyakit and Jameon [38] re ects the potentials
of state-of-the-art computational methods.

In a di erent perspective, in the literature, the expressia \multidisciplinary optimiza-
tion" (MDO) most often refers to methodologies for analyzig, and locally optimizing
single-discipline subsystems, and integrating them in a lger coupled system for pur-
pose of design. In particular, the design of aeronautical mplex systems has stimulated
many basic developments. A commonly-used approach is theIBvel Integrated System
Synthesis (BLISS) of Sobieszczanski-Sobieski and co-authin which the integration is
organized after a distinction is made among the design vabies between the global (or
public) variables common to all disciplines, and the locab¢ private) variables associated
with separate subsystems [55] [56]. A formal presentatiomé a comparison of collabo-
rative optimization approaches was made by Alexandrov [4].he DIVE approach [8] has
been proposed recently as a variant of the BLISS in which th@apling between subsys-
tems is reinforced by the solution of an additional nonlineaequation. From the original
developments, MDO concepts have matured and we refer to thextbook by Keane and
Nair [35] for a general presentation, and to [61] for a recentview.

In our perspective, MDO processes are viewed as game straed9] [44] of particular
types, and our developments are linked to MDO in this light.

From the standpoint of numerical analysis, how should the palic variables be opti-
mized concurrently to account for antagonistic criteria oginating from di erent disci-
plines? This article focuses on this question sometimesewtd to as \concurrent en-
gineerind'. In optimum-shape design, often the di erent physical pheomena are accu-
rately modeled by partial-di erential equations to be soled in domains that are identical
or distinct but share a common geometrical boundary at whiclhppropriate conditions
are enforced and whose shape is to be optimized. Besides tasecof the aero-structural
design of an aircraft wing cited above, in the design of a siéa airplane, one would
optimize the wing-shape with respect to an appropriate aedgnamic criterion, or several

such criteria, concurrently with an electromagnetic critaon, such as radar cross-section



(RCS) reduction. In the latter case, both distributed PDE sgtems are formulated in the
domain exterior to the aircraft, but have very di erent computational characteristics in
particular concerning mesh requirements.

In the area of pure numerical simulation of multidisciplinay coupled systems, the
computational cost to evaluate a con guration may be very lgh. A fortiori , in multi-
disciplinary optimization, one is led to evaluate a numberfadi erent con gurations to
iterate on the design parameters. This observation motivats the search for the most in-
novative and computationally e cient approaches in all thesectors of the computational
chain : at the level of the solvers (using a hierarchy of physil models), the meshes and
geometrical parameterizations for shape, or shape defora, the implementation (on
a sequential or parallel architecture; grid computing), ath the optimizers (deterministic
or semi-stochastic, or hybrid; synchronous, or asynchroms).

In the present approach, we concentrate on situations tymadly involving a small
number of disciplines assumed to be strongly antagonistiand a relatively moderate
number of related objective functions. However, our objeet functions are functionals,
that is, PDE-constrained, and thus costly to evaluate. The erodynamic and structural
optimization of an aircraft con guration is a prototype of auch a context, when these
disciplines have been reduced to a few major objectives. $hs the case when, implicitly,
many subsystems are taken into account by local optimizats.

Our developments are focused on the question of approxintagithe Pareto set in cases
of strongly-con icting disciplines. For this purpose, a geeral computational technique
is proposed, guided by a form of sensitivity analysis, withhe additional objective to be
more economical than standard evolutionary approaches.

Classically, the simplest way to account for several critex simultaneously consists in
agglomerating them all in a single performance index weighty each criterion with an

appropriate coe cient, or weight. For example, with two criteria J4 and Jg, consider :
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whereJ? and J8 are reference values, for example, those associated withiaitial de-
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sign. Here, and are positive weights to be chosen somehow. This approach ew
commonly-used, particularly when one disposes of an initidesign that is close to be sat-
isfactory, that is, only a better, or slightly di erent opti mum is to be sought. However,
the construction of the agglomerated criterion involves aatge amount of arbitrariness,
in particular (but not only) with respect to the weights and that can strongly in-
uence the result and require to be calibrated by an experi@ed practitioner. Thus this
approach is not very general and has little physical or matieatical relevance.

An alternative to the unique criterion by agglomeration of seeral objective functions,
consists of a two-step process in which each criterion is treptimized alone, possibly
under constraints; for the above two-objective problem, @nthus getsJ? and J; as the
solutions to two independent single-objective optimizadns. Then, in the second step,

one solves the following single-objective constrained jmem :

min

where is an auxiliary dimensionless objective-function of the s@e set of design variables

subject to the following inequality constraints :

Ja J2+ and Jg Jg+

where and are appropriate scales fod, and Jg respectively. Equivalently, is the

minimum fraction for which the tolerances

(Ja Q)= and (Jg Jg)=

permit a trade-o solution to exist. In this alternative, assuming all the cited single-
objective problems make sense separately without physicabupling, the diculty is
to treat a problem with functional inequality constraints d physically-di erent nature.
Additionally, the same arbitrariness resides in the calibtéon of the weights and

A real alternative to the unique agglomerated objective appach, is to establish



the front of Pareto-optimal solutions. To introduce this, we rst recall the notion of
dominanceand non-dominance:

De nition : When considering the minimization of several criteria concurrently (a, Jg,
etc), a design pointD® in the parameter space is said to dominate the design® in

e ciency, which we denote as follows :

D® D® :

i, for all the criteria J to be minimized, the following holds :

J DWD J D@

and if, for at least one criterion, the inequality is strict. Inversely, if instead :

D® D®@ . and D®@ D® :

the two design-pointD® and D@ are said to be non-dominated.

This notion can be used to sort a collection, or population afesign-points evaluated
with respect to the various criteriaJa, Jg, etc, according to the so-calledPareto fronts.
The rst front is made of all the design-points dominated by o other; the second, the
front of those dominated by no other in the remaining set; etcThe result of this sorting
process is sketched at Figure 1.

Relying on this sorting process, Srinivas and Deb [57] haveoposed the genetic
algorithm NSGA (Non-dominated Sorting Genetic Algorithm)which utilizes essentially
the front index as the tness function, the engine of the GA. Goldberg [29] improved
the method by introducing aniching technique in order to prevent the accumulation of
non-dominated design-points on a given front. To illustra the NSGA, we present an
experiment made by Marceet al [40] in which an airfoil shape was optimized to reduce
drag (in transonic ow conditions) and maximize lift (in subsonic ow conditions) con-

currently. The NSGA was implemented in two independent experiments correspand to



nite-volume simulations of the compressible Euler equatns using di erent meshes, one
coarse and one ne. The totality of the design-points accunhated during the successive
generations in the two experiments indistinctly, are repsented on Figure 2 a). In each
experiment, the set of design-points does not cover the awmtiquarter plane : not all pairs
(Ja;Jg) can be achieved by the system. The boundary of the domain adalizable pairs
is made of Pareto-optimal solutions. The corresponding twdiscrete) fronts and the
associated shapes (for the ne-mesh experiment only) arepieted on Figure 2 b) and c).

This experiment allows us to point out the principal merits ad weaknesses of this
approach. The method provides the designer with a rich and brased information on
the behavior of the criteria when the parameters vary, but onean also regret the lack of
hierarchy between the Pareto-optimal solutions, among wth a de nite operating design-
point requires to be elected on the basis of some other critan still to be introduced.
Other experiments in the literature have shown that the metbd is very general since it
has been applied to cases where the Pareto-equilibrium ftomas either non-convex or
discontinuous. On the other hand, the computational cost cd standard application of
the NSGA is fairly high since a large number of con gurations ought tbe evaluated, if an
accurate identi cation of the front is sought. In our exampé, this was achieved by instan-
tiations of a two-dimensional Eulerian ow code for purpos®f demonstration; however
today, realistic ow simulations about aircraft wings are lased on three-dimensional tur-
bulent Navier-Stokes equations. The cost-e ciency issue nagbe somewhat alleviated by
the usage of parallel computing, which is possible at sevkelavels : the parallelization of
the analysis code by domain decomposition, the natural pdkaization of its independent
instantiations, as well as the parallelization the crossev operator in the GA [41]. Vari-
ous evolutionary algorithms other than theNSGA have been proposed for multi-objective
optimization on the basis of similar principles (e.gNPGA [34] , MOGA [26],SPEA [64],
PAES [37]).

When the front of Pareto-optimal solutions is convex and sma, it may be possible
to identify it point-wise, by treating all but one criterion as equality constraints, as

depicted on Figure 3. However this approach is much less geneice, as mentioned



before, functional constraints are di cult to handle, addiionally, the identi cation is
usually logically complex in cases involving more than twobgectives.

An alternate treatment of multi-objective problems that cicumvents the usually very
arbitrary question of adjusting penalty constants in the aglomerated-criterion approach,
and that is much more economical than aNSGA-type method to establish the Pareto-
equilibrium front, consists in simulating a dynamic game irwhich the design variables
are rst split in complementary subsets and distributed to wtual players as individual
strategies. Symmetrical as well as unsymmetrical (or hiexchical) games can be con-
sidered [44] [9]. In a symmetrical Nash game [44], each plaggcommodates its own
strategy to the other players strategies to optimize only ancriterion. If an equilibrium
point is reached, a trade-o between the various criteria igchieved.

In his doctoral thesis, B. Abou El Majd [1] has realized a numbef aero-structural
shape-optimization exercises related to a generic busiagst wing using either Nash or
Stackelberg games, some of which are reported here for ftaton, some of which have
also been reported in [2].

Here, we focus on the symmetrical formulation of Nash games atwing two players
A and B controlling the sub-vectorsy, andyg composing the complete vector of design

variables :

y =(Ya:Ys)

In this case, the vectory = ( ¥5;Yg) IS said to realize a Nash equilibrium of the criteria
Jyand Jg, i :

Ya =argming, Ja (Ya;Ys)
and symmetrically :
Ys =argmin,, Js (Ya:Ye)

This formulation is inspired by the negotiation mechanismfowvhich economics and social
sciences provide numerous examples.

The Nash equilibrium-point can be achieved by the followingarallel algorithm [60] :



Step 1: Initialize both sub-vectors :

Ya =Yy  Ye =Yg

Step 2: Perform in parallel optimization iterations of both subsygems (by independent

and generally di erent analysis and optimization methods)

Player A:

Retrieve and maintain xed

0
YB = YI(a)

Perform K o, minimization steps ofJa yA;ng)

K
y,(A A)_

by iterating on y, alone and get

Player B:

Retrieve and maintain xed

Ya = yf)

Perform K g minimization steps ofJg y;yg by iterating on yg alone and get

(Ks)

YB

Step 3: Update both sub-vectors in preparation of the information eshange :

0 ._ ,(Ka)

0) ._ K
y@ =y © .\ (Ke)

YB = V¥Ys
and go back to Step 2 or stop (at equilibrium).

Note that in practice, under-relaxation is very often essei@l to convergence. This
point is particularly critical when the two criteria Jo and Jg originate from di erent
physical disciplines associated with di erent dependeres and scales, as it is the case
for optimum design with respect to aerodynamics and structal mechanics, or electro-
magnetics. However, certain rather general mathematicaladtilization techniques exist;

see for example [6].



Important remark : invariance of the Nash equilibrium solution to unit s and
scales. Assume thaty = ( Y,; V) realizes a Nash equilibrium of the criterial, and Jg,
and let and be some arbitrary but smooth and strictly-mono tone increasing func-
tions; then, evidently, y also realizes a Nash equilibrium of the criteria J ] and [ Jg].
In other words, the notion of Nash equilibrium is not only indpendent of the physical
units used for the criteria, but also of possible changes icades applied to them : for
example, replacingd by J or exp(J) has no e ects other than a di erent conditioning
of the numerical system. By this invariance property, the Ndsgame formulation con-
trasts outstandingly from the agglomerated criterion appyach in which dimensioning the
penalty constants has a strong, and usually unknown in uergcon the solution. The Nash
equilibrium solution, unique or not, is only determined by he split of the design vector,
which is here referred to as thaplit of territory by which each virtual player is allocated
a subspace of action, or territory. Note that such a split is rigpart of the physical model,
but instead an optimization strategy.

This approach has been tested successfully over a number ages related to optimum
design in aeronautics, in particular within the framework bthe Jacques-Louis Lions Lab-
oratory common to the University of Paris 6 and Dassault Aviatn. One of the earliest
contributions has been Wang's doctoral thesis [63] in whiamulti-criterion optimization
problems in aerodynamics have been treated by Nash games biing the best advantage
of a distributed environment. Nevertheless, note that in soemcases of multipoint drag
minimization, the lift constraint was introduced by the peralty approach; thus, some-
what arti cially, all the criteria were unconstrained and this results in a simpli cation,
because it allows the Nash equilibrium to be sought from an tral point where the func-
tional gradient is equal to zero, and the dynamic game dev@®in a region in which the
functional is not very sensitive to parameter changes.

For purpose of illustration, we consider a two-point airfdishape aerodynamic opti-
mization, inspired by [60]. The targets are to maximize theft in a subsonic regime repre-
sentative of take-o and landingM; =0:3; =10°) de ningthe rstpoint, and concur-

rently minimize the drag in a transonic ow representative bcruise M; =0:8; =29
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de ning the second point. For both points, the airfoil is assmed to be immersed in a
compressible Eulerian ow.

For this, the airfoil boundary . is split into two complementary territories ; and »,
corresponding approximately to the fore and aft regions ohé airfoil. The pressure and
suction sides of the airfoil are parametrized by means of tvaubic B-Spline curves, each
of them composed of seven basis functions, while the asstedaveights (control points)
are the design variables of the experiment. One such desigriable is allocated to either
territory depending on the location of the maximum of the caoresponding bell-shaped
function. In thisway, ;and , are associated with speci c distinct subsets of the design
variables. More precisely, the two design variables locatén the vicinity of the leading
edge are controlled by the rst player, whereas the remaingnvariables belong to the
second one (see Figure 4, top). A trade-o between the two ceitia is then sought by

realizing a Nash equilibrium associated with the followingofmulation :

z
miln ;= psu!bn d g (2)

(in which the pressure eld is calculated in the subsonic calitions that de ne the rst
point), and Z

mizn o= ptran!s nd & (2)

c

(in which the pressure eld is calculated in the transonic aaditions that de ne the second
point).
Starting with some appropriate initial airfoil, the rst pl ayer performs 5 design cycles
to reduce criterionl ; by acting only on the subset of the design variables asso@dtwith
1, and maintaining the other variables xed. The optimizer isa direct-search pattern
method. In parallel, the second player performs 10 designatgs to reduce criterion , by
acting only on the subset of the design variables associateith ,, and maintaining the
other variables xed. Then, both players exchange their bésespective sub-vectors of
design variables, and so on until an equilibrium is reachedhe iterative convergence of

this process is indicated at Figure 4 (bottom) : both criteria pproach a stable asymptote.
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Figure 5 illustrates a comparison of the pressure elds cosponding to the trade-o
airfoil shape (Nash equilibrium solution) and the baselineidoil. In particular, one may
notice that the proposed split of territory allows the rst player to enhance lifting e ects
by increasing the leading edge curvature (see Figure 5, topyhile the second player
can reduce the shock wave intensity by modifying the aft parof the airfoil shape (see
Figure 5, bottom).

Another example of application of a Nash formulation to the treiment of a complex
geometrical optimization problem has been given by [30], imhich two disciplines, elas-
ticity and thermal analysis, have been considered as goverg models in the competition
between the structural and the cooling material topologiesThis case study is given full
details in the next section as an illustration of a Nash game bad on a direct split of the

primitive variables.

2 Concurrent structural and thermal design optimiza-
tion by a split of the primitive variables

We choose a coupled heat-transfer versus thermo-elasycstystem as illustrating example
in concurrent design of structural mechanics. The coupledadel intervenes in applica-
tions such as the nuclear safety, heat treatment, automog&vand aerospace. These high
technology industries express strategic needs for strucéis that exhibit optimal behavior
under extreme thermal loads. We formulate a multidiscipliary topology design problem
within the Nash game theory framework. The players are the heaquation and the
thermo-elasticity system. They are given theimatural design parameters as strategies,
the heat equation controls the cooling (out of plane convaon) material distribution with

a minimum heat-compliance objective, and the thermo-elastty controls the structural

material distribution with a minimum structural compliance objective.
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2.1 Two weakly-coupled state problems
2.1.1 Heat transfer

Let T, be the unknown steady state temperature distribution in thesolid body, rep-
resented by the plane domain , and letT, be the known surrounding temperature
which is assumed constant in place and time. The out of planee&it ow per unit area
O (X) at a point x 2 that leaves the body, is assumed to follow the constitutivelaw
G(X) = (Tu(x) Ty,), where 0 is a heat transfer coe cient. If we introduce the
temperature di erence functionT = T; T, then the following elliptic boundary value

problem governs the temperature distribution:

r («rT)+ T =Q; in ;
T =0; on r; ()
kr T n =¢; on@n +:

Here n is the outward unit normal to , k > 0 is the heat conduction coe cient, Q is
the given heat source in , 1 is the part of @ where the temperature T, is prescribed
to T,, and @, is the inward heat ux prescribed on the rest of the boundary.

Note that the coe cients k and are not constant in .

2.1.2 Thermo-elasticity

In linear isotropic thermo-elasticity the linear strains ad thermal strains are given by
1 T
(W= ru+ru (=T (4)

in which u is the displacement eld on and s the thermal expansion coe cient.

Hooke's law states that

=E[(w) (ML (5)

in which is the stress tensor and the elasticity tensor with standard symmetry and

de niteness properties.

13



Given body forced, traction vector t on the boundary part@ n , and a temperature
eld T, one solves for the displacement eldl in the following elliptic boundary value

problem:
r (B[ (u) (M) =Db; in ;
u =0; on (6)

E[ (u) (MIn

t; on@n :
T could be any prescribed temperature eld, or the solution tahe boundary value
problem (3).

Note that E, but in general not , will later take di erent values at di erent points

of .

2.2 A game between heat transfer and thermo-elasticity in topol-
ogy design
2.2.1 Design parameterization

In topology optimization, the design variables should takéhe discrete values zero or one.
Due to computational reasons the design variables are retakto be allowed to attain
values between zero and one. The intermediate values arenhgenalized to get close to
a discrete valued design.

The material density function ;, de ned on , should be (close to) the characteristic
function for the part of which is occupied by the structure characterized by heat con-
duction coe cient k and elasticity tensorE. As a consequence, we can use the following
design parameterization:

k()= Tk E(1)= PE (7)

in which p; and p, are penalization powers (to be chosen e.g. ps=1and p, 3) and

1= Sry( 1); (8)

where Sy is a compact linear lIter operator with some \ Iter radius” R. The function ;

14



is subject to the constraints
1 1 1, ae.in ; 1dx Vi 9)

in which ; is a small but strictly positive and V; is the available volume. (One could
choose ; = 1 at \no-design" places of ). Due to the properties of Sg, the constraints
(9) hold also for the function ;. The function will act as the design variable in the
algorithm, but the density will be shown in the gures. It follows from (7) and (9) that
non-presence of structure | a hole | is modeled by heat condudion coe cient k = Pk
and elasticity tensorE = $2E.

The role of the second density function, is to indicate at what places of one should
apply cooling, i.e. an increased heat convection, obtainéudl practice e.g. by preparing
the structure's surface somehow; using ns, cooling chariegfans, surface treatment for

di erent radiation, etc. The design parameterization for could read

(2= %; (10)

where ps is yet another penalty power (one may takgs = 1), and the high level of
convection is modeled by the heat transfer coe cient and otherwise the convection
obtained for an unprepared surface corresponds to= = P . For ps = 1, remarkably

there is no need for using a lIter operator, see [30].

The constraints for , are the following :
2 2 1, ae.in ; 20X Vo (11)

The integral constraint in (11) for , represents a given bounded cooling resource.
We do not expect cooling at places where there is a hole. Indesuppose we have
places wherek(x) = 0 and Q(x) = 0. Then it follows that T,(x) = T, from the rst of

(3) for any small > 0.
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2.2.2 Weak formulation of the state equations

We introduce admissible spaces for the temperature eld andisplacement elds respec-
tively,

Vi= T2HY) jT=00n 7 ;
Vy= u2H¥) ju=o0on y ;

and the following linear and bilinear forms:

a( ;u;u) = (WE( 1) (u) dx;
1( 3 T;u) = T(ME( 1) (u) dx + R b udx+ R@n Lt ds:
and R R
(1, T;T) = K()r T r Tdx+ (2)TT dx;

. R R
2(T) QT dx+ 5, T ds:

Then, the weak form for the weakly coupled state problems rda

uz2Vy: ai( 1;u;u) “1( 13 T;u) 8u2 Vy;

(12)

T2 VT . az( 1, 2,T,T) ‘2(T) 8T 2 VT:

Given 4; ,, the second of (12) is solved rst to obtainT, and then one can solve the

rst of (12) to obtain also u.

2.2.3 Formulation of the game

The player A, the thermo-elasticity system, wants to minimie compliance, i.e. the linear
form from the weak formulation of the thermoelastic state psblem. The strategy function
of player A is the material density, in other wordsy, = ;. The player B, the heat
transfer system, wants to minimize \heat compliance”, i.ethe linear form from the weak
formulation of the heat transfer problem. The strategy funiton of player B is the cooling
function, that is yg = ».

Given any pair ( 1; »), if we denote byT( 1; ) and u( 1; ») the unique solution to

16



(12), then the objective functions are

JalC 15 2)= 10 1 T(C 15 2su( 15 2));

Ja( 15 2)= 2T( 15 2)):

Minimizing Jo means to minimize compliance, a commonly used inverse measaof sti -
ness, however with loads depending on both design and temgteire. Minimzing Jg
means to apply cooling on the surface in such a way that a wetghl integral average of

the temperature is minimized.

2.2.4 FE-discretized formulation and sensitivity analyses

After FE-discretization, the system (12) reads

Ki( pu = Fu( oT)
Ka( 15 T F2

(13)

which de nes implicitely functions ( 1; o) 7' u( 45 ) and ( 45 ) 7' T( 4 2).

The objective functions are

JaC 1 D= Fail 4T DUl 4 )

or just Jo = F]u omitting arguments, and

Je( 1 2= F3T( 15 2)

or just Jg = FJT. By implicit di erentiation of the second of (13) one nds in a standard

manner that
@é - -I-T @2
@ »)i @ »)i

omitting arguments at places, and for any. The derivative of J, is more involved since

T; (14)

the right hand side of the rst equation depends on the statefahe second equation as
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well as on the design.
We denote the partial derivative with respect to (,); by ° Omitting arguments,

implicit di erentiation of (13) yields

K%+ Kqu®

FO+(Z1)TTC

KIT + K,T® = 0

Using the fact that J, = F]Ju = uTK ;u one gets
(F1u)°=2u"K u®+ uTKu:

From the rst of (15) we have an expression foK u® which inserted in the expression
above yields

(F1u)°= uTK8u+2uTF2+2uT(%)TT9 (16)
De ning the vector according to the adjoint equation

=@

K, a

u; a7)
we can rewrite (16) as
(FTu)°= u'KSu+2u"F%+2 TK,TS

which, when using the expression fok , T © resulting from the second of (15), simpli es

to

@ _ 1 &y T e g (18)

@ 1)i - @ 1)i @ 1)i @ 1)i '

This expression, which will be used in the algorithm, contas three terms. The rst one

is the usual \speci ¢ energy" which results from di erentiging compliance, the second
term comes from design-dependent loads, and the last termnees from the fact that the
load depends on the temperature which in turn is obtained byos/ing a heat conduction

problem.
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2.2.5 The computational algorithm
. _ . . _ . 0. (0.
Starting from an initial design pair © =( @; Oy

step one; : solve the problem :

minJa( ; )t D
1

step one, : solve the problem :

mindg( {V; )1 MY
2
step two :  set (D =( (™D, ()

Until convergence, redo the parallel stepsne; and one,.

The subprogramsone; and one, are solved by means of the Moving Asymptote Method
(MMA) see [59]. For each step, a complete minimization is perimed using the sensitivity
formulae (18) and (14) given by the previous section. A vanm could be to perform only
incomplete minimization, at least at the early overall iteations. In our case, this approach
was tested, but did not show any better e ciency than the compete minimization of steps

one ; and one,.

2.3 A Numerical Experiment

We consider a rectangular design domain with the dimensionsl 1. The design domains
for player Jo and Jg are presented in Figure 6.

The thermo-elasticity setting is as follows. The right anddft side of the domain are
xed. A vertical load is applied in the middle of the lower boundary. For heat transfer, a
heat sourceQ is supplying heat within a restricted area around the point Wwere the force
of the thermoelastic problem is acting. The temperature isrpscribed along the right

and left boundary. The upper and lower boundaries are consgigkd isolated. Only the
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left half of the structure is considered for the computatios due to symmetry. ldentical
meshes consisting of 45 60 uniform 9-noded biquadratic elements are used for the two
players.

The optimal topologies after 6 (overall loop) iterations a shown in Figure 7.

Black area indicates material i.e. ; = 1.

The topology of playerJ, can be characterized as a structure consisting of two legs.
One thick leg attached to the upper side of the design domaimd running down to the
center of the lower boundary where it meets the other part ohe leg. The second leg is
attached to the lower corners of the design domain and rungd an arc from one side to
the other. For the purely elastic problem with no temperatue strains the topology will
consist only of one thick leg. This leg runs from the upper coers down to the point in
the center of the lower boundary where the load is acting. Ineasing the temperature
will result in the creation of the second leg. This second legets thicker for higher
temperatures at the expense of the upper leg which gets thiemnand the point where
the leg is attached to the boundary is lowered. Comparable gologies and behavior are
presented by [51].

The topology of playerJg after the rst iteration has a half circle shape and is concen
trated around the heat source. After that ; has been updated there is a drastic change
in the topology. The distribution of , follows the temperature distribution which in turn
follows the topology of playerJ,. In Figure 7 the Nash equilibrium topology of player

Jg is aligned to the one of playeda,.

In order to compare the Nash game solution to those obtained Iloginimization of a

weighted objective, we introduce the scalar objective

(15 2)= Jaly 2+@  )e( g 2

We have optimizedj for di erent values of 2 [0; 1].
The optimal solution for =0:5 is presented in Figure 8.

From the results presented in table-1, it is observed that #noptima ofj are slightly
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=0:333 =05 =0:667| NE
Ja 15.6 15.0 14.3 13.3
Js 0.631 0.639 0.651 0.743

Table 1: Comparison between the Nash equilibrium and weighieptima.

dependent on the weights. By a simple extrapolation, it apes as if the Nash game has
selected a particular value of quite close to 1 (if we assume that the NE ien the convex
Pareto Front which is of course not guaranteed). The Nash game solution tbrs example
favored the player which controls the structure. This fact as never explicitly stated. One
explanation to this result could be that we do not have an evenoupling between the
heat transfer and the thermo-elasticity state equations. e strategy controlled by the
structure, 1, intervenes in both of the state equations. The strategy ctnolled by the
heat, ,, does only explicitly intervene in the state equation for ta heat transfer.

We have split the two parameters ; and , in what we termed natural splitting. It
may happen that in some industrial areas, the structural anthe heat transfer function
speci cations are really the -concurrent- tasks of -concrent- divisions (which may even
not be part of the same rm). In this case, the above splitting be it natural or not,
is simply an imposed rule of the game played by the two divigis. In less constrained
frameworks, the asymmetric role played by parameters anddhstrong dependence of the
Nash equilibria on the splitting choice, makes the natural ditting quite questionable.

In the next section, we address an important facet of the di @t problem of e cient

choice of territory splitting.

3 Nash game by adaptive split of territory

As we have seen in Section 2, and referring also to [60], in PRERstrained optimization,

the Nash game formulation has the following most important nmiés :

1. the iteration applies to a set of design variables, and nob a population of such

vectors;

2. it permits straightforwardly to couple physical discipines represented by indepen-
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dent codes through the exchange of design variables;
3. parallel computing can be exploited readily;

4. the multi-objective solution satis es the above propest of invariance to units and

scales.

Keeping the above example in mind, we return now to our genéidiscussion on multi-
objective, or multidiscipline optimization. In optimum-shape design in aerodynamics, we
are facing two major di culties.

The rstdi culty is related to the fact that only the simulat ion of a complex ow by a
high- delity model (e.g. by the RANS equations) can provide aeliable evaluation of the
aerodynamic coe cients. For instance, the solution of theliree-dimensional compressible
Euler equations, not so long ago considered as an accomgptigimt, only provides the wave
drag and friction forces are neglected, as well as turbulene ects. The computational
cost of an accurate evaluation of the aerodynamic functiolsais thus very high.

Secondly, by nature, transonic ows are only weak solutiornt® the partial-di erential
equations of gasdynamics. As such, they are very sensitive \tariations in boundary
conditions, such as shape variations. The aerodynamic pamhance is therefore very
fragile, in particular drag, and tolerance margins are smlal By coupling aerodynamics
with one or more other disciplines in a multidisciplinary opmization, it is imperative to
maintain the aerodynamic performance near the optimal lele

This observation has led us to introduce the notion gfrimary functional with respect
to which sub-optimality should be maintained, andsecondary functionalto be reduced
under possible constraints.

In our notations, the dimension of the full design space M. A rst optimization
step is completed in which the sole principal criteriod, is minimized with respect to
the totality of the N design variables, yielding a vectoy: that realizes, by hypothesis,
a local or global minimum of this criterion. It is also assuntthat at this point, K
(K <N ) scalar constraints ¢« =0, k=1;2;:::;; K, or more compactlyg = 0) are active.

Then, one wishes to conduct a second optimization step, mutibjective and competitive
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in nature, by establishing a Nash equilibrium between the ¢dria Jy and Jg. To extend

the formulation of the previous experiment, the following rare generalsplit of territory

is introduced : 2 3
u
y=yuv)=y,+sd & (19)
Y,
where : 2 3 2 3
us= E : % , V= g : % (20)
UN p V1

in which S is an adjustable matrix of dimensiorN N, referred to as thesplitting matrix,

and to utilize the sub-vectorsu (u 2 RN P) and v (v 2 RP) as strategies, or territories

of two virtual players A and B in charge of the minimization ofJ, and Jg respectively.
The Nash equilibrium point, if it exists, is denotedy = y (U;V), and it is associated

with the following coupled optimization problems :

8 h i
3 2nr]<an Ja Yy (u;V)
- h i (21)
7 Subjectto: g y(u;v) =0
and : 8 h i
2 minJg Y (T;v)
V2RP (22)

>
Subject to : no constraints

The dimensionp of sub-vectorv which controls the subspace of action of playd is
adjustable (p  1); however, the dimensiorN  p of sub-vectoru must be at least equal
to 1, and at least equal to the numbeK (K  0) of active constraints; this gives the
following bounds onp :

1 p N max(K;1) (23)

In the limiting case (N p = K), in the above Nash game formulation, the minimization
of Jxo under constraints reduces to the adjustment of th& components of sub-vector

u to satisfy the K scalar constraints. This case has been examined in [16]. Hter,
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unless mentioned otherwise, a strict inequality is assumeastead.

In the examples cited above [63] [60], the split is a partitioof the primitive variables
that is, the original components of the design vector. Our new formulation encompasses
this particular case obtained when the splitting matrix is gpermutation matrix, and much
more general alternatives as well.

In a parametric shape optimization, the primitive variables are geometrical control
parameters, such as the weights put on the di erent Hicks-Hemnbasis functions, or the
coordinates of control points in a Bezier or B-spline paramterization. Thus, typically,
these variables are associated with speci c locations ofetoptimized geometry. Hence,
when the splitting is a permutation, the permutation re ects our intuitive understanding
of the dependency of the physical functionals on the geomgtror regions of it. For
instance, in the example of Figure 4, the split was guided by ¢hknowledge that in a
transonic ow, the wave drag is the result of the shock interity and it depends mostly
on the delicate design of the geometry on the upper surfaceanghe shock, whereas, in
a subsonic ow, the lift is essentially proportional to the &foil thickness. In his doctoral
thesis, Wang [63] demonstrated that iterations based on dees for the splitting opposite
to this physical sense, unsurprisingly, diverge.

These considerations lead us to raise the following questio how should the split be
de ned in a general and systematic manner to respect the phgal sense? In particular, if
the Nash game is initiated from a viable, physically-relevasolution corresponding to an
optimum of the primary criterion J5, can near-optimality of this criterion be maintained
at equilibrium?

With the formulation of (19), the subspace spanned by the rsiN  p column vectors
of the splitting matrix S can be viewed as the territory assigned to playek in charge
of minimizing the primary criterion J5, and the subspace spanned by the lagt col-
umn vectors as the territory assigned to playeB in charge of minimizing the secondary
criterion Jg. Thus the above open guestions are those of the adequacy oé tplit of
territory. The option which is adopted here consists in makig this choice statically (and

not adaptively in the course of the dynamic game), at complemn of the rst step of the
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procedure in which the primary criterion is minimized alonépossibly under constraints)
in full dimension N, yielding the optimal design vectory?, and before any competitive
strategy is initiated. Thus the choice is made, here once fall, on the basis of the analysis
of the sensitivity of this criterion only. We speci cally erforce the following condition :
the second step of the optimization procedure, the compatie step, should be such that
in nitesimal perturbations of the parameters abouty that lie in the subspace identi ed
as the territory of the secondary criterion should cause thieast possible degradation of
the primary criterion (with respect to the minimum achievedat completion of the rst
step). As a basis for the identi cation of the optimal splitting, one considers the formal
Taylor's expansion of the primary functional to second ordeabout y3 in the direction

of a unit vector 2 RN :

2
Ina+ 1)=dalya)+ 13t + S HRL + O(7) (24)

whereH } denotes the Hessian matrix o aty = yi. Our goal is to propose a sensible
splitting associated with the de nition of a vector basisf ! kg (k = 1;:::;N). To x the
ideas, let us assume that the rst few elements,! Xg (k = 1;2;::), of the basis are
dedicated to player A in charge of reducing the primary critéon J,, and inversely, the
tail elements,f! kg (k = N;N  1::), to player B in charge of reducing the secondary
criterion Jg. Note that the direction of maximum sensitivity of the primary criterion
Ja, or steepest-descent direction, is given by the gradient,J aty = y%. Thus, the

following two conditions should be satis ed by the basis :

1. the rst few elements should span the gradient; JZ;

2. inversely, the dierencejJa (Yya+ ! ) Ja(yi)j, when is small and xed, should

be as small as possible when is a tail element of the basis.

At y = y7, the optimality conditions imply that the gradient r J; is a linear combina-
tion of the K active constraint gradients, the coe cients being the Lagange multipliers.
Thus a way to achieve the rst condition is to enforce that therst K elements of the

basis have the same span as the gradients of tKe active constraints. For this, one
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requires thatf ! Xg (k = 1;2;:::;K) be the result of applying the Gram-Schmidt orthog-
onalization process to the constraint gradientér g/ g (k = 1;2;:::;K). Then, let P be

the following projection matrix :

(25)
k=1
where ! ¥ denotes the column-vector matrix made of the components oéstor! ¥, and

consider the following real-symmetric matrix :

HS=PHP (26)

We claim that the eigenvectors of the matrixHQ, ordered appropriately, constitute the
best choice.

First, these eigenvectors contain the null space of the praggon matrix P, that is,
f1kg(k=1;2::K). Thus the rst condition is satis ed simply if the ordering is such
that these vectors appear rst.

Second, the basis is orthogonal; hence the tail elements aréhogonal to the rst K,
and tor J? as a consequence of the rst condition. Thus, far = ! ¥ (k K +1), the
principal term in the expansion of the di erencejJa (i + ! ) Ja (YA)] is the quadratic
term. This term, including the absolute value, reduces to #Rayleigh quotient associated
with the matrix HS (assuming positive-de niteness), and the classical chart@rization
of eigenvectors, here by decreasing eigenvalue, holds.

Starting from the above observations, the following theoms, taken from [16], exploits
this basic principle and draws certain additional consequoees related to the Nash game.

It is assumed that the two criteriaJ, and Jg are strictly positive and such that :

Ji=Jda(ya)>0; I =Js(ya)>0 (27)

If necessary the problem can easily be reformulated to medteise requirements.
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Theorem 1. Let N, p and K be positive integers such that :

1 p N maxK;1l) (28)

Let Jo, Jg and, if K 1, fokg (1l k K), beK +2 smooth real-valued functions
of the vectorY 2 RN. Assume thatJs and Jg are positive, and consider the following
primary optimization problem,

min Ja(y) (29)
Y 2RN

that is either unconstrained K = 0), or subject to the followingK equality constraints :

9(y) = (i @ 5 &k ) =0 (30)
Assume that the above minimization problem admits a local or global solution at a point
y2 2 RN at whichJ? = Ja(y:) > Oand Jg = Js (y2) > 0, and let H} denote the
Hessian matrix of the criterionJ, aty = y3:.

If K=0,letP =1 andHS = H}; otherwise, assume that the constraint gradients,
fr g (1 k K), are linearly independent and apply the Gram-Schmidt orthogonal-
ization process to the constraint gradients, and lgt! kg (1 k K) be the resulting
orthonormal vectors. LetP be the matrix associated with the projection operator onto the

K -dimensional subspace tangent to the hyper-surfaggs=0 (1 k K)aty =y3,

P=1 Pk ok (31)

where ! ¥ denotes the column-vector matrix made of the components of vedtdy, and

consider the following real-symmetric matrix :

HR=PH.P (32)

Let be an orthogonal matrix whose column-vectors are normalized eigenvectors of the

matrix HQ organized in such a way that the rstk are preciselyf ! kg (1 k K),
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and the subsequeril K are arranged by decreasing order of the eigenvalue
hg =1 HRU =1 HITK (K+1 k N) (33)

Consider the splitting of parameters de ned by :

2 3 2 3
2 3 Uy vy
u
y=yl+ 3 &; u=§ : %: v=§5§ (34)
v
Un p Vq
Let " be a small positive parameterQ " 1), and lety. denote the Nash equilibrium
point associated with the concurrent optimization problem :
8 8
2 m’i\‘n Ja 2 min JaB
. u2RN p and S V2RP (35)
" Subjectto:g=0 * Subject to : no constraints

in which again the constraintg = 0 is not considered wherK =0, and
Jag = - + " - T3 (36)

where is a strictly-positive relaxation parameter (1 for under-relaxation).

Then :

[Optimality of orthogonal decompositiohif the matrix HS is positive semi-de nite,

which is the case in particular if the primary problem is unconstrainedk( = 0),
or if it is subject to linear equality constraints, its eigenvalues have the following

structure :
h9=hd=:m:=h0 =0 h},, h2,, = h) O (37)

and the tail associated eigenvectors! kg (K + 1 k  N) have the following

28



variational characterization :

I'N =argmin; j! :H:!j st klk=1and! ?2 !'%12% 1K
N T=argminy j! :HZ!jst klk=1and! ? ! 512 o0 KN
I'N 2= argmin j! :HZ!jst klk=1and! 2 512 KN N2
(38)
[Preservation of optimum point as a Nash equilibriuinFor " = 0, a Nash equilib-
rium point exists and it is :
Yo= Ya (39)

[Robustness of original desigdrif the Nash equilibrium pointy. exists for" > 0 and

su ciently small, and if it depends smoothly on this parameter, the functions :

ja()=3a(y") 5 Jas(")= Jdas (V) (40)
are such that :
ja@)=0; js(0)= 1 0 (41)
and
ja()= 33+ 0(7): Jas()=1+( 1"+ 0O (42)

In case of linear equality constraints, the Nash equilibrium point satis es identically :

(=0 (1 Kk K) (43)
X P xP _

R/ OISO TR (44)
k=K +1 j=1

For K =1 andp= N 1, the Nash equilibrium pointy. is Pareto optimal

We have seen already why the proposed basis of eigenvectsigatimal for the problem

raised by the case of a preponderant or fragile discipling, ielation with the performance

29



of the Nash equilibrium solution; shortly speaking, the spting is such that a minimal
degradation ofJ, is caused by the reduction ofg. Another aspect is the existence itself
of this equilibrium. With respect to this, and without entering all the details of the full
proof, given in [16], let us examine the mechanism by whichelpresent choice of territory
splitting also permits to guarantee the preservation of itial optimum point of discipline
A alone,y3, as a Nash equilibrium of the above formulation fot = 0, as stated in (39).

For " = 0, let the criterion Jo = J for notational simplicity. The criteria Jag and
J are functionally proportional, and so are their gradients.We wish to establish that
U= V=0, or equivalently y = y%, indeed corresponds to a Nash equilibrium.

On one side, for xedv = v = 0, the sub-vectoru = 0 indeed realizes the minimum of
Ja = J subject to the constraintg = 0, because this optimization ofu is equivalent to the
minimization of J, in a subset that contains the (global) solutiory; of the minimization
in the full design space.

On the other side, for xedu = U = 0, the (unconstrained) derivative of Jag with

respect to an arbitrary componentv, (1 k p) of the sub-vectorv is proportional to :

%}Jz r J:%= rJ2:1N k=g

The above result is justi ed as follows: rstly, the optimality condition requires that the
gradientr J be a linear combination of the constraint gradients, the cogents of which
are the Lagrange multipliers; secondly, these constraintagients are in the span of the
rst K column-vectors of the splitting matrix  (by construction of this matrix), and thus
soisr JZ; thirdly, the scalar product is made with a tail column-vecor (N k+1 >N p)
of the same orthogonal matrix. In this resides the key elemieaof our construction of the
splitting matrix, . Hence, for xedu = U = 0, the unconstrained criterionJag  J IS
also stationary with respect to sub-vectorv at v = v = 0.

In addition to the stationarity of the two sub-problems, thelocal convexity of the

sub-problems can be established by arguments omitted her€hus, the rst conclusion

is that the Nash-equilibrium point y, exists and it is equal toy .
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As a consequence, under appropriate regularity conditionge assume that a contin-
uum of Nash-equilibrium points exists, parameterized by, fy.g, originating from the
single-discipline A optimum design-pointy, = yx. Let us now examine how the criteria
in (40) evolve along this continuum. For this, rst observe tfat the nonlinear constraint

is satis ed along the continuum:

8" : g(y.)=0 (45)

Di erentiating this equation and setting " to O give:

8k=1;2::;K 1 rg:ys=0 (46)

where ° indicates di erentiation with respect to . Besides, the optimality condition at
" =0 writes
? )(< ?
rJs+ kI g, =0 47
k=1

wheref g are Lagrange multipliers. Consequently:

ja@=rJ5:y5=0 (48)

which establishes the rst equation in (41); the second is #n derived straightforwardly
by letting j (") = Js(¥-)=J ja(")=J{, dierentiating jas (") = ja(")=J3+"] (") with

respect to" and setting" = 0; this gives:

jiRe©@=j@©= 1 (49)

Then, (42) is a direct consequence.
In summary, this theorem establishes two main achievementslated to the Nash

equilibrium solution :

A potential performance result : it permits to identify abstactly an orthogonal

decomposition of the parameter-space that is such that forvgn dimensionp (p
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N  max(K; 1)), the tail p vectors of the basis correspond to the directions of
least variation of the primary functional J4 from its minimum value under possible
equality constraints; in this sense, these eigenvectorsaspthe subspace of dimension
p in which the primary functional is the most insensitive to tre small variations in
the design vector that will be made, in a second phase of opiiation, to reduce a

secondary functional Jg;

An existence result : a procedure involving a continuation pameter” (0 " 1)
has been set up permitting to introduce gradually and smooly the secondary
functional Jg in competition with the primary functional J, in a Nash game; for
" =0, it is established that the original optimal solutiony} is a Nash equilibrium
point of the initially-trivial game formulation; consequently, by continuity, the Nash
equilibrium solution exists, at least for" su ciently small. Another parameter
appears in the formulation; it allows under or over-relaxabn of the process; if
< 1, the auxiliary criterion Jag at the Nash equilibrium pointy. decreases when
" increases, but remains su ciently small; sincg/, = y3%, the locus ofy. as" varies
is viewed as a continuation of the original optimum point oftte primary functional

alone.

The construction of the orthogonal basis is made at full coevgence of the minimiza-
tion of the primary functional by diagonalization of the Hesmn matrix restricted to the
subspace tangent to the hypersurfaces representing the iaet constraints. To identify
this tangent subspace, a Gram-Schmidt orthogonalizationrpcess is applied to the con-
straint gradients. In practice, the Hessian can be calculadeexactly either formally or
by automatic di erentiation; otherwise, an approximation can be made by di erentiating
a meta-modelfor the primary functional and constraints valid in a neighlorhood of the
optimal solution y%. This meta-model can be, for example, an arti cial neural rtevork
or a Kriging model (see for instance [14] [22]).

We close this section by emphasizing again the merit of ourfoulation, when equality
constraints are active, to remain consistent with the singkcriterion minimization of the

primary functional alone at the initial point " = 0 of the continuation procedure {, =
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y2). This nontrivial property usually does not hold when the sfit is made over the
primitive variables as formerly proposed in [63] [60], urds the constraints are treated
by the penalty approach. The variations in the primary funcional are initially second-
order in "; thus the new formulation permits to identify smoothly the bcus of Nash
equilibrium solutions as' varies, by an algorithm whose iterative convergence is fhtzted

by this robustness property, since the potential antagoms between the two criteria
can be introduced as smoothly as necessary by small enoughpstin the continuation

parameter”.

4  Application of territory splitting to the aero-structural
shape optimization of a business jet wing

In order to illustrate the in uence of the split of territory on the result of a practical two-
discipline optimization, the main results achieved by B. Abw El Majd in his doctoral
thesis [1] concerning a case of aero-structural shape optiation of a business jet wing,
also in [2], are reproduced here. In his thesis, a number ofjatithmic variants, including
some whose formulations rely on a hierarchical Stackelbegrgme (instead of a symmetrical
Nash game), have been described in details, tested and analyzsystematically.
Aerodynamics is treated as the preponderant discipline; it il also reveal to be a
fragile discipline. The ow about the wing is computed by a nte-volume simulation of
the three-dimensional Euler equations. The method handlesstructured grids by the
construction of a dual nite-volume mesh, whose generic tet around a node and its
boundary is made of portions of medians of the elements. Themoximation scheme
relies on a Roe-type upwind solver. The computation yieldhé wave drag coe cient,
Cp, as well as other aerodynamic coe cients, such as liftC, . The simulation point is
transonic M; =0:83, =2°). The primary objective is to minimize the drag coe cient

augmented by a penalty term which is active when a minimal tiitoe cient constraint is
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violated. Thus, the primary criterion admits the following expression :

CD 4 C:L
Ja = +10" max O:;1
A7 Co, C.,

(50)

in which the reference quantities, indicated by the subs@it o correspond to an initial
geometry de ned by an initial three-dimensional unstructued grid about the wing.

Throughout the optimization process, the geometry is itetavely modi ed according
to the so-calledFree-Form Deformation (FFD) method which originates from computer
vision, and was proposed in the context of an aero-structuraesign loop by Samareh
[53]. In this approach, a formula is givera priori, in a closed form involving adjustable
parameters, to a three-dimensionadeformation eld, formally and independently of the
discrete or continuous representation of the geometry itéehere an unstructured volume
mesh. By construction, the deformation eld is made to be snath and equal to zero
outside of a support, which is usually a bounding box of simplshape whose boundaries
are not made in general of meshpoints. At a given optimizatteration, the deformation
eld is rede ned and applied to the meshpoints lying inside tlke support, thus permitting
an update of the surface meshpoints, but also of meshpointsthe computed volume in
the vicinity of the optimized surface. In this way, an initid unstructured volume mesh
evolves according to a deformation de ned explicitly in tans of the FFD parameters.
These parameters are taken to be the design variables of thatimization loop and they
are updated here according to the Nelder-Mead [45] simplex thed to reduce the above
criterion Ja.

This procedure results in a simple and fairly robust iteratie algorithm. In our experi-
ence, this procedure is less subject to mesh overlapping revolume mesh reconstruction
from the displacement of the boundary meshpoints by a pseudtasticity equation, such
as the spring method.

In our experiments, a system of generalized coordinates ( ) is de ned and cor-
responds to longitudinal, vertical and span-wise directis.When the bounding box is a
parallelepiped, the trans nite interpolation of the Cartesian coordinates su ces to de ne

these transformed coordinates throughout the box. Then, ehdeformation eld is de ned
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as a linear combination of products of three Bernstein polgmials of these coordinates.
Precisely, an arbitrary point q is given the following displacement q :
Xi X X

q= Bh (o) Bh (@)BA (o Pi (51)
i=0 j=0 k=0

in which, for the kth Bernstein polynomial of degree,

BX(t) = ﬁtka " K (52)

The degrees of the parameterization in the three physicalrdctions, (;; n;; ny), are xed,
and the vector-valued weighting coe cientsf Py g(@© i n,0 j n;,0 Kk

ng) are the design variables of the optimization. Such a geonniegal parameterization
generalizes the Bezier curve formula, and combined with #hclassical degree-elevation
process, it facilitates the construction of multilevel optization algorithms inspired by
multigrid methods. More details on this method, and more exaples of application can
be found in [20] [2].

The deformation eld was chosen to be linear span-wise fromat to tip (ng = 1). Ad-
ditionally, the leading and trailing edges, and the eight véices of the bounding box were
xed throughout the optimization. Finally, only vertical di splacements were considered
for simplicity.

In a rst experiment (see Figure 9), 6 control points at the rootand at the tip were
considered, for a total of 12 degrees of freedom.

In order to de ne an exercise in which the wing shape is optimed with respect to
two disciplines, aerodynamics and structural design, thaghare a common set of design
variables, the wing structure was treated as a thin shell wtih deforms under the load
of aerodynamic forces. The distribution of stresses overdlshell has been calculated by
linear-elasticity, using a code of the public domain, ASTER @veloped byElectricie de
France (EDF).

The four degrees of freedom located at mid-chord (at root antip, over the upper

and lower surfaces), marked S on Figure 9, were assigned to aypl B (or S) in charge

35



of minimizing the following secondary criterion :

7

\Y
Jg = Jg = k:nkdS+ K;max 0;1 — + K, max O;i 1 (53)
s Va Sa

in which is the stress tensorS, and V, are the wing outer surface and volume at con-
vergence of the purely-aerodynamic optimization, and ; and K, and penalty constants.
By the reduction of this criterion, one expects a more unifan distribution of the load,
and thus a more robust structure.

The remaining 8 degrees of freedom, marked A on Figure 9, wessigned to a player
A in charge of minimizing the primary criterion,Ja.

It was possible to achieve a Nash equilibrium solution assatad with the above split of
the primitive variables as indicated on Figure 10 which displays the convergencetbiy of
the aerodynamic and structural criteria. The sudden and ocs@nal peaks correspond to
iterations at which the constraint on lift is violated. The smplex method accommodates
to this situation by discarding the point. Evidently, a stade Nash equilibrium is reached
eventually.

Regrettably, this Nash-equilibrium con guration is totally unacceptable from a phys-
ical standpoint. The drag coe cient has doubled. The wing shpe presents oscillations
and the ow has been profoundly disrupted as indicated by thdach number eld (see
Figure 11).

Besides, the number of iterations in this experiment may beod@ind excessive. It
should be pointed out that drag reduction problems are welldown to be multimodal.
They exhibit a very large number of local minima Gradient-based methods are very
cost e cient and useful in the nal stage of convergence. Butif they converge in tens of
iterations, in practice, they notably fail to provide a goodestimate of the global optimum,
unless the initial point is itself very close to it. Inversel, semi-stochastic methods, such
as Genetic Algorithms, or Particle-Swarm optimizers, are famore robust, but often
prohibitively expensive in aerodynamic optimum-shape digm, due to the large number of
ows required to be computed. For these reasons, for problesnof intermediate di culty,

an acceptable compromise is often realized by the simplextmed, which is deterministic,
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but fairly robust. With this optimizer, the number of iterati ons, or computed ows
governed by the compressible Euler equations in three dingons, can be substantial, to
achieve a satisfactory convergence on a nontrivial meshysa hundreds, as in subsequent
experiments (Figures 13 and 14). The even slower convergemed-igure 10 precisely
reveals an inappropriate coupling. Nevertheless, since gigal 3D Eulerian- ow solution
over a medium-size grid typically requires a few minutes ofomputation when using
domain partitioning on a 32-cores Intel Xeon, this experiméman be realized in one day.

By this rst experiment, we emphasize that even in case of ceargence to a Nash equi-
librium, the achieved con guration makes sense only if thep#it of variables is physically
relevant.

In a second experiment, the number of design variables wadueed to 8 by considering
a deformation eld, only vertical and associated with the ptynomial degrees (31; 1) along
the longitudinal, vertical and span-wise directions. Aftea number of unsuccessful trials,
a certain split of the primitive variables yielded acceptale results. The split corresponds
to assign the 4 degrees of freedom at the root to play8r(=B) in charge of reducing the
structural criterion, and the other 4, at the tip, to player A in charge of reducing the
aerodynamic criterion (see Figure 12).

The convergence history of the two criteria in the dynamic gae corresponding to
this new split of design variables is indicated at Figure 13 alhe aerodynamic criterion
is subject to numerous jumps due to the violation of the constint on lift, but, as men-
tioned above, the simplex method accommodates to this. Thghase of optimization is
interrupted, somewhat arbitrarily after some 380 structual design steps; strictly speak-
ing, convergence is not achieved, but the solution satisfacy since it realizes a visible
improvement of the structural criterion of about 5%, while he aerodynamic criterion has
been increased of about the same percentage (only).

The cross sections at root, mid-span and wing tip correspoing to the initial and
optimized shapes are represented on Figure 13 b, ¢ and d. It &aps that the structural
control parameters tend to round out very slightly the root coss section for a better

load distribution. This trend augments the drag, but here irproportions still acceptable,
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because the process was interrupted after a variation of 5% @ach criterion. In fact,
at this level of only partial convergence, the shape variatns are still very small in am-
plitude because the coupling mechanism realized by the dyn& game is very stringent.
Additionally, our a priori knowledge of the ow led us to locate the aerodynamic control
parameters near the wing tip in the vicinity of the most sensive region of the shock
wave. Thus, this experiment does not re ect a blind split of ariables, but instead one
that was anticipated to be physically sound; and this was camed.

In the third experiment, the split of variables based on the mposed orthogonal decom-
position of the restricted Hessian was implemented. Once tloptimum of aerodynamics
alone has been found ay = y3, a number of independent simulations corresponding to
design vectors close ty; have been made to set up a database to model the behavior
of the primary criterion J5 in terms of y by an RBF neural network [14] [22]. This
meta-model was then used to approximate the gradient &p, the primary criterion to
be minimized, the gradient ofC,, the constrained quantity, and the Hessian o€y to
form the restricted Hessian matrix. After diagonalization, he corresponding eigenvectors
have been sorted by decreasing order of the associated eigare, and split evenly in two
subsets of four. Those associated with the four largest enyalues have been assigned to
player A in charge of aerodynamics, and the remaining four to play& (=B ) in charge
of reducing the criterion of structural design.

The proposed eigensplit led to a new dynamic Nash game, whosewergence history
is indicated on Figure 14 a. The process was continued to a stagf convergence similar
to previously in terms of coupling iterations. However, a natbly superior performance
was achieved : while the aerodynamic criterion was here ordggraded of 3 %, the struc-
tural criterion was reduced of 8 %; equivalently, at equal age of drag degradation, the
improvement on the structural criterion is nearly three times larger. Note how the en-
velopes of the two curves are apparently initially tangentd the horizontal axis, a hint
that in this formulation, the initial point is a robust design.

On Figure 14 b, c and d, the evolution of cross-sections at rqahid-chord and wing

tip is indicated. It clearly appears from this gure that the shape variations are of larger

38



amplitude in this experiment than before, in the previous tw experiments, but more
distinctly located, as for example, on the lower surface ohé¢ wing at the root. Thus a
wider operational territory for the secondary criterion isidenti ed to cause a small and
acceptable degradation only of the rst criterion.

The split based on the orthogonal decomposition has permditl us to identify by a
blind and automatic procedure, a set of structural paramets for which variations of
larger amplitude, mostly visible on the lower surface of theving, are possible without
excessively a ecting the shape in the critical region of thehock wave. Consequently,
the principal characteristics of the ow are preserved, asdicated on Figure 15 which
shows that the Mach number eld has not been much altered frorinat obtained by pure
aerodynamic optimization.

Thus, in conclusion, a signi cant reduction of 8% of the stratural criterion was
realized while maintaining the ow eld con guration close to optimality (drag increase

< 3%), by an automatic procedure of orthogonal decompositiaf the parameter space.

5 Application of territory splitting to other examples
of two-discipline optimization

Since our original work on the aero-structural aircraft-wig optimum-shape design, we
have applied the strategy of territory splitting in a Nash gare to a number of cases of
interest for aeronautics.

In Flight Mechanics, Niel [46] has used in-house explicit futional models incorpo-
rating the Beguet laws in particular, to conduct multi-criterion aircraft performance
analyses and optimizations, such as trade-o s between ram@nd mass at take-o .

In the context of incompressible Navier-Stokes internal owF. Strauss [58] has applied
successufully the same technique to minimize drag as prigaobjective, and maximize
the real part of the second eigenvalue (for ow stabilty) asexondary objective.

In the next two sections, we summarize more actual numericalmulations of aero-

nautical interest that will be presented in full length elsehere.
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5.1 Sonic boom reduction

When an aircraft ies at supersonic speed, it generates a coteg system of interacting
waves in the near and far elds, as depicted in Figure 16. In pacular, at ground level,
generally an N-shaped pressure distribution is perceivedidiit ought to be reduced for
obvious environmental reason, while maintaining the aergdamic performance of the
aircraft. This leads to a classical two-objective design @mization problem in which the
primary objective is drag ga = Cp, under the lift constraint: C_ = 0:1), calculated by
a near- eld CFD simulation, and the secondary objective is a sasure of the sonic-boom
intensity.

Our procedure has been presented in greater detail in [43] h&d sonic boom at ground
is evaluated using the three-layer approach [52]. After theear eld has been calculated
by CFD, the pressure is interpolated on a cylinder around ther@raft. The acoustic signal
is then propagated through a non-uniform atmosphere usinge acoustic ray-tracing code
TRAPS [33]. The sum of the shock over-pressures of the undeadk ground signature
is then used as measure of the sonic boom intensit}g to be minimized as the the
secondary objective function. This function can also be wied as the total variation of
the ground pressureJg = TV(F’ground)-

To solve this two-objective optimization problem, the geoetry of a generic supersonic
con guration has been parameterized using ten geometricedksign variables de ned in
Figure 17. In the subsequent Nash game, for simplicity only vef these parameters are
retained for optimization: DV1, DV3, DV4, DV7 and DV8. The CFD calalation has been
carried out using the ONERAZelsA code [62] to solve the 3D Euler equations by upwind
cell-centered nite volumes over a structured mesh using ¢hRoe ux, and the Harten
entropy correction. The number of elements varied from 350 to 500,000 according
to mesh adaption, carried out a priori in the direction of shck wave propagation. The
ight conditions have beenZ = 18;000 m (altitude), M; = 1:6 (Mach number), =2°
(AOA).

In our experiment, we have rst optimized drag alone over theset of ve param-

eters, and identi ed the absolute optimum. This optimizaton was carried out by the
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evolutionary strategy CMA-ES [31] and simulations by the 3D Hler code.

Then, a database of aerodynamic coe cients (lift and drag) md acoustic impact Ja
and Jg) has been established by CFD simulations over a discrete sétdesign vectorsy
in the neighborhood of this optimum. Based on these data, netmodelsJ, and Jg for
Ja and Jg respectively, and for the lift constraint have been constaied. The minimum
of Ja (under lift meta-model constraint) was found for a slightlydi erent design vector
ya=( 0558 0:836 0506 1.000 0:434), used thereafter as initial design-point of

the continuation procedure, developed according to the folving steps:

1. Calculate an approximate reduced Hessian @k, and proceed to its diagonalization

to identify the splitting matrix . Thereafter, we have used:

2 3
-0.1967 -0.1839 0.0944 -0.8251 -0.4876

-0.1257 -0.4079 -0.9042 0.0107 0.01%4
= B -0.6606 -0.5744 0.3548 0.3282 -0.0037 (54)

-0.7055 0.6776 -0.2077 -0.0095 0.0049

0.1070 0.1036 -0.0672 0.4596 -0.8730

2. Increment the continuation parameter by step of 0.05, and for each xed, or-
ganize the Nash game between the meta-moddis and Jag . In this game, each
objective function is optimized in a subspace about;. The objective-function Ja
is minimized by the SQP algorithm (see e.g. [28]) in the subape spanned by the
2 eigenvectors associated with the largest two eigenvaluéisese are the rst two
column-vectors of the above matrix. On the other hand, and possibly in parallel,
the objective-function Jag is minimized by the Nelder-Mead simplex method [45]
over the supplementary subspace of dimension 3. Both algbms are applied to full

convergence. Then the updated sub-vectors are exchangedal a is incremented.

3. The Nash-equilibrium design-points are evaluateal posteriori by high- delity CFD
simulation, providing actual values for drag,Ja, and sonic-boom intensity,Jg.

These are represented on Figure 18 by dotted lines.

41



The convergence history of the continuation process overdimeta-models is indicated
by solid lines in Figure 18. In complete conformity with the tieory, the following points

are observed:

1. For =0, all three curves initiate at the value 1,Ja and Jag with zero slope. This
is becauseg/o = y3%, even though in the Nash game for = 0, the trivial optimization
of Ja is not solved in the same space, but in a subspace of lower divsien, but the

formulation has been devised to be consistent with the origal optimum.

2. As increases the (meta-model) drady degrades monotonically, while the objective
function Jag diminishes; the secondary objective functiodg, despite nonlinear

e ects, also decreases monotonically in this experiment.

3. It is the designer's option to decide which level of degraton of J, is acceptable
to improve Jg. This decision is more sensibly made on the actual high- dsi

evaluation rather than through meta-models.

The a posteriori CFD simulation of the Nash-equilibrium design-points (dottd lines
in Figure 18) con rms that using a Nash game combined with a sttagy of territory-
splitting results in a con guration with a reduced boom impa&t at ground, Jg, almost
preserving the aerodynamic optimum performancd,. The slight discrepancy, at =0,
between the actual drag,J,, and the corresponding meta-model valug,, is not related
to the Nash game formulation. It is due to the fact that in this &periment, the meta-
model was not constructed (or corrected) prior to the Nash gagrto achieve its minimum
at exactly the same design-poiny; as the physical model. Nevertheless, for example
with = 0:6, the actual drag is increased of nearly 4%, while the sorboom intensity is

reduced of some 8%, thus demonstrating the potential of therinulation.

5.2 Helicopter rotor blade optimization in hover and forward

motion con gurations

The two-point aerodynamic shape optimization of a helicopt rotor blade was presented

in greater detail in [50]. Here we present a typical illustrabn of the Nash game strategy
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that is employed to carry on this on-going optimization camaign.

The principal discipline to be optimized is the performancan hover, measured by the
Figure of Merit. The secondary discipline is the performande forward ight, estimated
by the rotor required power. The blade shape has been pararegzed using a span-
wise Bezier discretization de ning deformation laws of tist, sweep, chord and anhedral.
Therefore, the design variables were the values of the Bezipoles, de ned as deformations
with respect to the initial blade planform.

The baseline rotor used throughout the computations has bedhe ERATO rotor
(Figure 19, left). This model rotor, developed in a joint progam between Eurocopter,
ONERA and DLR was devised to reduce noise emissions [49]. latigres a 2.1m radius,
a mean chord of 0.14m and a linear twist of -10/R. The blade ptéorm has forward and
backward sweep as well as a hon-optimized straight tip.

In the hover simulations, the collective pitch was used as additional design variable
in order to achieve the maximum Figure of Merit, for all lift ce cients. In forward
ight computations, the rotor was trimmed imposing zero apping (i.e. | = s =0).
Other conditions are the following:Z, = 12:5 (thrust coe cient), CxS = 0:1 (propulsive
to drag force ratio), tip Mach numbethiIO = 0:617, and forward motion parameter

= My =Myjp, =0:344 corresponding to a forward speed of 260 km/h. This givedip
Reynolds number of 1.93 Million (based on average chord ang telocity).

The rst step of the algorithm consists in the single-objedtve optimization of the
rotor blade shape in hover ight alone (primary discipline) The ow computations were
performed by the solution of the 3D Reynolds-Averaged Navi&tokes (RANS) equations
over a single-block mesh of 0.81 million points for a quartéade geometry (Figure 19
right). The optimization of the baseline rotor was performé using Dakota, an open-
source optimizing tool developed by Sandia Laboratoriesrtaining multiple optimization
algorithms [3] . Among the available algorithms CONMIN, a graent-based method, was
used since theelsA adjoint solver delivers the computation of gradients at a mimal cost.

The hover optimizations using the adjointelsA simulations show the classical trends

(as well-documented in [21]), namely an increase of the twend the chord at the blade
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tip and a decrease of the forward and backward sweep of theginal blade. An increase
of approximately 5 to 7 Figure of Merit points has been achiede

This reference point being established, and given the vergrge computational cost of
evaluating the hover rotor performance with high delity cales, the subsequent two-point
optimization was performed using meta-models.

A Kriging surrogate model of the hover objective function (Fjure of Merit) was
built using a database of CFD computations near the hover optium. Technically Jo =
100(1 FM). This surrogate model was then used to estimate the Hessiaalwe at the
optimum (and hence the appropriate variable territory spt) as well as to evaluate the
objective function in the subsequent optimizations.

The secondary discipline, i.e. the required power for forméhimotion (Jg), was evalu-
ated using Eurocopter's code HOSTHelicopter Overall Simulation Tool[12]). This is a
rotor comprehensive code that considers the blade dynamicsing a 1D Euler-Bernouilli
beam model, coupled with a simpli ed aerodynamics model bed on lifting-line theory.

Equipped with a meta-model for the primary discipline, and dow- delity model for
the secondary discipline, in the second step of the optimtean process, a humber of
Nash game simulations between these two models were launchisthg FAMOSA (Full
and Adaptive Multi-Level Optimum Shape Algorithn{23]), an in-house toolbox for opti-
mization.

Sixteen primitive variables were used (5 poles for twist-gte, 5 poles for chord vari-
ation, 5 poles for sweep variation, and collective pitch). Aese have been split according
to the Hessian eigen-decomposition in preparation of the Nagfame, the continuation
parameter was incremented by steps of 1/10. For each typically 3 coordination itera-
tions were performed before exchange of variables betwedayprs. Figure 20 illustrates
the convergence history of a typical Nash game process.

Again, the consistency of the Nash game with the single-primadiscipline optimiza-
tion is demonstrated when the design variables are split apypriately.

The pay-o to be consented on hover-motion performance to heve a reduction in

the requires power for forward motion is established in thease of this experiment.
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In this section and the previous ones, we have considered Apgtions of Nash games
as strategies to identify viable trade-o s between antagastic concurrent disciplines. In
the next section, we introducevirtual Nash games in which players cooperate in the

optimization of the same objective function.

6 Cooperative design with local / global parameters

by virtual Nash games

6.1 Design problem description

Previous sections demonstrated how Nash games can be useddigdnine an equilibrium
between two antagonistic criteria. Nevertheless, this appach can also be employed in
a collaborative framework, if all players aim at optimizingthe same objective. In this
context, the splitting of territory becomes a domain decomgsition which could accelerate
the convergence and help avoiding local optima. This apprdawas proposed by Reriaux
[48]. As illustration, we consider a wing design problem, wth requires the de nition
of global geometrical characteristics, such as span, robp length ratio, angle of attack,
twist angle, sweep angle, etc, as well as local geometriczdtures that determine the wing
section. The single design objective considered for thisudy is the drag minimization,
under a lift constraint, the ow being modeled by the three-émensional compressible
Euler equations. In this context, Nash games are used now todna better solution, in

terms of global and local parameters, than the one found by dassical optimization.

The design optimization problem consists in minimizing thedrag coe cient, here
augmented by a penalty term on the lift coe cient. Both coe cients are viewed as

functions of the N -dimensional design vectol :
J(y)= Co+ max(0;C"  Cu); (55)

where is a penalty parameter to be calibrated anc{:[ef the reference lift coe cient (in
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de nes the wing shape can be done in several ways, which degem the context. In this
study, we would like to optimizeglobal as well adocal wing characteristics. The baseline
of the wing is described in[5]. The global characteristicd the wing shape are obtained
from ve parameters : the span, the root / tip chord length rato, the angle of attack,
the twist angle and the sweep angle, as shown in Figure 21. Thoxdl characteristics of
the wing shape are de ned by imposing the section shape, whiis constructed thanks to
two cubic B-Spline curves, one for the suction side and one fihe pressure side. Thus,
the section shape is determined by 2 5 control points, which can be moved in crosswise
direction. Control points located at leading edge and trailg edge are kept xed. The

section shape is the same for the whole wing.

6.2 Single optimization exercises

An optimization is achieved for three independent numericaxperiments, involving only
local shape parameters, only global shape parameters, anthlly local and global shape
parameters. Therefore, the number of optimization variabk is successivelil = 10,

N =5 and N = 15. For each new set of parameters provided by the optimizethe

wing shape is constructed automatically. When local shape f@eneters are optimized,
global shape parameters are set according to the baselin@gvshape, and vice versa. An
unstructured grid, that counts approximatively 200 000 noes, is then build for each new
geometry using the GMSH grid generation software [27]. Thease equations are then
solved using the NUM3SIS in-house parallel simulation platfim [36]. The Covariance
Matrix Adaption Evolution Strategy (CMA-ES) algorithm [32], which is known for its

robustness, is employed.

The evolution of the cost function, for the three experimerst performed, is plotted
in Figure 22. As can be seen, local shape optimization is veryegtive in this context,
because a local shape change can reduce signi cantly the dhavave on the suction
side of the wing. Figures 23 and 24 illustrate the modi catiorof the pressure eld. The
optimization of global parameters yields a more limited digireduction. When considering

the pressure eld plotted in Figure 25, one can observe that ¢hglobal shape change
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cannot reduce signi cantly the shock wave. However, the optiizer nds a solution that
reduces the impact of the shock wave on the drag value. Theuébtained by optimizing
simultaneously local and global parameters is unexpectethe drag reduction is slightly
better than that obtained with only global shape change, butar worse than that obtained
with only local shape optimization. A better result was expeed, since the design space
generated by local shape change is included in the design ap@enerated by local and
global shape modi cations. The observation of pressure @lin Figure 26 shows that the
optimizer has modi ed global and local shape parameters glitly, yielding a poor result.
One may suppose that the mixing of global and local parameteleads to an optimization

problem that exhibits several local minima, in which the opmmizer is trapped.

6.3 Nested and successive optimizations

Since a straightforward optimization including local and pbal shape parameters fails,
we consider other strategies. At rst, we try a nested apprazn, that consists of two
phases: in a rst phase, only global shape parameters are opized, yielding the global
characteristics of the wing. This design is then considerexb a starting point for the
second phase, during which local and global parameters amimized. Actually, the rst
phase is just used to modify the initial point for the optimizr. We hope this can help to
avoid being trapped in local minima.

The results obtained by carrying out this strategy can be shn in Figure 27. Starting
from the design optimized with respect to global shape paraters leads to a better cost
function value. However, this result is not better than that dtained using only local
parameter changes. Moreover, the computational cost is sigantly increased. This
experiment shows that the design obtained by the optimizain of global parameters is
not a satisfactory starting point for the optimization of gbbal and local parameters.

A common practice in engineering design consists of optirmg successively global
and local shape parameters. With such an approach, a rst stepims at determining
suitable global shape characteristics, whereas the secatelp modi es the shape obtained

by local perturbations. This approach can be successful ifi¢ optimization problem is
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characterized by a so-callegdeparability property. It means that the optimum can be
reached by successive modi cations of design variables. iFhapproach is thus tested,
by optimizing the local shape parameters, after the globahape parameters have been
optimized. Results are shown Figure 28. As can be seen, the dosiction value reached
is slightly better than the one obtained by a single optimizon of local parameters.
Moreover, this result is better than those obtained in prewus experiments with local
and global parameters. This surprising result shows that ¢éimizing separately local and

global parameters is far more e cient than considering thes variables as a whole.

6.4 Virtual game strategy

The previous experiment suggests the use of virtual Nash gasnas a way to couple the
optimizations of local and global shape parameters. Indegdash games are based on the
concept ofsplit of territories, that consists in splitting the design variables in two sets
each set being optimized independently by a so-call@thyer. In this case, both players
tend to improve the same cost function, and for this reason,enrefer to such a formulation
as avirtual Nash game. In the context of local and global shape parametaation, the

two sets naturally correspond to the local, and globalys parameter sets.

The algorithm employed is a special case of the algorithm ire&ion 1:

[ERN

. choose a global/local split of territoryy = (yg;yL)
2. choose initial design variableg© = (yQ;y?) ;

k O0;
3. begin game-loop iteratiork;

4. carry out in parallel respectivelyK g, K| optimization iterations by two players :

rst player updates y{? to y&*Y with xed y, = y® ;

second player updatesy(Lk) to y(Lk+1) with xed yg = yék) :

5. synchronize the players y®k*D = (y&*t . ykeiy
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6. end game-loop iteratiork;
if a stopping criterion is reached then STOP ;

elsek k+1 GOTO step (2).

Such a strategy can reduce signi cantly the computational ast because each opti-
mization is carried out in a design space of lower dimensiomathey can be solved in
parallel, since they are independent. The above-describatjorithm is carried out using
only three iterations of the optimizer for each update achied by the two players. The
evolution of the cost function is indicated in Figure 29. Evidntly, a signi cantly im-
proved solution is obtained at a computational cost similato a single optimization over
the full parameter space.

We compare the local and global shape parameters in tables 12da3, for the initial
wing and wings obtained by single optimizations and game stiegy. Obviously, the sin-
gle optimization of global parameters and the game strategyield shape modi cations
of opposite sign (except for the sweep angle). On the contyasome similarities can be
observed when comparing the shapes obtained using singléimpzation of local param-
eters and game strategy. This shows that the coupling of ldcand global parameters
optimization modi es strongly the global parameters, but aly slightly the local ones.
A comparison of the shapes and the pressure elds, for the tial wing and the wing

optimized by Nash game, is depicted in Figure 30.

design variable| initial | global optimization | Nash game
span 2.59 2.49 2.75
root/tip ratio | 0.3631 0.297 0.403
angle of attack| 2. 2.272 1.899
twist angle -1. -0.775 -1.176
sweep angle | 76.76 68.92 69.84

Table 2: Comparison of optimized global parameters.

Finally, this study demonstrates that Nash games can also be phayed successfully
as a domain decomposition method, in order to speed-up thenwergence and avoid being

trapped by local optima.
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design variable| initial | local optimization | Nash game
y3 2 2.27 2.61
y3 5 3.95 4.17
y3 6 4.92 5.31
Ya 4 4.74 4.29
y: 2 2.30 2.07
yh -2 -2.02 -1.67
y5 -5 -4.47 -4.82
y8 -6 -6.06 -5.36
yh -4 -4.04 -3.90
yE -2 -2.12 -1.82

Table 3: Comparison of optimized local parameters.

7 Conclusions

High- delity models are today more routinely solved by advaced simulation platforms
in the analysis of complex engineering systems. This o er®mputational specialists a
great challenge to include such PDE simulations in the desigoptimization loop. The
most relevant optimization approaches are multi-object®, and even multi-disciplinary in
nature. In this context, Nash games o er a versatile formalma to handle the correspond-
ing coupling between di erent simulation and optimizationtools that share a common
set of design variables, and are well-adapted to parallelroputing.

In certain rather simple physical situations involving ony a few design variables, whose
in uence on the various objective functions is at least qudatively known a priori, it is
sometimes possible to identify a natural split of the primive design variables yielding a
sensible Nash equilibrium. We have provided two such exarept the inverse design of an
airfoil with respect to lift and drag, and the structural-thermal optimization of a plate.

However, optimum-shape design of 3D geometries in comprbsiaerodynamics pro-
vides an example of a situation that is more complex in at lebsvo respects. One is
that it is usually di cult to identify a priori the in uence o f the geometrical variables
individually. Second, transonic ows are fragile solutios, since the delicate shape opti-
mization in the shock region is essential to maintain sub-timality. In such situations,
we advocate de ning the split of design variables, or splitfderritory in our terminology,

based on an eigen-decomposition of the design space.
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Thus, a theoretical formulation has been proposed for sittians of this type, permit-
ting to identify a sub-optimal solution as a Nash-equilibrimm solution between virtual
players in charge of reducing two independent criteria. An tirogonal decomposition
of the design space is made to assign the player in charge oé tkecondary criterion a
subspace of action, or territory, in which the primary criteion has little sensitivity.

The method has been tested rst over a simpli ed test-case @ero-structural shape
optimization of a business jet wing combining drag reductiounder lift constraint in a
transonic cruise con guration with the reduction of an intgral of the stress over the
structure. In this example, after a rst phase of purely aerdynamic optimization, the
primary criterion (drag) was modeled at convergence by an ABneural network in order
to approximate gradients and Hessians necessary to the camstion of the orthogonal
basis. This basis was then used as the support of a dynamic Naghme in a novel
formulation. The numerical experiments have clearly demastrated the superiority of
concurrent optimizations realized using the orthogonal @emposition as a support, in
terms of asymptotic convergence stability, and achieved germance as well.

This approach has more recently been applied with similar scess to the shape opti-
mization of a generic supersonic aircraft with respect to dg and sonic-boom reduction,
and to the shape optimization of a helicopter rotor blade wit respect to performance in
both hover and forward motion con gurations.

Lastly, we have given an example of a virtual Nash game formtien used as a
partitioning technique to gain computational e ciency.

As a nal remark, we note that the above Nash games have been iattuced to han-
dle the antagonism between con icting disciplines, when aistipline is preponderant or
fragile. In this sense, these are competitive algorithms. Véh instead all disciplines have
comparable importance, it is possible to generalize the skical steepest-descent method
by de ning a direction of search for which the directional devatives of all objective
functions are of the same sign, or even equal. This results ancooperative algorithm,

Multiple-Gradient Descent Algorithm (MGDA) [18] [19].
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