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ABSTRACT
We study deduction in the presence of inconsistencies. Following
previous works, we capture deduction via datalog programs and in-
consistencies through violations of functional dependencies (FDs).
We study and compare two semantics for datalog with FDs: the
first, of a logical nature, is based on inferring facts one at a time,
while never violating the FDs; the second, of an operational nature,
consists in a fixpoint computation in which maximal sets of facts
consistent with the FDs are inferred at each stage.

Both semantics are nondeterministic, yielding sets of possible
worlds. We introduce a PTIME (in the size of the extensional data)
algorithm, that given a datalog program, a set of FDs and an input
instance, produces a c-table representation of the set of possible
worlds. Then, we propose to quantify nondeterminism with prob-
abilities, by means of a probabilistic semantics. We consider the
problem of capturing possible worlds along with their probabilities
via probabilistic c-tables.

We then study classical computational problems in this novel
context. We consider the problems of computing the probabilities
of answers, of identifying most likely supports for answers, and of
determining the extensional facts that are most influential for de-
riving a particular fact. We show that the interplay of recursion
and FDs leads to novel technical challenges in the context of these
problems.

1. INTRODUCTION
The inference of conflicting information is often encountered in

contexts such as social networks, where participants often disagree.
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In this paper, we study a model that is based on datalog, for deduc-
tion, together with functional dependencies, whose violation cap-
tures conflicting information. To settle conflicts, we choose non-
deterministically between conflicting inferred facts, thereby gener-
ating sets of possible worlds. We quantitatively capture the result-
ing uncertainty using probabilities. As we will see, the interplay
of recursion and FDs leads to new challenges for incomplete and
probabilistic databases.

We consider datalogfd, a language consisting of datalog with
FDs imposed on intensional relations, with two previously intro-
duced nondeterministic semantics [1]. These serve as the founda-
tion for our investigation.

The first semantics is of a proof-theoretic nature, based on infer-
ring one fact at a time, while never violating the FDs. The intuition
is that a derived fact is rejected if its addition to the database would
result in an FD violation. Nondeterminism results from the choice
of one fact to infer at each stage. A proof theory for demonstrating
possible and certain facts was presented in [1], as well as a natural
stable model semantics using datalog programs with negation [28].

The second semantics is operational, in the spirit of previous pro-
posals based on fixpoint logic with a witness operator [8], choice in
logic programs [30] or repairs [10]; see Related Work section. At
each stage, we add a maximal set of immediate consequences that
are consistent with the facts that have been inferred so far. Nonde-
terminism results from the choice of one consistent set of facts at
each stage. Relating to languages in [8], we show that datalogfd

with this semantics captures exactly the known class NDB-PTIME
of nondeterministic queries computable in polynomial time. We
also show that this second semantics is strictly more expressive
than the first. We study the complexity of computing possible or
certain answers in both cases.

We address the problem of compactly representing the possi-
ble worlds generated by the two semantics. Such compact repre-
sentations have been shown to be useful for various practical rea-
sons. We consider here the classical model for representing possi-
ble worlds in databases, namely conditional tables (c-tables) [34].
We present a PTIME (data complexity) algorithm for computing
a c-table that captures the result of a datalogfd program for each
of the two semantics, even when the input is also represented as a
c-table.

A natural way of quantifying the uncertainty arising from settling
contradictions is based on probabilities. For instance, assume that
15 of Bob’s friends tell him that Alice is in Paris and 5 claim that
she is in London. In the absence of additional information (such as
the reliability of each friend), Bob may choose to believe she is in
Paris with a probability of 75% and in London with 25%. This is
the semantics our model will specify in this simple case. Further-
more, the model provides a general yet simple and natural proba-



bilistic semantics for answering queries expressed with datalogfd

programs, in the presence of contradictions and recursion.
The semantics we use is the probabilistic counterpart of the non-

deterministic semantics previously mentioned. In the presence of
several options for a next derivation step, we consider them as
equiprobable. If a datalogfd program is applied to a database in-
stance, a probabilistic database is obtained. To represent probabilis-
tic databases, we consider the model of pc-tables [32], i.e., c-tables
with Boolean variables of independent probabilities; see also [48,
20].

This sets the stage for the core of the paper, concerned with
reasoning probabilistically in the presence of contradictions. For-
mally, this corresponds to the evaluation of datalogfd programs
over pc-tables.

First, we consider extending the construction capturing possible
worlds with polynomial size c-tables, to the probabilistic setting
(using pc-tables). We show that it is possible to represent the re-
sult with a polynomial-size pc-table for a fragment of the language:
with no recursion and with only one FD per relation. The general
case remains open.

We then consider the problem of computing the probability of
deriving some particular fact. We show that the introduction of FDs
leads to intractability of exact computation even for cases that are
otherwise known to be tractable, namely tuple-independent data-
bases [20] and nonrecursive safe queries. We nevertheless show a
PSPACE upper bound, as well as a PTIME absolute approximation
algorithm via sampling. We show that relative PTIME approxima-
tion cannot be achieved unless P=NP.

When base facts are probabilistic, it may be complicated to un-
derstand why particular answers hold. The explanation of answers
has already been considered in the context of probabilistic databases
in previous works [45, 43, 35], but these did not consider recursion
or FDs, that greatly complicate the issue. We study two facets of
such explanations:

top-k support Given a derived fact, its top-k supports consist of
the top-k instances that derive this fact and are the instances
with highest probability to do so. We also define a variant
of the problem for finding top-k “minimal" subsets of facts
(intuitively, each fact is useful for the proof). The problem
of computing top-k (minimal) supports is in PTIME in the
absence of recursion and FDs, but becomes computationally
hard, and even hard to approximate, in the presence of either.

influence Given an intensional fact, the influence of an extensional
fact is measured as the effect of the presence of the exten-
sional fact on the derivation or not of the intensional one. We
consider the qualitative measures (in absence of probabili-
ties) of necessity and relevance of facts, and show that the
introduction of recursion leads to hardness of deciding them.
Then we consider a quantitative measure of influence in pres-
ence of probabilities. Surprisingly, while exact computation
is already hard without recursion and FDs, we provide an
approximation algorithm for the general case.

Novelty and Significance. Modeling the interplay of possibly
recursive deduction and non-determinism and uncertainty (stem-
ming from partial information as well as multiple possible ways of
setting conflicts) is an important challenge. It can serve as the ba-
sis for the understanding and analysis of distributed systems such
as social networks, where peers may have partial information and
conflicting opinions, and share it in intricate ways. While previous
works have addressed some of these features (See Section 5), no

prior work was geared towards a unified framework that addresses
their combination, in the manner proposed here. Consequently, we
start our study by defining a new, simple language and equipping it
with two natural semantics as explained above. To assess the use-
fulness of the language and to put it in context of previous work, we
then thoroughly study the language expressiveness and complexity.
Based on our language, we then make the following distinctive con-
tributions, that are of importance for understanding the dynamics of
e.g. social networks in presence of conflicting opinions.

• We show for the first time (to our knowledge) the construc-
tion of a compact (polynomial size) representation system
for a recursive query language with non-deterministic con-
structs, and conversely show that the language is expressive
enough to yield a set of possible world corresponding to any
given c-table.

• This paper is the first, to our knowledge, to study particular
modeling and computational issues in the presence of prob-
abilities, recursion and contradictions. These include in par-
ticular the choice of semantics, the use and synthesis of pc-
tables as representation systems, and our study of the com-
plexity of computing query probability, top-k support and in-
fluence.

Paper Organization. The paper is organized as follows. In
Section 2, we introduce the two semantics of datalogfd. The com-
pact representation of possible worlds by c-tables is presented in
Section 3. In Section 4, we study the model with probabilities. Re-
lated work is described in Section 5. Proofs are omitted due to lack
of space.

2. DATALOG WITH FDS
In this section, we present the model used in the paper to capture

deduction in presence of contradictions. Deduction is performed
using datalog rules, and the notion of contradictions is modeled by
violations of functional dependencies over the intensional

relations. We note that the syntax and semantics presented here
were already presented in [1], but we give here new expressiveness
results that are absent from [1]: in particular we establish compare
(in terms of expressivity) the language to previously proposed for-
malisms [29, 8]. Finally, we will also fill-in a gap in the complexity
analysis of [1], by studying complexity also for the non-recursive
fragment of the language (only the recursive case was addressed in
[1]).

We assume the reader is familiar with the standard definitions of
relational schema and instance, standard query languages includ-
ing first-order logic (FO) and datalog, and functional dependencies
(FDs for short), see [3]. We assume the existence of infinite, dis-
joint alphabets dom of data values (sometimes called constants),
var of data variables, and bool of Boolean variables. A database in-
stance that includes data variables is called an incomplete instance.
Otherwise, it is a (complete) instance. For a datalog program P ,
the set of relations, extensional relations, and intensional relations
in P are respectively denoted sch(P ), ext(P ), and int(P ). An
instance over ext(P ) is an input instance for P . We study datalog
in the context of FDs:

Definition 1 A datalogfd program is a pair (P, F ) where P is a
datalog program and F a set of FDs over int(P ).



Example 1 Consider a schema consisting of ternary relations IsIn0

and IsIn and a binary relation Follower. Intuitively IsIn0(x, y, z)
(extensional) and IsIn(x, y, z) (intensional) both mean “Person z
thinks that person x is in city y”. We impose the constraint that IsIn
satisfies1 1, 3 → 2. Now consider the following datalog program:

IsIn(x, y, z) :- Follower(z, z′), IsIn(x, y, z′)
IsIn(carol, y, z) :- IsIn(alice, y, z)
IsIn(x, y, z) :- IsIn0(x, y, z)

with an asymmetric relation Follower (in the style of Twitter). The
first rule states that each person believes the people he follows
about the whereabouts of people, whereas the second states that
it is general knowledge that Carol is in the same city as Alice.

Consider the above example. Intuitively, the FD 1, 3 → 2 on IsIn
places a constraint stating that it is inconsistent for someone to be-
lieve that a person is in two different cities. However, it may be the
case that someone may infer that the same person is in two places,
e.g. Ben that Alice is both in Paris and London. As usual, rather
than declaring failure, one would like, while reasoning, to limit the
damage and salvage as much information as possible. Clearly, there
may be several means of resolving the inconsistencies. Indeed, is is
possible to define different semantics for datalogfd, a situation sim-
ilar to that of languages for non-monotonic reasoning (e.g. datalog
with negation) where various semantics can typically be proposed.

Semantics. In [1], two semantics for datalogfd programs are
proposed and basic properties studied. The first, called fact-at-a-
time semantics, is logically founded, with equivalent model-theoretic
and proof-theoretic semantics. It is closely related to semantics pre-
viously studied in the context of datalog with choice (see [29] for
a survey) and datalog¬ with stable semantics (see [3] for an intro-
duction). The second semantics, called set-at-a-time, is procedural
in nature. It is in the spirit of the inflationary fixpoint semantics for
datalog¬ (see [3]). One motivation for the set-at-a-time semantics
is that it naturally leads to more efficient set-at-a-time processing,
as supported by relational database engines. Moreover, we will see
that this semantics has appealing properties with regard to expres-
siveness, and is well-suited to our probabilistic framework.

We next present the two semantics and results on their expres-
siveness and complexity.

Fact-at-a-time semantics. The fact-at-a-time semantics for
datalog in presence of FDs is based on forward chaining with in-
stantiated rules applied one at a time. Each rule application gener-
ates a new candidate fact. This fact is added to the database instance
unless its addition violates an FD. Note that this introduces non-
determinism since the result of the process possibly depends on the
order of rule activation. We consequently refer to this semantics as
nfat, standing for non-deterministic fact-at-a-time semantics.

We now formally define this semantics, by modifying the im-
mediate consequence and the consequence operators to account for
FDs. For simplicity, we assume that there is no FD on the exten-
sional relations. As we will see, the database instances that will be
generated will always be, by construction, consistent with the FDs
on the intensional relations.

Definition 2 Let (P, F ) be a datalogfd program, and I an instance
over sch(P ) satisfying F . The immediate consequence operator
denoted →nfat (with (P, F ) understood) is defined by: I →nfat

I
∪
{A} if there exists an instantiation A :- A1, ..., An of a rule

1If so desired, we could also require that IsIn0 satisfy 1, 3 → 2.

in P such that {A1, ..., An} ⊆ I and I
∪
{A} |= F . The con-

sequence operator →∗
nfat is the transitive closure of the immediate

consequence operator.

The possible worlds then correspond to the different ways of set-
tling contradictions.

Definition 3 Let (P, F ) be a datalogfd program and I an instance
over ext(P ). An instance J over sch(P ) is a possible world for
nfat and (I, P, F ) if J is a maximal instance satisfying I →∗

nfat J .
And

P nfat
F (I) = {Πint(P )(J) | J is a possible world for nfat}

where Πint(P )(J) is the restriction of J to int(P ).

Observe that a program (P, F ) thereby defines a nondetermin-
istic mapping P nfat

F from instances over the extensional relations to
instances over the intensional ones. In particular, a program can
be viewed as defining a nondeterministic query by designating one
specific intensional relation as the answer. We say that two pro-
grams (with the same extensional schema and designated answer
relations) are query equivalent if they define the same query.

Example 2 Reconsider the program in Example 1, and assume
that the initial database is as follows:

IsIn0(alice, paris, peter), IsIn0(carol, london, tom),
Follower(ben, tom),Follower(ben, peter)

There are two possible worlds containing:

1) IsIn(alice, london, ben), IsIn(carol, london, ben),
but not IsIn(carol, paris, ben).

2) IsIn(alice, paris, ben), IsIn(carol, paris, ben)
but not IsIn(carol, london, ben).

Observe a subtlety in our use of datalog rules. In the style of,
e.g., [8, 37], we interpret rules as constraints that are soft in the
following sense: if the body holds, then the head holds as well
unless, together with the FDs, the head contradicts some other fact.

As usual, a fact is said to be certain if it appears in all possible
worlds, and possible if it belongs to at least one possible world.
In [1], a proof theory is introduced for proving possibility and cer-
tainty of facts under the nfat semantics, and shown to be sound and
complete. The complexity of checking possibility and certainty of
a given tuple is discussed at the end of the section.

With the nfat semantics, the existence of some tuples in the
database forbids the existence of other tuples. This leads to con-
nections to datalog with negation. Indeed, it is shown in [1] that,
given a datalog program P and a set F of FDs, one can construct a
datalog¬ program NegProg(P, F ) with the following property. For
every datalogfd program (P, F ) and instance I over ext(P ), J is
a possible world for (I, P, F ) if and only if there is a stable model
[27] of NegProg(P, F ) with respect to input I that coincides with
J on int(P ). This is reminiscent of the stable model semantics for
datalog¬ with a nondeterministic choice construct [47]. An inverse
translation from datalog¬ to datalogfd does not follow from the
construction in [1], and the question of whether such translation is
possible remains open.

Set-at-a-time semantics. The fact-at-a-time semantics may
lead to very inefficient inference because tuples are processed one
at a time. One may instead adopt set-at-a-time inference as fol-
lows. At each stage, one infers a maximal subset of the derivable
facts that is consistent (with respect to the FDs) with the facts of



the original database and the facts inferred so far. We next consider
this semantics, denoted nsat, and compare it to the earlier nfat se-
mantics.

The nsat semantics is formalized as follows.

Definition 4 Let (P, F ) be a datalogfd program and I an instance
over sch(P ). Let A be the set of tuples that can be obtained by
applying P on the facts in I (i.e. using in the body of the rules only
facts from I , and not newly derived tuples). For every maximal
subset A′ of A such that I

∪
A′ satisfies F , we say that I →nsat

I
∪

A′, and denote by →∗
nsat the transitive closure of this operator.

Let (P, F ) be a datalogfd program and I an instance over ext(P )
satisfying F . An instance J over sch(P ) is a possible world for
nsat and (I, P, F ) if J is a maximal instance satisfying I →∗

nsat J .
Also,

P nsat
F (I) = {Πint(P )(J) | J is a possible world for nsat}

Example 3 Reconsider Examples 1 and 2, and let us now evalu-
ate the program using nsat semantics. At each iteration, we add a
maximal set of derivable facts that does not violate the FDs. Both
IsIn(Alice,Paris,Ben) and IsIn(Carol, London, Ben) are derived at
the first iteration; but then at the next iteration, IsIn(Carol,Paris,Ben)
can no longer be derived since it contradicts IsIn(Carol, London,
Ben). In particular, in this example, there is only one possible
world under nsat semantics.

Remark 1 The basic step in the nsat semantics is to produce, for
a given relation, all maximal subsets that satisfy a given set F of
FDs. One may wonder if the global maximization can be replaced
with sequential maximizations with respect to each FD in F . It
turns out, as also observed in [29], that the answer is negative.
For instance, consider a binary relation R consisting of the cross
product {0, 1} × {0, 1}, and F = {1 → 2, 2 → 1}. There
are two maximal subsets of R satisfying F : {⟨0, 0⟩, ⟨1, 1⟩} and
{⟨0, 1⟩, ⟨1, 0⟩}. On the other hand, the maximal subsets satisfy-
ing 1 → 2 are {⟨0, 0⟩, ⟨1, 0⟩}, {⟨0, 0⟩, ⟨1, 1⟩}, {⟨0, 1⟩, ⟨1, 0⟩},
{⟨0, 1⟩, ⟨1, 1⟩}. Finally, the maximal subsets of these relations,
satisfying 2 → 1, are {⟨0, 0⟩}, {⟨1, 0⟩}, {⟨0, 0⟩, ⟨1, 1⟩}, {⟨0, 1⟩,
⟨1, 0⟩}, {⟨0, 1⟩}, {⟨1, 1⟩}. While all of the relations satisfy F , not
all are maximal with this property.

Remark 2 The datalogfd with nsat semantics may be viewed as
a fixpoint computation in which repairs are performed after each
stage and with the difference with standard repairs that tuples, once
asserted, cannot be retracted. One may wonder whether the same
effect could be achieved by first applying the datalog program up
to saturation and then applying repairs to the result, choosing e.g.
a maximal consistent subset. This latter semantics is different from
nsat, and may not be very practical, as it involves the “retraction"
of facts, affecting facts whose derivation has already used the re-
tracted facts. For instance, say that a fact t is derived by Alice
and then sent to Bob who, based on t, has derived some fact t′; at
the end of the program execution, t may be chosen to be omitted
(since it contradicts some t′′). Then we may have to “propagate"
this deletion further, which may lead in this case to the deletion of
t′ (intuitively if we choose not to believe the only fact leading for
t′ to be derived, then we should not believe t′), which may in turn
lead to the deletion of other facts etc. This is avoided by designing
nfat and nsat as inflationary semantics.

Comparison of nfat and nsat semantics. We have intro-
duced two semantics for deduction in presence of FDs. We next
compare them. We start by noting the connection shown in [1] be-
tween the possible and certain facts of a program under the two
semantics:

Proposition 1 [1] For each datalogfd program, a possible fact un-
der the nsat semantics is also possible under the nfat semantics. A
certain fact for nfat is certain for nsat. The converse statements do
not hold.

We next study in more depth the connection. In particular, we
show that one can simulate the nfat semantics with nsat, i.e. obtain
the same set of possible worlds; but the converse does not hold.
Note that this does not follow from the previous result (which only
dealt with possible and certain facts).

We start with the former:

Theorem 1 For each datalogfd program (P, F ), there exists a dat-
alog program (P ′, F ′) such that ext(P ) = ext(P ′), int(P ) ⊆
int(P ′), and for each input instance I of (P, F ), an instance J
is a possible world of (P, F ) for I under the nfat semantics iff
J = Πint(P )(J

′) for some possible world J ′ of (P ′, F ′) of I under
the nsat semantics.

The idea of the simulation is to use an additional intensional re-
lation to ensure that each stage in the nsat evaluation adds at most
one tuple to the instance, thus simulating the nfat semantics.

We next show that the converse simulation is not possible. To do
so, we introduce a notion of containment that is adapted to nonde-
terministic computations. Recall from [3] that a nondeterministic
query is a computable and generic (i.e. that it commutes with iso-
morphisms) mapping that associates to each input instance a set of
possible answer instances over the same active domain.

Definition 5 A nondeterministic query q is monotone if for each
I, I ′, I ⊆ I ′, each fact possible in q(I) is also possible in q(I ′).

We can now show the following result.

Theorem 2 For each datalogfd program (P, F ) with nfat seman-
tics, the nondeterministic query associating an input I to P nfat

F (I)
is monotone. This is not generally the case with nsat semantics.

Expressiveness of nsat. The language datalogfd is closely re-
lated to nondeterministic query languages using the witness opera-
tor in FO and fixpoint logic. (See the Related Work section also for
relations to datalog with choice.) We next examine in more detail
these connections.

We briefly review the witness operator [6, 8]. For an FO formula
φ(ū, v̄) where ū, v̄ are vectors of distinct variables, Wv̄φ(ū, v̄)
defines all maximal subsets of the set of answers to φ(ū, v̄) satis-
fying the FD ū → v̄. The language obtained by augmenting FO
with W is denoted FO+W. For technical reasons, it is convenient to
consider an extension of the language consisting of a sequence of
assignments of the form R:=φ, where each φ is an FO+W formula
using input or previously defined relations. Intuitively, this allows
naming and reusing intermediate results obtained nondeterminis-
tically, which is not possible in FO+W. The extended language is
denoted FO++W. (Observe that FO++W is strictly more expressive
that FO+W.)

We can show the following:



Theorem 3 Nonrecursive datalogfd with a single FD per rela-
tion and nsat semantics expresses precisely the nondeterministic
queries definable in FO++W.

In the previous theorem, the language FO++W suggested the re-
striction to no more than one FD per intensional relation. It is open
whether nonrecursive datalogfd (with more than one FDs per rela-
tion) allows expressing strictly more queries than FO++W. We note
that, in the recursive case, several FDs do not yield extra expressive
power (see Remark 3 below).

We next consider recursive datalogfd. Recall that for each com-
plexity class C, the set of nondeterministic queries computable by a
Turing Machine of complexity C is denoted by NDB-C. In particu-
lar, NDB-PTIME denotes the nondeterministic queries computable
by a nondeterministic Turing Machine for which every computa-
tion is in PTIME. (This is not to be confused with the class of NP
queries that is a class of deterministic Boolean queries.)

Now, we have:

Proposition 2 datalogfd with the nsat semantics captures NDB-
PTIME. Moreover, this holds even for datalogfd with at most one
FD per relation.

The inclusion in NDB-PTIME is immediate. The proof that each
NDB-PTIME query can be expressed by a datalogfd program is
similar to the proof used in [29] that datalog with dynamic choice
can express NDB-PTIME. Hoever note that a direct translation of
the proof of [29] to our settings would involve the use of multiple
FDs. Avoiding this, so as to show that the proposition holds even
with at most one FD per relation, requires some extra effort.

Remark 3 Proposition 2 provides a normal form for datalogfd

programs with nsat semantics: each datalogfd program is query
equivalent to a program using at most one FD per relation.

Complexity of possibility and certainty. To conclude this
section, we establish the complexity of testing possibility and cer-
tainty of answers for the nfat and nsat semantics. The recursive
case was already stated in [1], and here we complete the picture
by studying the nonrecursive case. For the nfat semantics, the fact
that certainty is coNP-complete while possibility is in PTIME is
unusual.

Theorem 4 (i) For nonrecursive datalogfd with nfat semantics, de-
ciding whether a fact in an intensional relation is possible is in
PTIME. (ii) For nonrecursive datalogfd with nfat semantics, decid-
ing whether a fact in an intensional relation is certain is coNP-
hard. (iii) For nonrecursive datalogfd with nsat semantics, de-
ciding whether a fact in an intensional relation is possible is NP-
complete; deciding whether it is certain is coNP-complete.

Remark 4 We note that two equivalent datalog queries may yield
different sets of possible worlds, when FDs are incorporated. This
is consistent with our view of the FDs as part of the query, and with
the intended applications.

3. REPRESENTATION SYSTEM
We next study the problem of representing the set of possible

worlds defined by a datalogfd program on a given instance, for
the nfat and nsat semantics. We will show how to construct in
polynomial time a representation using “concrete c-tables” and thus
obtain a compact representation of the possible worlds.

Conditional tables. Compact representations have proven to
be effective for many applications, leading in practice to better
performance even if the theoretical complexity remains the same.
They have been considered in a number of contexts such as in-
complete databases [34], incremental maintenance [33], explain-
ing computations [14] or probabilistic databases [20]. We use here
very classically the conditional tables of [34], c-tables for short.
(Note that c-tables are sometimes equipped with global conditions,
e.g., in [3].) Let var and dom be domains of variables and values
respectively.

Definition 6 A c-table over schema S is a pair (T, φ) where T is
a finite incomplete instance over S (entries are in var ∪ dom), and
φ maps each tuple in T to a Boolean combination of equalities of
the form [x = y] or [x = a], for x, y ∈ var and a ∈ dom.

The set of possible worlds represented by (T, φ) is defined as
follows. Let V be the set of variables occurring in (T, φ). Each
valuation ν from V to dom generates a possible world Tν consist-
ing of all tuples ν(t) where t ∈ T and ν |= φ(t) (ν is extended
to tuples componentwise, with the identity on dom). The set of
possible worlds defined by (T, φ) is denoted by rep(T, φ).

Concrete c-tables. In the contexts of e.g. probabilistic data and
explaining query results, a particular class of conditional tables is
often used, that we refer to as concrete c-tables (see e.g. [20, 33]).
These are variants of c-tables in which all tuples are ground (have
no variables) and their associated conditions use only Boolean vari-
ables (As we shall do in Section 4, in probabilistic settings, inde-
pendent probabilities are assigned to these Boolean variables.),

Given an instance I and a datalogfd program P , we will show
that the set of possible worlds defined by P on I , under both nfat
and nsat semantics, can be described by a small (polynomial in I)
concrete c-table. Concrete tables are formally defined as follows.

Definition 7 A concrete c-table is a pair (I, β) where I is an in-
stance with values in dom and β maps each tuple in I to a Boolean
expression.

An example of concrete c-table:

β
Alice London Ben x
Carole London Ben x
Alice Paris Ben ¬x
Carole Paris Ben ¬x

The set of possible worlds represented by a concrete c-table (I, β)
is defined as follows. Let V be the set of variables occurring in
(I, β). Each truth assignment ν for V generates a possible world
Iν consisting of all tuples t in I for which ν |= β(t). The set of
possible worlds defined by (I, β) is denoted by rep(I, β).

Note that a c-table possibly represents an infinite set of possible
worlds, whereas a concrete c-table always represents a finite set of
worlds, since each is a sub-instance of the complete instance of the
concrete c-table. Let us call c-tables that represent only a finite
set of worlds finitary. As shown next, concrete c-tables essentially
“capture” finitary c-tables. It is easy to see that each finitary c-
table can be represented by a concrete one. The only difficulty is to
show that the transformation to a concrete c-table can be achieved
with only a polynomial blowup. This will be useful in the proof of
Theorem 5.



Proposition 3 Let S be a fixed schema and (T, φ) a finitary c-table
over S. One can construct in polynomial time a concrete c-table
(I, β), such that rep(I, β) = rep(T, φ) ∪ {∅}.

We next present the two main results of the section, namely that
one can represent the result of applying a datalogfd program on a
given instance by a polynomial size concrete c-table, with both the
nfat and nsat semantics. (The size of a concrete c-table (I, β) is the
size of I plus the sum of the sizes of the conditions β(t) for t in I .)

Compact Representation. Consider first nfat semantics.

Theorem 5 Let (P, F ) be a datalogfd program. Given a database
instance J over ext(P ), one can compute in polynomial time with
respect to J a concrete c-table (I, β) over int(P ) such that
rep(I, β) = P nfat

F (J) ∪ {∅}.

To obtain the desired concrete c-table, it suffices to show how
to construct in polynomial time a finitary (non-concrete) c-table
(T, φ) over int(P ) such that rep(T, φ) = P nfat

F (J) ∪ {∅}. (For
then we can use Proposition 3.) Intuitively, the incomplete instance
T consists of N tuples t1, ..., tN whose components are all distinct
variables. The conditions φ enforce that: (i) each tuple in T is
derived using previously derived tuples or tuples in J ; (ii) no FD
is violated; (iii) no rule can be applied to the resulting instance in
order to generate additional tuples.

An analogous result also holds for the nsat semantics.

Theorem 6 Let (P, F ) be a datalogfd program. Given a database
instance J over ext(P ), one can compute in polynomial time with
respect to J a concrete c-table (I, β) such that rep(I, β) = P nsat

F (I)∪
{∅}.

The proof is similar to that of Theorem 5. A difficulty is the
simulation of the set-at-a-time semantics. So, instead of having
N tuples, we have N2 tuples, using N of them for each iteration,
knowing that there are at most N iterations.

Theorems 5-6 show that the possible results of a datalogfd pro-
gram applied to a database instance can be represented by concrete
c-tables computable in polynomial time, for both nfat and nsat se-
mantics. One may wonder whether concrete c-tables form a strong
representation system for datalogfd, in the classical sense of [34].
The answer is positive. For this, we extend the semantics of pro-
grams to sets of instances in the straightforward way: P nfat

F (J ) =

∪{P nfat
F (J) | J ∈ J } for each set J of instances. Now, it can be

shown that for each concrete c-table (I, β) and datalogfd program
(P, F ), one can construct in polynomial time a concrete c-table
(I ′, β′) such that

rep(I ′, β′) = P nfat(rep(I, β)) ∪ {∅}.

The same holds for nsat semantics. The proofs are similar to those
of Theorems 5 and 6.

We conclude this section by presenting two results; the first is on
the synthesis of table and the second on the restriction to positive
conditions.

Synthesizing concrete c-tables. One can view a concrete c-
table or a datalogfd program over a complete database as alterna-
tive mechanisms for specifying sets of possible worlds. We have
seen that the set of possible worlds resulting from applying a
datalogfd program to a complete database can be represented as a
concrete c-table. Interestingly, the converse also holds, so the two
formalisms are essentially equivalent. Indeed, we have the follow-
ing.

Proposition 4 For each concrete c-table (I, β) over schema S there
exists a nonrecursive datalogfd program (P, F ) with S ⊆ int(P ),
and an instance J over ext(P ) such that

rep(I, β) = ΠS(P
nsat
F (J)) = ΠS(P

nfat
F (J)).

Also, J and (P, F ) are both linear in the size of (I, β).

Restricting to positive concrete c-tables. Because of ap-
plications in probabilistic databases (for which probability compu-
tation for positive formulas may be more efficient) and in semiring-
based provenance [31] (for which it is necessary), it would be de-
sirable if conditions in the concrete c-tables representing results of
datalogfd programs could be restricted to be positive (no negation
occurs). Unfortunately, this is not possible, since the use of posi-
tive conditions does not allow to capture maximal “repairs" to key
violations as required by the semantics.

Proposition 5 There exists a nonrecursive FD-datalog program
(P, F ) and a database instance J over ext(P ) such that there is no
positive concrete c-table (I, β) for which rep(I, β) = P nfat

F (J) ∪
{∅}, and similarly for nsat.

4. PROBABILISTIC SEMANTICS
We consider in this section a semantics based on “measuring”

the non-determinism resulting from contradictions using probabil-
ities. We formally define the semantics. We study the problem of
constructing a representation system that correctly captures prob-
abilistic results according to that semantics. We also study three
essential problems in this context (base facts are facts occurring in
the input database; intensional facts are facts derived by a query):
How to compute the probability of an intensional fact? How to
find the most probable supports of that fact? How to find the most
influential base facts for deriving that fact?

4.1 Probabilistic Datatog With FDs
We recall that a probabilistic database [5] over a schema S is a

pair (I,P), where I is a set of instances over S and P : I → [0, 1]
defines a probability distribution over the instances, i.e.,
ΣI∈IP(I) = 1.

We can extend the semantics nfat and nsat to datalogfd programs
over probabilistic databases. Doing it for both would be somewhat
of a tedious exercise. We therefore focus primarily on nsat and its
probabilistic extension, that we call psat (for probabilistic set-at-
a-time). This is the most challenging of the two cases, and as we
saw, also the most powerful. We briefly discuss the probabilistic
extension pfat of nfat towards the end of the section.

Starting from some instance I , consider the nsat derivation for
a particular program P . Suppose that, at some step, we have de-
rived an instance J with some probability p. A number of rule in-
stantiations may allow adding maximal sets of facts to J to obtain
instances J1, ..., Jn. Suppose that some set θ1 of rule instantia-
tions allows to obtain some J1 and another, say θ2 to obtain J2.
In absence of other information, we will consider equally likely to
choose θ1 as θ2. Indeed, we consider all such set of rule instanti-
ations as equiprobable. (Note that we could have instead preferred
an alternative semantics that would make the derivations of all Ji

equiprobable. However, if there were many more reasons to derive
J1 than J2, this alternative semantics would miss the intuition that
J1 is more likely to be true.)

From the previous discussion, the derivation process is equipped
with some probability distribution. Thereby, starting from a prob-
abilistic database, instances are derived with certain probabilities.



Finally, at the end of the process. we obtain a resulting probabilistic
database. The semantics psat is formally defined as follows.

Given a datalogfd program (P, F ) and a probabilistic database
(I,P) over ext(P ), we construct inductively a labeled tree. The
root of the tree is labeled (I,P). The non-root nodes are labeled
by pairs (I, p) with I an instance and p a value from [0, 1]. To
start, the children of the root node are the set of pairs (I,P(I))
for I ∈ I. Now suppose that at some point in the construction,
there is a leaf node with label (J, p) such that J →nsat J

′ for some
J ′. Let J1, ..., Jn be the set of instances that can be derived from
J . We call instantiation set for J and Ji for some i, a set θ of
instantiations of rules in P such that (i) θ generates exactly Ji −J ,
and (ii) two rule instantiations in θ generate different facts. The
crux of the construction is the set of instantiation sets:

Θ(J) = {θ | θ instantiation set for J and Ji for some i}

The children of (J, p) are (J1, p1) . . ., (Jn, pn) where for each
i, pi is the product of p by the number of instantiation sets for J
and Ji divided by |Θ(J)|. Observe that p is equal to Σipi (and
that the “weight” of each Ji is proportional to the number of its
instantiation sets).

We continue until all leaf nodes have labels (J ′, p′) such that
there exists no J ′′ with J ′ →nsat J

′′.
Observe that at each step in the construction of the tree, the set

of leaves defines a probabilistic database (and in particular the ob-
tained distribution is indeed a probability distribution). We can
therefore define the result of applying (P, F ) to (I,P), denoted
P psat
F (I,P), as the probabilistic database (I′,P ′) where I′ con-

tains all instances J which appear in the label of some leaf node in
the completed tree, and P ′(J) sums up the values p appearing in
the leaf labels (J, p). (Note that if k leaves have label (J, p), then
p is counted k times).

Example 4 Consider again the datalogfd program from Example
1. Clearly, it may be the case that Alice follows both Bob and
Carol who have conflicting opinions on the whereabouts of a par-
ticular person, leading to an FD violation in the course of infer-
ence. In this case, the semantics dictates a probabilistic choice of
a single fact out of each contradicting set of facts (i.e. a single
IsIn(x, y, z) fact for each pair (x, z)), where the probability of
a fact to be chosen corresponding for a particular “believer" z is
the proportion between the number of rule instantiations yielding
it, and the overall possible number of rule instantiations. This is
exactly the relative support for the fact, among those followed by
z.

There are clearly many possible alternative semantics one could
have chosen for this setting. A main motivation for our choice was
to ensure that the semantics coincides with voting in a case such as
the previous example.

Remark 5 A natural extension to our framework would be to allow
probabilities to be attached also to the rules, with the semantics
that a rule is available for use with some probability. This extension
can be easily simulated in our framework. Suppose that we would
like a rule r to be considered with probability p. To do that, we
create a new fact rule(r) with probability p and add this fact to
the body of the rule r. Then this rule will be active with probability
p.

4.2 Representation System
We recall the definition of pc-tables [32] that extend concrete

c-tables by assigning probabilities to Boolean variables.

Definition 8 A pc-table is a triple (I, β, γ) where (I, β) is a con-
crete c-table, and γ assigns a probability (a value in the range
[0,1]) to each Boolean variable in (I, β).

Each pc-table (I, β, γ) defines a probabilistic database. A pos-
sible world K is an instance of rep(I, β). Its probability P(K) is
the sum of probabilities of valuations that yield it:∑

{ν generates K}
∏

{x|ν(x)} γ(x)×
∏

{x|¬ν(x)}(1− γ(x))

The resulting probabilistic database is denoted rep(I, β, γ).

Computing a Representation System. We next consider the
computation of a pc-table capturing the result of evaluating a
datalogfd program. We will refer invariably to a probabilistic
database and to a pc-table representing it.

Recall that we showed that c-table could describe compactly the
result of evaluating a datalogfd program. Unfortunately, it is not
possible to use the c-table construction of the previous section be-
cause it fails to yield correct probabilities. Intuitively, although
the variables in the resulting table suffice for capturing all the al-
ternatives, they do not encode enough information regarding the
derivation to be assigned correct probabilities.

In general, given a datalogfd program and a pc-table, one can
clearly find a pc-table representing the result, that is of exponential
size in the input pc-table. It is open whether one of polynomial size
exists. Already in a restricted case where the program is nonrecur-
sive and there is only one FD per relation, it is nontrivial to obtain a
compact pc-table representation. We do this next. In the next result
rep(T0) refers to the input probabilistic database.

Theorem 7 For each nonrecursive datalogfd program (P, F )
where F includes at most one FD per relation, and for each pc-
table T0, there exists a pc-table T such that
rep(T ) = P psat

F (rep(T0)) whose size is polynomial in the size of
T0.

The construction proceeds as follows. We translate a nonrecur-
sive query into a “normal form" where (1) the intensional relations
are of two kinds, some relations R that are constrained by a sin-
gle FD and for each R, a relation Ru that is not constrained, (2)
The only rules for constrained relations are of the form R(u) :-
Ru(u) where u is a vector of distinct variables and (3) each un-
constrained relation is defined using an algebraic operation (e.g.,
selection or union) of already defined relations. This normal form
allows inductively defining the conditions based on tables corre-
sponding to already defined relations. The variables used in the
conditions include enough information at each stage to be assigned
correct probabilities.

Synthesizing pc-tables. We next obtain an analog of Propo-
sition 4, showing how pc-tables can be synthesized using nonre-
cursive datalogfd programs. For this, only a restricted class of
pc-tables will be necessary as input. An important sub-class of
pc-tables that we will focus on are the so-called tuple-independent
databases [19], in which the function β assigns a distinct vari-
able xA to each fact A in I . A probabilistic database is tuple-
independent if it is equal to rep(T ) for some tuple-independent
pc-table T . The following theorem holds:

Theorem 8 (i) For each pc-table T over schema S, there exists a
tuple-independent pc-table T ′ of linear size in T over a schema
including S and a nonrecursive datalogfd program (P, F ) such
that rep(T ) is the projection on S of P psat

F (rep(T ′)).



(ii) For each pc-table T over schema S such that the probabili-
ties of the variables in T are all rational, there exists an instance I
over a schema including S and a nonrecursive datalogfd program
(P, F ) such that rep(T ) is the projection on S of P psat

F (I).

The proof of (i) builds on Proposition 4, that of (ii) relies on gen-
erating probabilities with arbitrary rational numbers using datalogfd

programs on complete instances.
We next consider the problem of computing the probability that

a fact is derived.

4.3 Probability Computation
Denote by TUPLE-PROB the problem of computing, given a

datalogfd query (P, F ), a pc-table T0 and an output tuple t, the
probability of t occurring in a possible world of P psat

F (rep(T0)).
We start by noting that the problem is hard even for a very restricted
case. In [20], the authors identify a class of (nonrecursive) queries
for which computation of probabilities over a tuple-independent
database is tractable (incurs polynomial data complexity), namely
that of safe queries. We then note that with the use of a single
FD per relation, we can simulate BID tables [49], and that there
exist safe queries that are hard w.r.t. BID tables. It follows that
TUPLE-PROB is ♯P -hard (data complexity) even when restricted
to nonrecursive safe queries, tuple-independent databases, and a
single FD per relation.

As upper bound for exact probability computation, we can show
a PSPACE algorithm:

Proposition 6 TUPLE-PROB is in PSPACE.

Probability Approximation. The high complexity of exact
query evaluation calls for approximation algorithms. It is standard
to distinguish between two kinds of approximation algorithms de-
pending on whether they compute relative and absolute approxi-
mations. An approximation algorithm A to a counting problem C
takes as input an instance I of C and a parameter ϵ. Suppose C(I)
is the correct answer for input I . We say that A is an absolute ap-
proximation if | A(I) − C(I) |≤ ϵ for each input instance I . We
say that A is a relative approximation if | A(I) − C(I) |≤ ϵ· |
C(I) | for each input instance I .

The NP-hardness of possibility (i.e. the hardness of deciding
whether the probability of a tuple is greater than 0) immediately
implies the nonexistence of a PTIME relative approximation algo-
rithm unless P=NP.

On the other hand, we introduce a tractable absolute approxima-
tion algorithm. Let Q be the fact whose probability of being de-
rived we wish to compute. We propose an algorithm based on the
standard sampling approach, which operates as follows: (1) choose
randomly a truth assignment φ for the Boolean variables of the pc-
table, (2) generate the instance I corresponding to φ, (3) evaluate
the datalogfd rules making probabilistic choices according to the
psat semantics, until a fixpoint is reached, and (4) check for the ex-
istence of Q in the resulting possible world, (5) repeat 1-4 counting
the number of worlds where the fact Q is present. The output of
the algorithm is the count of such worlds, divided by the number of
samples that were considered. This is an estimation for the proba-
bility of Q to be derived with respect to the given pc-table. We call
this algorithm SAMPLE, and can show the following:

Theorem 9 Given a pc-table T , a datalogfd program (P, F ), and
an intensional fact Q:
(i) The probability computed by SAMPLE converges (as the num-
ber of samples grows) to the probability of Q in P psat

F (rep(T )).

(ii) The number of samples required for obtaining the correct prob-
ability up to an additive error of ϵ, with probability at least 1 − δ,

is O(
ln( 1

δ
)

ϵ2
).

(iii) Each sample can be produced in polynomial time in |T |.

Proof. (sketch) It is easy to observe that we obtain independent
samples, since we fully restart the computation whenever we reach
convergence. Then (i) is by the law of large numbers and (ii) fol-
lows from the Chernoff bound (see e.g. [50]). For (iii), observe that
an applicable rule can be identified and applied in PTIME and that
only polynomially many inferences have to be performed. o

Consequently, there exists a polynomial-time absolute approxi-
mation algorithm for TUPLE-PROB.

We next address two additional questions that rise in the con-
text of the probabilistic semantics: how can we explain a computed
result (using the notion of “most likely support”), and how do we
influence (i.e. increase or decrease) the probability of a given result.

4.4 Most Likely Supports
Many ways of explaining why a fact has been derived may be

considered. We next introduce and study the notion of “support”,
that is a set of base facts that explain a result with high confidence
in the context of datalogfd. We then analyze the complexity of
ranking these supports.

Example 5 Consider again the datalog program of Example 1.
Suppose the fact IsIn(Carol, London,Bob) (standing for: Bob
believes Carol is in London) is derived with a certain probability
p. There may be many derivations of this fact, using different sets
of extensional facts. Perhaps one derivation (“proof") uses the ex-
tensional fact that Alice is in London according to Tom. Another
derivation may be based on an extensional fact that Carol is in
London according to Peter. An analyst of the network (or Bob him-
self) may be interested in tracking back the origin of Bob’s beliefs,
finding what are the extensional facts that caused Bob’s belief. But
this analyst may find an improbable possible origin, a set of base
facts with tiny probability, of little interest. The analyst may want
to understand what caused Bob’s belief with high probability.

A natural answer in a classical setting would be a set of exten-
sional facts that together allow proving the derived fact. (Such sets
are sometimes called the “support” of the proof, which motivates
our terminology.) One could consider such a set of facts with max-
imum probability. However, the situation is more complex because
of the FDs. Facts may affect derivations in intricate ways as illus-
trated next.

Example 6 Suppose that an intensional relation Liar satisfies the
FD 1 → 2. Suppose that Liar(Bob, yes) can be derived us-
ing a base fact Cretan(Bob); and Liar(Bob, no) using another
base fact Trusty(Bob). Now suppose that Liar(Bob, no) al-
lows deriving IsIn(Alice, London) and other facts allow deriv-
ing IsIn(Alice, Paris). Note that Cretan(Bob) has some ef-
fect on the probability of IsIn(Alice, Paris) even though it is not
used in any derivation of that fact.

It should be clear from the examples that the notion of support is
intricate in our setting. To define it, we will use the following two
auxiliary notions.

Definition 9 Let (P, F ) a datalogfd program, and Q an inten-
tional fact. For a complete database I , the probability of deriving



Q from I is denoted prob(Q | I). For a probabilistic database
(I,P), the weight of an extensional possible world I for Q, de-
noted weightP,Q(I), is defined as the probability of the exten-
sional possible world I when Q is derived, i.e.,

weightP,Q(I) = P(I) · prob(Q | I).

(In both cases, (P, F ) is understood.)

Intuitively, the weight of I denotes how likely it is to have the
possible extensional world I as well as Q derived.

Observe that it may be the case that some fact in a possible ex-
tensional instance of top weight is totally irrelevant for deriving Q;
it does not participate in a derivation nor in blocking a derivation
of Q. Such irrelevant facts should be excluded from an explana-
tion of Q (For instance, an analyst may prefer to see only the facts
that really matter). This motivates us to quantify the likelihood of
observing subsets of instances.

Definition 10 Let (I,P) be a probabilistic database, (P, F ) a datalogfd

program, and Q an intentional fact. The core-weight of a set K of
base facts for Q is defined by:

core-weightP,Q(K) = Σ{I∈I|K⊆I}weightP,Q(I).

Intuitively, the core-weight of a set of facts is the probability of
observing it together with Q.

One may be interested in the set of base facts of highest core-
weights. However, not all sets that have high core-weights may
be of interest. It may still be the case that such a set includes a
very probable fact that does not contribute to deriving Q . We can
exclude such sets as follows. We say that a set of base facts K is
a support of Q if (i) prob(Q | K) > 0, and (ii) there is no subset
K′ ⊂ K with prob(Q | K′) ≥ prob(Q | K). As a sanity check,
observe that in absence of FDs, prob(Q | K) is either 1 (when
there is a proof of Q using only facts in K) or 0 otherwise. So in
this case, the supports are exactly the sets of base facts that are the
leaves of some minimal proof of Q.

We are then interested in the supports having highest core-weight.
We call the problem of identifying the top k ones, TOP-K-SUPPORTS.
First, we may show a PSPACE algorithm for the general case.

Proposition 7 TOP-K-SUPPORTS can be solved for pc-tables in
PSPACE complexity with respect to the size of the pc-table.

We first observe that in absence of recursion and FDs, and when
the pc-table is tuple-independent, the problem is tractable.

Proposition 8 For tuple-independent pc-tables and non-recursive
datalog programs with no FDs, TOP-K-SUPPORTS can be solved
in PTIME (data complexity).

We observe that for this case the top-k-supports correspond ex-
actly to the most probable disjunct in the DNF lineage of the fact.
We note also that the tuple-independence assumption is essential
here: for general tables, hardness can be shown.

We then explore separately the introduction of recursion and of
FDs. Interestingly, each of them separately already leads to hard-
ness, even for tuple-independent pc-tables and even under further
restrictive assumptions.

Theorem 10 Given a tuple-independent pc-table T , a threshold p,
0 ≤ p < 1, a datalogfd program (P,F), and an intentional fact Q,
deciding whether there exists a support for Q with weight greater
than p is NP-complete in |T |. This holds even if:

1. F = ∅ (no FDs) and P a linear datalog program, or

2. P is nonrecursive and F includes at most one FD per rela-
tion.

Note that hardness can be shown in each case by reduction from
Set Cover, whose optimization problem is known to be hard to ap-
proximate, unless P = NP . This means that even a polynomial-
time approximation algorithm for top-k supports is unlikely to exist
in these cases.

While recursion leads to intractability even under such restricted
assumptions, we note that the natural and important program for
computing Transitive Closure does allow a natural PTIME solution
for the two problems.

Example 7 Consider the program P

TC(x, y) :- E(x, z), TC(z, y)

TC(x, y) :- E(x, y)

Consider the graph defined by the relation E and assign the edge
from a to b the weight −log(p), where p is the probability assigned
to the tuple E(a, b). Let TC(s, t) be an output tuple and observe
that the top-k supports are exactly the top-k simple shortest paths
from s to t. The latter problem is known to be in PTIME (see e.g.
[25]).

Identifying the precise fragment of the language that allows for
PTIME solutions is an intriguing open question.

4.5 Influencing the Derivation
An important related problem is that of understanding how to

modify the extensional data to best influence the probability of a
particular answer to a query, e.g., increase or decrease it. This
has strong connections to causality [43], as discussed further. Our
quantification of influence follows that of [45, 35] while accounting
for the first time for recursion and FDs (both absent in these works).

No FDs, no probability. To set the stage, we start by exam-
ining the simplest setting, in which we have a (possibly recursive)
datalog program P (without FDs) and an instance I (without prob-
abilities). Given an intensional fact Q such that P (I) |= Q, we can
define:

• the necessary facts for deriving Q: if such a fact is removed,
then Q no longer holds (these are the counterfactual tuples of [43]);

• the relevant facts for deriving Q: these facts are necessary for
deriving Q for some subset of I (tuples belonging to the contin-
gency in [43]).

The nonrecursive case has been considered in [43]. We are in-
terested in investigating the complexity of these problems in the
context of recursive queries. For identifying necessary facts, the
presence of recursion does not change the complexity since we can
still use a straightforward PTIME algorithm of removing the fact
and checking whether Q is still entailed. Deciding the relevance of
a fact is more difficult. While it is in PTIME for the nonrecursive
case, it turns out to be NP-complete in the presence of recursion.

Proposition 9 Let P be a datalog program. Given an instance I
over ext(P ), an extensional fact A and an intensional fact Q, the
problem of deciding whether A is relevant to the derivation of Q
relative to I and P , is NP-complete in data complexity.

Membership in NP is straightforward, and NP-hardness is by re-
duction from SAT.



The general case. Classifying facts becomes more challenging
when FDs and probabilities are considered, as the next example
illustrates:

Example 8 Consider the following program:

Q :- R(1), R(2) Q’(1) :- S(1) Q’(0) :- S’(x)
S(1) :- R(1) S’(0) :- R(1) S’(1) :- R(1)

with R for only extensional relation.
Consider Q. Suppose R(1) has probability 0.2 and R(2), 0.8.

Thus Q has probability 0.16. If we add 0.1 to R(1) we increase the
probability of Q by 0.08, i.e., more than if we increase R(2) by 0.1
that increases it only by 0.02.

Now suppose there is an FD ∅ → 1 on Q′. The impact of R(1)
on Q′(1) is mixed: it can both be used positively to derive Q′(1)
via S(1) and negatively to block the derivation of Q′(1) with Q′(0)
via S′(0) and S′(1).

From this example, it is clear that the classical notions of neces-
sary and relevant do not suffice to explain the effect of base facts
on derived tuples in a setting with FDs and/or probabilities. To this
end, we adapt a definition of [35] to datalogfd. The intuition is to
rank extensional facts based on how changes in their probabilities
affect the probability of some derived fact of interest.

To simplify, we focus in the remainder of the section on tuple-
independent databases and, as in the previous discussion, consider
the influence of facts. This can be generalized to arbitrary pc-tables
by considering instead the influence of the Boolean variables occur-
ring in a table.

Definition of influence. The intuition is formalized as follows.
Given a tuple-independent database (I, γ), t ∈ I , and some ϵ <
γ(t), let γ′ be defined by: γ′(t) = γ(t)− ϵ and γ′(t′) = γ(t′) for
t ̸= t′. The ϵ-influence of t on Q (relative to I and a datalogfd pro-
gram P, F ) is then defined as ϵ-infl(t, Q) = PI,γ(Q)− PI,γ′(Q)
where these are the probabilities of Q with respect to the original,
and refined probability function as well as I, P, F (P and F are
omitted from notation for brevity). Probability of derivation is with
respect to the psat semantics.

We aim at ranking tuples based on their influence. We can show
an analogous result to that shown in [35] for UCQs: the ranking
of facts based on their ϵ-influence is insensitive to ϵ. We denote
PI−{t},γ(Q) the probability of Q with respect to an instance where
t is omitted and all other facts stay intact with no change in their
probability; we denote PI,{t},γ(Q) the probability of Q with re-
spect to an instance where the probability of t is 1 (and all other
facts stay intact). We have:

Proposition 10 For each ϵ > 0,t, t′, I, Q,
ϵ-infl(t, Q) < ϵ-infl(t′, Q) if and only if
PI,{t},γ(Q)− PI−{t},γ(Q) < PI,{t′},γ(Q)− PI−{t′},γ(Q).

From the previous result, we may simply define the influence of t
on Q as inflQ(t) = PI,{t},γ(Q)−PI−{t},γ(Q). We next address
the problem of finding the top-k most influential facts, which we
call TOP-K-INFL.

Influence ranking. Even without recursion and FDs, deciding
whether A has the highest influence on Q relative to P, F, I, γ is
NP-hard. So we turn to approximate ranking based on sampling.

Definition 11 We say that a ranking of elements in a set is an ab-
solute ϵ-approximation of the ranking provided by a measure f if,

for each elements t, t′ in the set, t is ranked higher than t′ implies
that f(t′) ≤ f(t) + ϵ.

Intuitively, if an algorithm ranks t above t′, it may be the case
that t′ has in fact greater influence than t, however the margin is at
most ϵ. We can then show:

Proposition 11 Let ϵ, δ > 0, (I, γ) be a tuple-independent
database and (P, F ) be a (possibly recursive) datalogfd program
computing some fact Q. There exists a probabilistic algorithm that
outputs an absolute ϵ-approximation for the TOP-K-INFL rank-
ing with probability at least 1 − δ. The time complexity of the
algorithm is polynomial in ln( 1

δ
), in 1

ϵ
and in | (I, γ) |.

Remark 6 (Probabilistic fact-at-a-time) We have focused in this
section on a probabilistic extension of nsat. A probabilistic ex-
tension of nfat can be defined in an analogous way. Recall that
we have shown in the previous section how to simulate nfat with
nsat. This can be extended to a simulation of pfat with psat. Us-
ing this simulation, most results carry to pfat immediately. Other
results, namely Theorem 7 and Theorem 10(2) concerned nonre-
cursive programs. Unfortunately, the simulation of pfat by psat re-
quires recursion. The analogs for pfat of these results thus remain
open.

5. RELATED WORK
There is a large body of work on various aspects of deduction

in the presence of inconsistencies, specifying possible worlds, and
nondeterministic query languages. We next discuss some of this
research and connections with our work.

Dealing with data that violates integrity constraints, including
FDs, is studied in the work on database repairs. A comprehensive
survey of the work on repairs is provided in [13]. Repairs of a
given inconsistent database are consistent databases obtained from
the original in some specified way (e.g. by removing a minimal set
of tuples). The main question is that of consistent query answering,
i.e. finding answers to queries that are true in all repairs. Datalog-
like rules (see e.g. [17]) as well as FDs or key constraints (see e.g.
[52]) are commonly used to capture constraints in this setting. A
fundamental difference between these and our work (that follows
the different motivation) is that we use rules for deduction, and
are concerned with inconsistencies that arise from the reasoning
process rather than in the input database. This in particular means
that, unlike the case of repairs, a possible world in our case will
not necessarily be maximal with respect to the rules: it may be the
case that the rules allow derivation of further facts, which are not
derived due to the FDs.

While not motivated by inconsistencies, the work on datalog
with choice provides a mechanism for defining possible worlds
from a given input that is closely related to datalogfd. This is done
using nondeterministic choice atoms in datalog rules (see [29]).
Intuitively, choice atoms generate maximal instances that satisfy
specified FDs. As discussed in Section 2, our nfat and nsat se-
mantics are closely related to variants of datalog with choice. In
particular, it is shown in [29] that datalog with dynamic choice ex-
presses precisely the NDB-PTIME queries, a result that also applies
to datalogfd with nsat semantics. None of these works incorporate
a probabilistic semantics.

Another form of nondeterminism related to choice is provided
by the witness operator, used in conjunction with FO or fixpoint
queries (see [3]). The connection to the FO variant is shown by
Theorem 3. The inflationary fixpoint variant is known to express
NDB-PTIME [7] so is equivalent in expressive power to datalogfd



with nsat semantics and to datalog with dynamic choice. A variant
of the non-deterministic witness operator is the repair-key operator
of [10, 44]. The authors propose a representation system (based on
a notion of world-set decomposition) and study the complexity of
query evaluation in the non-deterministic case.

Inference in the presence of FDs is a form of non-monotonic rea-
soning, since the presence of some tuples forbids the presence of
other tuples. Not surprisingly, datalogfd (like datalog with choice)
is related to datalog with negation (datalog¬). Indeed, as discussed
in Section 2, the set of possible worlds defined by datalogfd with
nfat semantics can equivalently be defined as the set of stable mod-
els of a corresponding datalog¬ program. On the other hand, datalogfd

with nsat semantics is similar in spirit to datalog¬ with inflationary
fixpoint semantics (see [3]).

Data integration and exchange also raise the issue of handling
contradictions, studied in different lines of work [24, 38, 33, 26].
This research emphasizes algorithms for data sharing or corrobo-
ration of opinions, rather than inference semantics in presence of
FDs. Integrity constraints in data exchange and for description log-
ics (see e.g. [22, 11, 46, 15, 16, 51]) are also studied mainly in
the context of semantics and efficient query answering rather than
representation systems and probabilities. The work of [39] stud-
ies the construction of representation systems for possible answers
but does not show a PTIME construction for recursive queries with
FDs, and also does not handle probabilities.

In the context of probabilistic and incomplete databases, typical
work (e.g. [50, 34, 4, 32, 20]) considers contradictions in the input
database, for which (in the probabilistic case) a distribution on their
possible solutions is given in advance. Recursion in a probabilis-
tic setting is considered in [23], where probabilities are introduced
only once, on ground facts. In the presence of FDs that may be
violated in the course of query evaluation in some possible worlds
(possible input instances), a common solution is to ignore these
worlds and to adapt the distribution to account only for the worlds
in which no such violation occurs. Our solution is different, as we
propose semantics to settle the contradictions. This approach was
taken in [36] in conjunction with nonrecursive queries (the proba-
bilistic repair-key operator is used to enrich the positive relational
algebra). The semantics is different, since it (1) only allows to
probabilistically repair one FD violation at a time (which is differ-
ent in the probabilistic setting) and (2) probabilities are not based
on the number or order of derivations, but rather on an attribute
with numeric values. Similar differences thus hold with respect to
[21], enriching datalog with probabilistic repair of keys. We also
mention in this context the work of [12], that models probabilistic
XML through the use of Recursive Markov Chains, but does not
account for contradictions. Last, we note that the computational
problems of identifying top-k support and influence computation
were not studied in the context of recursive queries.

Finally, we have mentioned connections between top-k supports
and influence and the works of [45, 43, 35]. Also relevant is the
work on querying parse trees of PCFGs [18]. One major technical
difference is that for PCFGs, probabilities of derivation rule acti-
vation are usually assumed to be independent; in contrast, in our
context the rules may depend on common probabilistic tuples and
thus may be correlated.

6. CONCLUSION
We briefly describe some directions for future work.
Many of the motivating scenarios for the present work are dis-

tributed. We plan to investigate the problems considered here in a
distributed setting. Distributed variants of datalog have been inves-
tigated recently [2, 9, 40]. In a distributed setting, different peers

may have opinions that may lead to the derivation of conflicting
facts. Asynchronicity among peers is an additional source of non-
determinism that may also be quantified probabilistically; the need
to address asynchronicity is relevant also for distributed systems
processing big data, such as [42, 41]. It would be interesting to
study how techniques and results from this paper extend to such
a setting. In particular, one could consider adapting the sampling
algorithm to approximate probabilities of answers in a distributed
environment. Distribution also raises novel issues such as minimiz-
ing the communication cost to perform such sampling. , for which a
non-deterministic semantics (e.g. with nondeterminism pertaining
to the order of data manipulation by the peers)

Finally, we plan to implement and optimize our algorithms and
study experimentally their applicability to the analysis of interac-
tions in networks. There is a wealth of potential applications, such
as analyzing how rumors spread in a network, or improving esti-
mates on correctness of facts and trust of peers.
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