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ABSTRACT
Genome Rearrangement is a field that addresses the problem of finding the minimum number of global operations that transform one given genome into another. In this work we develop an algorithm for three constrained versions of the event called inversion, which occurs when a chromosome breaks at two locations called breakpoints and the DNA between the breakpoints is reversed. The constrained versions are called symmetric, almost-symmetric and unitary inversions. In this paper, we present a greedy randomized search procedure to find the minimum number of such operations between two genomes. Our approach is, to our knowledge, the first genome rearrangement problem modeled using this metaheuristic. Our model is an iterative process in which each iteration receives a feasible solution whose neighborhood is investigated for a better solution. This search uses greediness to shape the candidate list and randomness to select elements from the list. A previous greedy heuristic was used as an initial solution. In almost every case, we were able to improve that initial solution by providing a new sequence of inversions that uses less operations. For permutations of size 10, our solutions were, on average, 5 inversions shorter than the initial solution. For permutations of size 15 and 20, our solutions were, on average, 10 and 16 inversions shorter than the initial solution, respectively. For longer permutations ranging from 25 to 50 elements, we generated solutions that were, on average, 20–22 inversions shorter than the initial solution. We believe that the method proposed in this work can be adjusted to other genome rearrangement problems.
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1. INTRODUCTION
Greedy randomized search procedures have been routinely used as metaheuristics to find solutions for combinatorial optimization problems that are close to the optimal solution. This metaheuristic was first introduced by Feo and Resende [16], who described how to use a randomized approach for the set cover problem. They used the acronym GRASP (Greedy Randomized Adaptive Search Procedure) to identify the procedure.

GRASP has been applied to several NP-hard problems such as the 2-partition [17], 2-layer straight line crossing minimization [24], matrix decomposition [27], job scheduling [1], proportional symbol maps [8] and Steiner problem in graphs [28], to name a few. The reader is referred to the review written by Festa and Resende [18] for a more detailed discussion about GRASP.

In this paper, we present a greedy randomized search procedure to sort genomes using symmetric, almost-symmetric and unitary inversions. This is, to our knowledge, the first genome rearrangement problem modeled using this approach. We believe other problems in the genome rearrangement field could also make use of GRASP. For example, the sorting by transpositions problem and the sorting by prefix-inversions problem which were recently settled as NP-hard [6, 7] have several greedy approaches that could be randomized, some of these approaches were used to deviate algorithms with approximation guarantee [4, 15, 19].

Assuming a minimization problem written as “min \( f(x) \) for \( x \in X \)”, where \( f \) is an objective function to be minimized and \( X \) is a discrete set of feasible solutions, GRASP searches for good solutions as an iterative process. Each iteration uses an initial solution \( x_0 \in X \), and its neighborhood is investigated until a local minimum is found. Our approach follows this model and also implements other basic components of GRASP as described by Feo and Resende [16].

Section 2 is a brief introduction to the problem. It provides the concepts and definitions used throughout the text.
Section 3 presents our search procedure. The section is self-contained, and we assume no previous knowledge about the concepts of GRASP. Section 4 analyses the model using a practical approach. We base our analysis on the improvement that was achieved by our model when a previous greedy approach is used as an initial solution [10].

2. GENOME REARRANGEMENT

Genome rearrangements are large-scale mutations that affect large stretches of DNA sequence in a genome. Several rearrangement events have been proposed in the past two decades. Among these events, inversions were established as the main explanation for the genomic divergence in a variety of organisms such as insect [13], plant [3, 21, 26], mammal [20, 22], virus [29], and bacteria [9].

An inversion occurs when a chromosome breaks at two locations called breakpoints and the DNA between the breakpoints is reversed. This genome rearrangement event led to the problem of sorting by inversions, which is to find the minimum number of inversions that transform one genome into another. Hannenhalli and Pevzner [21] presented the first polynomial algorithm for this problem, which was later simplified by Bergeron [5]. Tannier and Sagot [30] presented an algorithm that runs in sub-quadratic time.

Gene inversions and deletions can be considered as the main explanation for the genomic divergence in a variety of organisms such as insect [13], plant [3, 21, 26], mammal [20, 22], virus [29], and bacteria [9].

Figure 1 shows one example of genome alignment for members of the Pseudomonadaceae family where the ‘X’-pattern can be clearly seen. In some families of bacteria, an ‘X’-pattern is observed.

Figure 2 shows a simplified scenario where a set of inversions acts on an ancestral genome. The ancestral genome evolves in a 2-branch scenario and symmetric inversions occur on both branches. Assuming both pairs (A1, B1), and (A2, B2) represent contemporary species, it would be possible to spot the ‘X’-pattern when aligning their genomes.

Only few works take symmetry in consideration. Ohlebusch et al. [25] use symmetric inversion to compute an ancestral genome (the so-called median problem). Dias et al. [12] proposed the problem of sorting genomes using only symmetric or almost-symmetric inversions. Recently, Dias and Dias [10] added unitary inversions to the problem, thus creating the problem of sorting permutations using symmetric, almost-symmetric or unitary inversions.

They presented a greedy sorting heuristic based on an extension of the cycle graph [4, 21], which is a tool used to handle several genome rearrangement problems. The extension is based on assigning weights to a subset of edges in the graph. We will use this extension to create our greedy randomized approach.

2.1 Definitions

In the literature on genome rearrangement that focuses on mathematical models of genomes, a chromosome is usually represented as a permutation \( \pi = (\pi_1, \pi_2, \ldots, \pi_n) \), for \( \pi_i \in \{1, 1 \leq |\pi_i| \leq n, \text{ and } i \neq j \Rightarrow |\pi_i| \neq |\pi_j| \} \) Each \( \pi_i \) represents a gene (or other markers), and that gene is assumed to be shared by the genomes being compared, with \( n \) being the total number of genes shared.

Here we consider a permutation as a bijective function in the set \( \{−n, \ldots, −2, −1, 1, 2, \ldots, n\} \) such that \( \pi(i) = \pi_i \) and \( \pi(−i) = −\pi(i) \).

The composition of two permutations \( \pi \) and \( \sigma \) is the permutation \( \pi \cdot \sigma = (\pi_\sigma(1), \pi_\sigma(2), \ldots, \pi_\sigma(n)) \). We can see the composition as the relabeling of elements in \( \pi \) according to elements in \( \sigma \). Let \( i \) be the identity permutation \( \iota(i) = i \), we can easily verify that \( \iota \) is a neutral element such that \( \pi \cdot \iota = \iota \cdot \pi = \pi \).

We define the inverse of a permutation \( \pi \) as the permutation \( \pi^{-1} \) such that \( \pi \cdot \pi^{-1} = \pi^{-1} \cdot \pi = \iota \). The inverse permutation is the function such that \( \pi^{-1}(i) = i \). In other words, it is the function that returns the position in \( \pi \) of each element \( \pi_i \).

An inversion is an operation in which the order of a permutation segment is inverted. As a consequence, the signs of the elements in the inverted segment are also changed.

Formally, the inversion denoted by \( \rho(i, j) \) is the permutation \( 1 \ldots i \ldots j \ldots (i+1) \ldots n \). Thus, applying an inversion to a permutation \( \pi \) is the same as the composition \( \pi \cdot \rho(i, j) = (\pi_{i+1}, \ldots, \pi_j, \pi_i, \pi_{i+2}, \ldots, \pi_n) \).

In this work, we allow three kinds of operations to sort a permutation: symmetric inversions, almost-symmetric inversions and unitary inversions. We defined these inversions as follows:

Symmetric Inversion \( \overline{\rho} \) is an inversion around the origin of replication such that \( \overline{\rho}(i) = \rho(i + 1, n - i), 0 \leq i \leq \lfloor \frac{n-1}{2} \rfloor \). Figure 3(a) exemplifies the symmetric inversion.

Almost-Symmetric Inversion \( \tilde{\rho} \) is an inversion around the origin of replication such that \( \tilde{\rho}(i) = \rho(i + 1, n - i) \).
Figure 2: Explanation for the ‘X’-pattern as proposed by Eisen et al. [14]. Each inversion occurs between two bullets (•). Numbers represent the order of genes or other markers. Dots in the dotplots represent matches between the chromosome sequences. Red dots depict matches in the same orientation in both chromosomes, whereas blue dots depict matches in the opposite orientation. The dotplots begin to resemble the actual dotplot like that present in Figure 1 after just a few symmetric operations.

\[ j \], \( 0 \leq i, j \leq n - 1 \), \( |i - j| = 1 \). Figure 3(b) exemplifies the almost-symmetric inversion.

**Unitary Inversion** \( \hat{p} \) is an inversion affecting one single element of the permutation such that \( \hat{p}(i) = p(i, i), 1 \leq i \leq n \). Figure 3(c) exemplifies the unitary inversion.

In genome rearrangement problems, the goal is to find a minimum number of operations \( p_1, p_2, \ldots, p_m, p_i \in \{ [\hat{p}, \hat{p}] \} \) that lead from one permutation \( \pi \) to another permutation \( \sigma \). In other words, we need to find a sequence of permutations \( S = \{ S_0, S_1, \ldots, S_m \} \), such that \( S_0 = \pi, S_m = \sigma \), and \( S_i = S_{i-1} \cdot p_i \).

It is important to highlight that the sequence \( p_1, p_2, \ldots, p_m \) is the same that would be used to transform \( \sigma^{-1} \cdot \pi \) into \( \iota \), that is because we can easily relabel the entire sequence \( S \) using the composition in order to create the sequence \( S' = < S_0, \sigma^{-1}, S_1, \ldots, \sigma^{-1}, S_m > \), where \( \sigma^{-1} \cdot S_0 = \sigma^{-1} \cdot \pi \) and \( \sigma^{-1} \cdot S_m = \sigma^{-1} \cdot \iota \). This property will be useful later to create our greedy randomized search procedure (see Functions 1 and 2 in Algorithm 1).

The cycle graph is a tool used to handle several genome rearrangement problems [4, 21]. We defined a cycle graph \( G(\pi) \) of a permutation \( \pi \) as follows: the vertex set is \( \{-n, \ldots, -2, -1, 1, 2, \ldots, n\} \cup \{0, -(n + 1)\} \). Two set of edges can be defined: the gray edge set is \( \{(i + 1), -i\} \), for \( 1 \leq i \leq n + 1 \), and the black edge set is \( \{-pi, +pi, -1\} \), for \( 1 \leq i \leq n + 1 \). The permutation \( \pi = (+5 - 3 - 4 +2 +1) \) generates the vertex set \( \{0, -5, +5, +3, -3, -4, -2, +2, -1, +1, -6\} \) and the edge sets shown in Figure 4.

We define the slice of each vertex \( i \) in \( G(\pi) \) as the function \( slice(G(\pi), i) = \min\{[\pi^{-1}(i)], n - |\pi^{-1}(i)| + 1\} \) for \( i \) in the set \( \{-n, \ldots, -2, -1, 1, 2, \ldots, n\} \). Otherwise, for \( i = 0 \) or \( i = -(n + 1) \), we define \( slice(G(\pi), i) = 0 \). Figure 4 indicates the slice for each vertex in the cycle graph for \( \pi = (+5 - 3 - 4 +2 +1) \).

We define the position of each vertex \( i \) in \( G(\pi) \) as the function:

\[
p(G(\pi), i) = \begin{cases} 
0, & \text{if } i = 0 \\
2i, & \text{if } i = -(n + 1) \\
2|\pi^{-1}(i)| - 1, & \text{if } \pi^{-1}(i) < 0 \\
2|\pi^{-1}(i)|, & \text{if } \pi^{-1}(i) > 0 
\end{cases}
\]

For the permutation \( \pi = (+5 - 3 - 4 +2 +1) \), we show the position \( p(G(\pi), i) \) of each element \( i \) in Figure 4.

We say that an inversion \( p(a, b) \) acts on vertex \( i \) of \( G(\pi) \) if \( 2a - 1 \leq p(G(\pi), i) \leq 2b + 1 \). Moreover, we say that an inversion acts on a gray edge \((i, j)\) if it acts on either \( i \) or \( j \).

Dias and Dias [10] extended the cycle graph structure by assigning a weight \( w(G(\pi), i, j) \) to each gray edge. They define two approaches for the weight assignment. The first approach was defined as the minimum number of symmetric, almost-symmetric or unitary inversions that should act on the gray edge \((i, j)\) in order to create a black edge \((j, i)\).

The second approach adds the new constraint that these inversions should only act on the vertex placed in the higher slice. Moreover, if \( slice(G(\pi), i) = slice(G(\pi), j) \), then the inversions should only act on one vertex.

Figure 5 exemplifies both approaches. Figure 5(a) is the first approach. The first inversion acts on \( i \) and \( j \), bringing them close to each other, this inversion would not be allowed by the second approach. Figure 5(b) is the case when the vertex \( i \) should not be moved (since \( i \) is in the lowest slice). We can see a longer path to create the black edge \((j, i)\).

We tested both approaches using only a small set of instances and we came to the conclusion that the second approach fits better to our heuristic than the first one. Therefore, for a gray edge \((i, j)\) we assign a weight \( w(G(\pi), i, j) \) using the second approach.
3. GREEDY RANDOMIZED SEARCH PROCEDURE

Our method works by iteratively improving a sorting sequence of permutations. Each step requires a local change in order to find a better (shorter) solution. If a shorter sequence is found, it is the current solution. We repeat this step until a solution regarded as optimal is found or the iteration limit is reached.

The initial solution for local search is generated by a previous greedy heuristic [10]. The heuristic constructs a solution one element at a time. Each step gathers a set of candidate permutations that can be added to extend the partial solution. The selected permutation is the one which minimizes the greedy function \( h_1(\pi) = \min\{w(G(\pi), i, -(i+1)), w(G(\pi), n-i-1, -(n-i))\} + w(G(\pi), i, -(i+1)) + w(G(\pi), n-i-1, -(n-i)), \) for \( 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor \).

The function \( h_1 \) favours elements in lower slices. Let \((i_1, j_1)\) and \((i_2, j_2)\) be two gray edges, \(\min\{\text{slice}(G(i), i_1), \text{slice}(G(i), j_1)\} < \min\{\text{slice}(G(i), i_2), \text{slice}(G(i), j_2)\} \). The function \( h_1 \) guarantees a feasible solution for any input permutation.

The drawback of using the greedy algorithm to find an initial solution for local search is that we start from the same solution every time. We could repeatedly start our local search from randomly generated solutions in order to overcome this problem. However, the average quality of the random solutions would be much worse than that of the greedy algorithm. Furthermore, the number of iterations it takes to converge in these cases would be larger than when the greedy initial solution is used, which also impacts the overall running time.

Figure 3: Allowed inversions.

Figure 4: Cycle graph \( G(\pi) \) for \( \pi = (+5 -3 -4 +2 +1) \). We also indicate the slice and position for each vertex in the graph.

Figure 5: Example of weights being assigned to gray edges \((i, j)\). In a) we compute the minimum number of operations to create the black edge \((j, i)\), and in b) we further restrict to allow only those inversions acting on the vertex placed in the higher slice if they are in different slices, otherwise we allow only inversions acting on one of the two vertices.
The two next sections explain our method. Section 3.1 explains our algorithm main structure, but will not provide details about the local search mechanism. Those details will be provided in Section 3.2.

3.1 Algorithm Structure

Let $S = \langle S_0, S_1, \ldots, S_m \rangle$ be a sequence of permutations where $S_i = S_{i-1} \cdot \rho$, $1 \leq i \leq m$, $\rho \in \{\pi, \tilde{\pi}, \hat{\pi}\}$, $S_0$ is the input permutation, and $S_m = \iota$. Our local search method attempts to build a shorter feasible solution using $S$ as a starting point. In this phase, the neighborhood of $S$ is investigated by using greediness to shape the candidate list and randomness to select elements from the list.

We say that a solution $X$ is in the neighborhood of $S$ in regard to a sequence of anchor permutations $P = \langle P_0, P_1, \ldots, P_l \rangle$, namely $X \in N(S, P)$, if for each $P_i \in P$, then $P_i \in S$ and $P_i$ is in $X$. Moreover, let $S^{-1}(P_i)$ and $X^{-1}(P_i)$ be the position of $P_i$ in $S$ and $X$, respectively. For each pair $P_i$, $P_j$, $i < j$, then $S^{-1}(P_i) < S^{-1}(P_j)$ and $X^{-1}(P_i) < X^{-1}(P_j)$. It is worth noticing that $P$ must have at least two elements: $P_0 = \pi_0$ and $P_1 = \iota$.

Algorithm 1 shows our Greedy Randomized Search Procedure to improve the initial solution. Starting from the solution $S$, each iteration produces a sample of solutions $\text{sample}(S)$, $\text{sample}(S) \subseteq N(S, P)$. Section 4 will explain how the anchor point set $P$ will be created. For now, we take $P$ for granted.

Some concepts we present might be difficult to comprehend. Thus we summarize the main steps in Figure 6. We will refer to this figure when new concepts are presented.

The $\text{sample}(S)$ set is restricted to a fixed number of elements given by the parameter $\text{Sample Size}$ in Algorithm 1. The more elements used, the larger the variance in the set. In Figure 6, we restrict the $\text{sample}(S)$ set to 3 elements.

After we populate the $\text{sample}(S)$ set, we combine the elements in the search for the best solution (lines 6 - 9).

To create the $\text{sample}(S)$ set we investigate the neighborhood $N(S, P)$ in the following way:

1. Each pair $P_{i-1}, P_i$, $1 \leq i \leq l$ is used to create a new permutation $\sigma_i = P_{i-1}^{-1} \cdot P_i$ (line 14). In Figure 6(b) we selected 4 anchor permutations. In this case, we were able to create $\sigma_1$, $\sigma_2$ and $\sigma_3$ in Figure 6(c).

2. We sort each $\sigma_i$ using a greedy randomized approach shown in Function 2 of Algorithm 1. Some details about this function will be provided in Section 3.2. For now, we only need to know that this function returns a list of operations $\rho_1, \rho_2, \ldots, \rho_k$ such that $\sigma_i \cdot \rho_1 \cdot \rho_2 \cdot \ldots \cdot \rho_i = \iota$.

3. For each permutation $P_i$, we apply the list of operations obtained from sorting $\sigma_i$. That list transforms $P_i$ into the permutation $P_{i+1}$ as we can see in Figure 6(e). It is worth noticing that $P$ must have at least two elements: $P_0 = \pi_0$ and $P_1 = \iota$.

4. After applying the previous steps for each pair $P_i$, $P_{i-1}$, $1 \leq i \leq l$, we join the small sequences to make a solution as we show in Figure 6(f). We repeat the entire procedure in order to obtain the desired number of solutions.

5. When $\text{sample}(S)$ is fully populated, we combine the elements in the set $\text{sample}(S) \cup \{S\}$ to create the best possible solution.

![Figure 6: Example of local search. $S$ is the initial solution whose neighborhood will be investigated and $P$ is the anchor permutation sequence. We set $|P| = 4$. Assuming we generate 3 solutions for each iteration, we will combine them with the initial solution in the search for a best solution.](image-url)
Algorithm 1: Greedy Randomized Search Procedure

Data: $\pi, S$, Max\_Iterations, Sample\_Size, Anchors
Solution $\leftarrow$ Greedy\_Construction($\pi$)

for $k = 1, \ldots, $ Max\_Iterations do
  sample $\leftarrow \emptyset$
  $P$ $\leftarrow$ Select Anchor Points($S$, Anchors)
  for $k = 1, \ldots, $ Sample\_Size do
    Solution $\leftarrow$ Build Solution($P$)
    sample.append(Solution)
  $S$ $\leftarrow$ Combine(sample $\cup$ \{$S$, $P$\})

return $S$

Function 1: Build Solution

Data: $P$
solution $\leftarrow []$

for $i = 1, \ldots, |P|$ do
  $\sigma$ $\leftarrow$ $P_i$, $P_{i-1}$
  aux $\leftarrow$ $P_{i-1}$
  operations $\leftarrow$ Greedy\_Randomized\_Local\_Search($\sigma$)

for each operation in operations do
  solution.append(aux)
  aux $\leftarrow$ aux $\cdot$ operation

return solution

Function 2: Greedy Randomized Local Search

Data: $\sigma$
operations $\leftarrow []$

while $\sigma \neq i$ do
  scores $\leftarrow []$
  for each $\rho$ applicable to $\sigma$, $\rho$ $\in$ \{$\tilde{P}, \tilde{\rho}, \tilde{\rho}$\} do
    score $\leftarrow$ Score\_Permutation($\sigma \cdot \rho$)
    scores.append([score, $\rho$])
  scores.sort(first\_elements)
  scores $\leftarrow$ scores[0…5] // Select five elements starting from the first one
  selected $\leftarrow$ Roulette\_Wheel\_Selection(scores)
  $\rho$ $\leftarrow$ scores[selected][1]
  $\sigma$ $\leftarrow$ $\sigma \cdot \rho$
  operations.append($\rho$)

return operations

Function 3: Roulette Wheel Selection

Data: scores
Fitness $\leftarrow$ scores[0][0], 0, 0, 0, 0, 0, 0

while $i < 5$ do
  Fitness[i] $\leftarrow$ Fitness[i - 1] + scores[i][0]
i $\leftarrow$ i + 1
R $\leftarrow$ random(0, Fitness[5])
i $\leftarrow$ 0
while $R >$ Fitness[i] do
  i $\leftarrow$ i + 1
return i

Function 4: Score Permutation

Data: $\sigma$
score $\leftarrow$ 0
i $\leftarrow$ 0

while $i \leq |\sigma|$ do
  score $\leftarrow$ score + $w(G(\sigma), i, -(i + 1), 2)$
i $\leftarrow$ i + 1
return score$^2$

solution (line 9). We overlook the details of this function because it is simple. In summary, we select the shortest sequence starting from $P_i$ and ending at $P_{i+1}$ in some solution, for $1 \leq i < l$. Then, we simply create a new solution joining the sub-sequences. In this phase, it is possible that the best solution is equal to $S$. In Figure 6(g), we have three solutions in sample($S$). We combine those solutions and the initial solution $S$ by retrieving the highlighted dotted boxes, which represent the shortest sequence between two given anchors. After that, we join these sequences (boxes) to create a final solution.

3.2 Local Search

In this section we explain how a solution in the neighborhood of $S$ is generated. Each permutation $\sigma$, starts the construction of a sorting sequence one element at a time. The next permutation to be added to the solution must be approved in a two-step process:

1. The next permutation must be ranked as high as fifth by the greedy function $h(\sigma) = (\sum_{i=0}^{\max(|G|, i, -(i+1))})^2$. This function is the square of the sum of all gray edge weights in the cycle graph of the permutation.

We use the sum of the gray edge weights because it indicates how far are we from the identity permutation. In fact, $\sum_{i=0}^{\max(|G|, i, -(i+1))} = 0$, which is a desirable property for a greedy function.

We use the square in the $h(\sigma)$ function because a small difference in the sum of weights usually indicates a big difference in the quality of the candidate permutation. Since the next step uses randomness to select one of the 5 candidates, we would like to better distinguish good candidates from bad candidates.

In Algorithm 1, this step is carried out by Function 4 that goes from line 48 to line 55.

2. The next permutation to be added to the solution must be selected by a random process called roulette wheel selection mechanism, which is very common in Genetic Algorithm techniques [2].

In the roulette wheel selection mechanism, each permutation has a selection likelihood proportional to its greedy score. This step is implemented in Function 3 that goes from line 36 to line 47. This function receives the score array as a parameter and stores the cumulative sum in the Fitness array, which provides temporary working storage. After that, a random number $R$ is generated in the range defined by the Fitness array. Finally, we select the first element in the set such that when all previous greedy scores are added it gives us at least $R$.

4. RESULTS

We have implemented Algorithm 1 in python. The running time becomes prohibitive unless we find a tradeoff between the parameters Max\_Iterations and Sample\_Size. In this test we set the parameters Max\_Iterations = 1000, and Sample\_Size = 1. Since Algorithm 1 uses a randomized approach, each run can return a different value. For this reason, we run each input 10 times and plot the results.
Line 5 in Algorithm 1 calls the function “Select Anchor Points” that still needs to be further explained. This function creates a sequence $P = \langle P_0, P_1, \ldots, P_l \rangle$, where $P_0$ is the input permutation and $P_1 = i$. We want to assess how the size $|P|$ impacts our results. Therefore, we ran the same input permutation with four different sizes for $P$: $|P| \in \{2, 3, 4, 5\}$.

One important consideration is that we want all the sub-sequences $\langle P_i, \ldots, P_{i+t} \rangle$, $i \leq t$, in the current solution to have approximately the same length. It is also important to mention that the choice of the anchor permutations must be randomized, because if we do not randomize the choice, we will probably select the same permutation $P_i$ every time. If $P_i$ is not in any optimal sorting of the input permutation, we will never be able to find an optimal solution.

We implemented Algorithm 2 taking these requirements in consideration. In summary, we choose a point by random in the range $\left\{ \left\lfloor \frac{|S|}{3} \right\rfloor, \ldots, \left\lceil \frac{2|S|}{3} \right\rceil \right\}$, then we use this point to create roughly balanced anchor points, depending on the number of anchor points requested.

```
Algorithm 2: Select Anchor Points

1 Data: S, Anchor_Points
2 if Anchor_Points = 2 then
3   return [S_0, i]
4 if Anchor_Points = 3 then
5   choice ← random(\left\lfloor \frac{|S|}{3} \right\rfloor, \left\lceil \frac{2|S|}{3} \right\rceil)
6   return [S_0, S_{choice}, l]
7 if Anchor_Points = 4 then
8   choice ← random(\left\lfloor \frac{|S|}{3} \right\rfloor, \left\lceil \frac{2|S|}{3} \right\rceil)
9   left ← \left\lfloor \frac{2\text{choice}}{3} \right\rfloor, \left\lceil \frac{2|S|}{3} \right\rceil)
10  right ← \left\lfloor \frac{2\text{choice}+|S|}{3} \right\rfloor
11  return [S_0, S_{left}, S_{right}, l]
12 if Anchor_Points = 5 then
13   choice ← random(\left\lfloor \frac{|S|}{3} \right\rfloor, \left\lceil \frac{2|S|}{3} \right\rceil)
14   left ← \left\lfloor \frac{2\text{choice}}{3} \right\rfloor, \left\lceil \frac{2|S|}{3} \right\rceil)
15   right ← \left\lfloor \frac{2\text{choice}+|S|}{3} \right\rfloor
16  return [S_0, S_{left}, S_{choice}, S_{right}, l]
```

The main quality measure used in our experiments is the difference in size between the sequence produced by our implementation and the initial solution produced by the greedy approach.

For $n$ in the set $\{10, 15, \ldots, 50\}$, we generated 100 random permutations and ran our implementation of Algorithm 1 on them. Figure 7 shows how often our approach improves the greedy approach solution. We were able to improve the result of almost every input permutation using some anchor point schema, which shows that it is generally worth running our greedy randomized approach after a greedy solution is built.

Another conclusion we take from Figure 7 is that we should increase the number of anchors for larger permutations. For $n = 10$, we can improve the greedy initial solution in 96% of the cases by using only 2 anchors, which was the best we could get in our experiment for this permutation length.

![Figure 7: Permutations whose initial solutions were improved using our method. Y-axis represents the percentage of improved solution in the database. X-axis represents permutation size. Each plot uses a different set of anchor points. In each plot, we indicate whether the improvement was obtained in the 1st, 3rd, 5th or 10th run.](image-url)
However, the solution quality of the 2 anchor version degrades when $n$ grows. In this case, increasing the number of anchor permutations is appropriate.

The histograms for the 3, 4, and 5 anchor versions confirm this idea. Note that each one was good for a particular range of permutation length. For example, the 2 anchor version did a good job for $n$ in the range $[10..20]$. The 3 anchor version was appropriate for $n$ in the range $[15..35]$. The 4 and 5 anchors version had 100% of improvement in the range $[20..30]$ and similar number of improvements in the range $[35..45]$. However, for $n = 50$, the 5 anchor version is the best choice.

Later we show a relation between the size of the sorting sequence and the preferred number of anchors. The larger the size of the initial solution, the more anchors we need.

Figure 8 shows the improvement on average obtained by using our method. Let $S$ be the initial solution and $S_f$ be the final solution produced by our greedy randomized approach. We define improvement as the difference in size between $S_f$ and $S$. For $n = 10$, 2 anchors were better than the others, providing solutions that were 4.88 elements smaller than the initial greedy solution. By using 3, 4 and 5 anchors we were able to improve, on average, 4.36, 1.93 and 0.90 elements, respectively. These values are consistent with our previous idea that few anchors are more appropriate for small permutations.

From $n = 15$ to $n = 20$, the 2 anchor version kept the best performance, but it achieved lower results for $n \geq 25$. For $25 \leq n \leq 35$, the 3 anchor version returned the best results, but for $n = 35$, both the 4 and 5 anchor versions closed the range. For $n = 40$, the 3 anchor version provided solutions that were 16.34 elements smaller than the initial greedy solution. By using 3, 4 and 5 anchors we were able to improve, on average, 4.36, 1.93 and 0.90 elements, respectively. These values are consistent with our previous idea that few anchors are more appropriate for small permutations.

The intersection point between the 4 and 5 anchor version was detected when $n = 45$, but the difference was very small. For $n = 50$, the 5 anchor version was clearly better than any of the others with an average of 16.78, against an average of 13.39 for the 4 anchor version and 11.18 for the 3 anchor version. The 2 anchor version did not improve any initial solution for $n = 50$.

The results above were obtained by running each version independently of each other. Figure 9 shows the average improvement when considering all 4 anchors versions together. Although the results are better here than in Figure 8, the difference is small. Thus, the decision whether to run the method several times with different numbers of anchors is left to the user.

To assist in this decision, in Figure 10 we arrange our data in a different way. In this plot, we assess how our method behaves when we change the number of anchors for different initial sequence sizes. As expected, we can see that for higher initial sequences we should favour choosing more anchor permutations.

Let $m$ be the number of elements in the initial sequence, we can see that for $10 \leq m \leq 70$ the 2 anchor version presents the best results on average. For $70 \leq m \leq 130$ the 3 anchor version is much better than any of the others. For $130 \leq m \leq 190$ there is a tie between the 4 and 5 anchor version, but a slight advantage can bee seen in favour of the 4 anchor version. In this range we suggest using both 4 and 5 anchor version.
Figure 10: Average improvement obtained by using our method. Y-axis represents an average of the difference in size between the sequence produced by each version of our implementation and the initial sequence. X-axis represents the size of initial greedy sequence.

Figure 9: Average improvement when considering all 4 anchor versions. Y-axis represents an average of the difference in size between the sequence produced by our implementation and the initial sequence. X-axis represents permutation size. Each plot uses a different set of anchor points. In each plot, we indicate whether the improvement was obtained in the 1st, 3rd, 5th or 10th run.

For 190 ≤ m ≤ 250 the 5 anchor version has clearly the best performance.

5. CONCLUSION

In this paper we presented a greedy randomized search procedure to the problem of finding the minimum number of symmetric, almost-symmetric and unitary inversions that transform one given genome into another. Our method is to our knowledge the first genome rearrangement problem modeled using that metaheuristic. We believe this method can be adjusted to other genome rearrangement problems.

Our model is an iterative process in which each iteration receives a feasible solution whose neighborhood is investigated for a better solution. This search uses greediness to shape the candidate list and randomness to select elements from the list.

In order to use our method, it is necessary to provide an initial solution and to set three parameters. We use a previous greedy heuristic as initial solution. The parameters can be easily set and tuned. Two of them, Max Iterations and Sample Size, impact the time spent processing the result. In our case, a tradeoff between them was reached by using a small set of instances. The last parameter defines the number of anchor permutations we use in each iteration. This parameter impacts the quality of the solution provided by our method. We made an extensive analysis in order to find the best configuration to this parameter according to the size of the input permutation and the size of the initial solution. By this analysis, we give some insights on how to properly set the parameter.

We were able to improve the initial solution in almost every case during our experiments. For permutations of size 10, our solutions were on average 5 inversions shorter than the initial solution. For permutations of size 15 and 20, our solutions were on average 10 and 16 inversions shorter than the initial solution, respectively. For longer permutations ranging from 25 to 50 elements, we generated solutions that were on average 20–22 inversions shorter than the initial solution.
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